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Abstract

Augmented Reality changes the way we interact with virtual information. Currently, virtual information is shown on 2D screens, separated from the real world. With Augmented Reality, virtual content can be shown directly embedded in the real world. This opens up the area of situated modeling in which virtual models are designed in context of the real world to, for example, print them out using a 3D printer. In an initial study, we show that sketching on physical objects improves stroke accuracy compared to strokes on virtual objects, and that features guiding a stroke, either through a concave or convex shape or through a visual guide, further improve the accuracy especially for physical objects.

The most available form of Augmented Reality (AR) is Handheld Augmented Reality which shows the virtual information embedded in the camera view of everyday smartphones or tablets. However, continuously specifying a 3D position—needed, e.g., for drawing in mid-air—is not directly possible in today’s systems. We build the ARPen system to allow for situated modeling in Handheld AR, requiring only a 3D-printed pen and a consumer smartphone. But many essential interactions are not yet clear for such a bimanual system. We design and evaluate selection & manipulation techniques to adjust the pose of a mid-air object, as well as menu techniques to control properties of objects in the scene. We show that ray-casting techniques, especially through the tip of the pen, generally perform well. However, interacting on the touchscreen or even combinations of both touchscreen and mid-air input also achieve promising results. To overcome perception issues of determining the depth of virtual objects in Handheld AR, we design depth visualizations that show the position of the pen tip in relation to other objects in the scene. We identify that a heatmap visualization, coloring every object in the scene depending on their distance to the pen tip, achieves best results and was preferred by study participants.

We release the ARPen system as an open-source toolbox, enabling researchers to implement and evaluate interaction techniques for Handheld AR with a mid-air pen. Our findings on essential interaction techniques provide a starting point for the development and evaluation of specialized application scenarios.
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Conventions

Throughout this thesis, we use the following conventions:

- The thesis is written in American English.
- The first person is written in plural form.
- Unidentified third persons are described in female form.

Margin notes at the side of the page are used to summarize important parts of a paragraph, where applicable.

Names of software frameworks are written in typewriter-style text.

In cases where content was published both as a student thesis under the guidance of the author of this thesis and as a peer-reviewed paper at a conference, the paper is given preference in citations. The thesis is then referenced at the beginning of the appropriate chapter.
Chapter 1

Introduction

Today’s interaction with virtual media mostly takes place in two dimensions. Devices ranging from large scale televisions to small smartwatches visualize their information on 2D displays and the interaction with content is also performed by specifying 2D information—either through touching the screen or through pointing devices that descend from the first mouse presented by Engelbart and English [1968]. Every visualization of a third dimension, for example by windows overlapping each other in current desktop operating systems, is only an illusion since the content is still fixed to the 2D screen. Nielsen [1993] calls these 2.5-D Interfaces. Virtual 3D environments, such as Augmented Reality (AR) and Virtual Reality (VR), make it possible to lift the information in the 3rd dimension and visualize it in mid-air. This means that the digital information is no longer anchored to a 2D position on the display but to a 3D position in the environment around the user (cf. Figure [1.1] left). An example is a virtual representation of the rainforest that the observer can walk through to learn about the ecosystem (cf. Figure [1.1] right).

But seeing objects in mid-air is only one aspect of the possibilities of such systems. We also want to further interact in this environment and with the objects in it. Evaluating this interaction in Augmented Reality, and Handheld AR in particular, is the main topic of this thesis.

Currently, virtual information is displayed mostly on 2D screens.

Augmented and Virtual Reality visualize content in 3D around the user.

In this thesis, we investigate interactions in Augmented Reality.
Introduction

A specific type of interaction is the creation of additional virtual objects. Currently, most of the 3D models in virtual environments are created on 2D computer displays with software such as Blender [Schmalstieg and Höllerer, 2016, p. 312]. Many projects have investigated how 3D models can be created from 2D drawings, since particularly in the early design stages, many professionals prefer sketching their ideas on paper. Olsen et al. [2009] provide a survey of techniques and challenges for projects that use sketches for 3D modeling of objects. An important point they make is that sketching has a divergent user base ranging from artists to engineers, who all have their own motivations and styles of sketching, resulting in different technical needs.

The origins of sketching on computer-based systems can be traced back to Sutherland [1963]. With his Sketchpad system, users could draw lines on a computer screen and even create simple 3D models. Today, many approaches interpret 2D sketches on a tablet to create new 3D geometries. To address the issue of the missing 3rd dimension when creating 3D objects on a 2D surface, these projects use different techniques. These techniques include sketching from different viewpoints [Igarashi et al., 1999; Bae et al., 2008], positioning strokes on different drawing planes [Grimm and Joshi, 2012], or adding graphical cues in the 2D sketch that the

---

1 apps.apple.com/us/app/wwf-forests/id1518039408 (accessed 28.05.2021)

2 www.blender.org/ (accessed 28.05.2021)
system can interpret [Xu et al., 2014]. Another technique is to first create a scaffold of perspective lines so that the system can interpret following curved strokes relative to that scaffold [Schmidt et al., 2009]. Often, the designed object should have a connection with an already existing one. For this, projects such as those by Paoli and Singh [2015] and Schmid et al. [2011] interpret the strokes to ‘wrap around’ an existing 3D model, e.g., of a mannequin. To use the context provided by objects in a 2D image, Lau et al. [2010] interpret sketches on a photo relative to other objects in the image to infer a 3D model fitting into the scene.

If a 3D input device, for example in the shape of a pen, is tracked in mid-air, Augmented and Virtual Reality allow performing the modeling task directly in 3D. Such a “painting in mid-air” is a fascination that has been apparent in the domain of art in the past already. Picasso used a light pen to draw shapes and elements in mid-air (see [Cosgrove, 2012] for photos). These shapes are only visible as lines on long time exposure photographs, so while they have been drawn in mid-air, they are only visible from one perspective, however, and it is not possible to edit them afterward. With drawing in Augmented or Virtual Reality, artists could draw lines in mid-air, edit and view them from different positions. This form of modeling in mid-air has already been around since the early 90s [Sachs et al., 1991; Butterworth et al., 1992; Deering, 1995] and it requires observing the position and orientation of input devices in space. The movement of the input device can then be aligned with the visualization to create the impression of creating strokes in mid-air, as in the FreeDrawer system by Wesche and Seidel [2001], for example. To align with the process of preparing initial sketches in 2D on paper, Jackson and Keefe [2016] let users arrange digital scans of their 2D sketches in a virtual 3D environment. Then, users create a wireframe model by selecting and “lifting” individual strokes from those sketches, and pull out surfaces between the strokes. Today, products like the recently open-sourced Tilt Brush application or Gravity Sketch VR let users create and view models directly in 3D using commercially available Virtual Reality devices.

Augmented and Virtual Reality allow for modeling objects directly in 3D.

---

3www.tiltbrush.com (accessed 28.05.2021)
4www.gravitysketch.com/ (accessed 28.05.2021)
The type of virtual environment is an important factor for these modeling tasks. In Virtual Reality, the surrounding environment is digitally generated while in Augmented Reality, the majority of the environment is the real world and only some virtual elements are rendered to appear as if in the real world [Milgram and Kishino, 1994; Azuma, 1997] (cf. Figure 1.2). This means that in Augmented Reality, real, physical objects can also be used during the modeling process. This presents a big possibility for areas such as Personal Fabrication in which users use digital fabrication tools such as lasercutters and 3D printers to realize their own projects [Gershenfeld, 2007; Mota, 2011]. While 3D printers can now be purchased at hardware stores and 3D models of many objects are available online, it requires further knowledge to modify these models for a specific use case or to create a new model for which you have only the idea in your head. Examples of such ideas could be a lampshade for a lamp socket, a fitting attachment for a flower pot, or an inset for the cup holder in a car to secure smaller sized cans. With drawing and designing in Augmented Reality, it is possible to design the 3D models directly in the location in which they are meant to be used before printing them out on a 3D printer. Schmalstieg and Höllerer [2016, p. 312] use the term situated modeling for this interaction and it would enable even non-professional designers to quickly create simple 3D models fitting existing objects in the world. For the example of the cup holder inset, this means that a user could take the AR drawing tool into
Figure 1.3: Smaller sized cans are often loose in cup holders (a). With situated modeling, the user can trace the environment to create simple shapes (b) and combine them (c) to create an inset that fits both the cup holder and the can (d).

the car, trace the shape of the existing cupholder and the can she wants to fit, before combining them to create the model of an inset that matches both the cup holder and the can (cf. Figure 1.3). While the drawing operation would also be possible in Virtual Reality, it would be necessary to digitize the relevant parts of the physical environment beforehand—and even then, the haptic feedback of tracing over a real object would be missing.

But how much does the ability to draw on physical objects affect the drawing performance? To figure this out, the first part of this thesis compares drawing performance under different conditions. We found that drawing on physical objects increases the accuracy of lines drawn by $\approx 50\%$. Further differences in the surface of the object, such as a concave or convex shape, influence the precision to a more minor degree.

Another important question is, how the benefits of modeling and interacting in AR can be made more available to everyone without the need for expensive and professional equipment. To view the virtual objects in the real world, users need either a special set of glasses (head-mounted display, HMD; cf. Figure 1.2 right) or a handheld device, such as a smartphone, that acts as a window to see the virtual objects (Handheld AR) (cf. Figure 1.4). While a few head-mounted devices have been released over the past years, such as Microsoft’s HoloLens or the Magic Leap 1, Handheld AR is the most used form of AR to date because

We focus our evaluations on Handheld AR.

**Figure 1.4:** In Handheld AR, virtual information is incorporated into the live camera view of mobile devices such as smartphones and tablets (Image: [Apple, 2020]).

Continuous 3D input, e.g., to draw lines, is not directly supported in Handheld AR.

However, continuous 3D input required for drawing lines in mid-air with six degrees of freedom, is not directly supported in Handheld AR. To overcome this limitation and enable *situated modeling* in Handheld AR, Napkin Sketch by Xin et al. [2008], lets a user specify a drawing plane on a tablet in relation to a “napkin” displayed in AR in front of the user. The system then maps the 2D strokes on the tablet directly onto that plane and visualizes the resulting model in AR, on top of the live camera image. Huo et al. [2017] map touch strokes onto surfaces tracked in the real world, and allows touchscreen-based manipulation of the resulting objects. To enable 3D input for Handheld AR with six degrees of freedom, we developed the *ARPen system* allowing mid-air pen interaction with a custom 3D-printed pen or even just a pen printed with a normal printer. The system presents a toolbox for developers to try out mid-air pen interaction in Handheld AR and is an easy way to implement and test new interaction techniques. We found

---

[developers.google.com/ar](developers.google.com/ar) (accessed 28.05.2021)
that many questions how to perform basic interactions using a Handheld AR system with a mid-air pen have not been answered yet, so we evaluate these essential interactions in this thesis, instead of focussing on the situated modeling application scenario alone. However, we keep situated modeling in mind throughout the evaluations both to focus design decisions and to have a consistent example scenario.

The interactions we look at follow the classification from LaViola et al. [2017]. They state that interactions in 3D user interfaces can be categorized into three groups. The first group contains selection & manipulation tasks, such as moving an object to a different location or changing its size. The second group is focussed on controlling the overall system, for example, by using context menus, and they call this group system control. The third group is called navigation. This includes the motor component of travel—how to move through the virtual environment—but also the cognitive component of wayfinding—where to move to in the virtual environment. The last component is particularly relevant for Handheld AR as this relates to understanding the spatial relationship between the input device and virtual elements in the scene—a frequent problem due to perception issues in Handheld AR [Kruijff et al., 2010].

In summary, the contributions made through this thesis are:

1. A study on the influences of physical objects and different surface conditions on sketching accuracy in Augmented Reality.

2. The ARPen system as a toolbox for evaluations in Handheld AR with a mid-air pointing device. The code of the system is available open-source on Github[9]. The interpretation of the mid-air position is managed through a plugin system so that researchers can easily add their own interactions. We also incorporated the modeling kernel OpenCascade to enable the creation and interaction with complex geometries. A stable version highlighting the different interaction techniques is also available in the iOS App Store[10].

3. Evaluations of interaction techniques for common 3D selection & manipulation tasks in Handheld AR with a mid-air pen. Using the ARPen system, we looked at:

- Selection Techniques, to pick a specific object from the scene.
- Translation Techniques, to move an object to a new location.
- Rotation Techniques, to change the orientation of an object.
- Scaling Techniques, to increase or decrease the size of an object.

4. Evaluation of different menu styles as an example for system control tasks. Menus are an essential interaction part as they allow the grouping of different actions that can be used to adjust the whole system or the properties of a specific object.

5. Evaluation of visualization techniques to clarify the position of the pen in relation to the virtual objects in the scene. This visualization is needed as it is difficult to perceive the depth of projected objects onto the screen of the smartphone.

1.1 Structure

Following this introduction, this thesis consists of the following chapters:

Chapter 2 Here, we provide a brief introduction into the history of Augmented Reality, the major technological components of AR, and an overview of perceptual issues in Augmented Reality.

Chapter 3 We first look at the potential of interacting in Augmented Reality by investigating the impact of drawing on physical objects compared to drawing on virtual objects.
Chapter 1.1 Structure

Encouraged by the results, we designed and implemented the ARPen system: A Handheld AR system that tracks a pen in mid-air for 3D input. This presents a cost-efficient way of providing 3D input in Handheld AR. Having a smartphone as the window into the AR world opens interesting questions regarding the interaction with such a system.

Chapter 4

To better understand the range of interactions required in 3D User Interfaces, we provide an overview of the categories by LaViola et al., 2017. These tasks range from selection & manipulation tasks, over system control tasks such as menus, to wayfinding visualizations to address depth perception issues in such a system.

Chapter 5

This chapter contains studies on basic object selection & manipulation tasks. This includes in-depth evaluations of selection (Chapter 6.2) and translation (Chapter 6.3) as well as overviews of techniques for rotation (Chapter 6.4.1) and scaling (Chapter 6.4.2).

Chapter 6

To investigate system control tasks, we evaluated different menu styles for Handheld AR with a mid-air pen. This chapter contains details on our study and a presentation of the results.

Chapter 7

Perceiving the correct depth location of objects in Handheld AR is difficult. In this chapter, we present our study on different visualization techniques to show the position of the mid-air pen in relation to other objects in the scene.

Chapter 8

To finish this thesis, we sum up all our contributions and present future directions to continue with Handheld AR with a mid-air pen.

Appendix A

Throughout the thesis, we evaluated our results using confidence intervals and estimation. As these techniques are currently not common in the HCI community, we provide a brief description of these techniques.

In the next chapter, we introduce important definitions and concepts of Augmented Reality, such as different display and tracking types.
Chapter 2

Overview of Augmented Reality

“Augmented Reality isn’t going to be a big thing—it’s going to be everything”

—Jon Peddie in his book about Augmented Reality

Similar to Peddie [2017], Schmalstieg and Höllerer [2016] see Augmented Reality (AR) as the next step in the line of developments that increase the availability of information. These developments include the creation of the **world wide web** that enables everyone to access a multitude of information, the **social web** that allows people to connect and share content, to the rise of **smartphones** that provide access to this content almost everywhere. However, currently users have to take out their phone and access information on a screen detached from the real world. With Augmented Reality, this information becomes embedded in the real world and can be seen through glasses or handheld displays.

In this chapter, we provide an overview of Augmented Reality to introduce concepts that are used throughout this thesis. First, we are defining Augmented Reality and report important milestones of the field (Chapter 2.1) before briefly explaining the different technological components of an AR system (Chapter 2.2). The information in both
these chapters is based on the book “Augmented Reality – Principles and Practice” by Schmalstieg and Höllerer [2016] and we recommend this book for further details and aspects not covered here. In the final part of this chapter, we address perceptual issues in Augmented Reality that affect the interaction with such systems (Chapter 2.3).

2.1 Definition and History

Augmented Reality (AR) describes the embedding of virtual artifacts in the real world. To distinguish it from the area of Virtual Reality (VR) and special effects in movies, Azuma [1997] notes three characteristics in his often used definition of AR:

1. AR “combines real and virtual”;
2. AR is “interactive in real time”;
3. AR is “registered in 3D”.

The first part of this definition separates AR from VR. In VR, the user is in a completely virtual environment while in AR both the real world and virtual elements are visible at the same time. The third part of the definition makes clear that these elements need to be embedded in the 3D world to distinguish AR from simple overlays such as camera controls on smartphone cameras. While visual effects in movies such as “The Lord of the Rings” merge virtual elements such as Trolls with real world recordings so that it seems as if both exist together, it does not fulfill the second part of the definition.

Note that this definition of AR does not give any requirements to the technologies used to create AR and also not to the modalities that are augmented. In this thesis we focus on visual Augmented Reality, which means the inclusion of visual objects within the real world. However, audio Augmented Reality, placing virtual sounds in the real world, and to a lesser extent Augmented Reality involving smell
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Mixed Reality (MR)

Real Environment

Augmented Reality (AR)

Augmented Virtuality (AV)

Virtual Environment

Figure 2.1: The Reality-Virtuality Continuum used to define the area of Mixed Reality between the end points of the real and virtual environment (adapted from [Milgram and Kishino, 1994]).

and taste, also exist and are subject of research. We refer to Schmalstieg and Höllerer [2016] for more information on these types of AR.

Another popular characterization of Augmented Reality is through the Reality-Virtuality Continuum by Milgram and Kishino [1994]. Figure 2.1 shows the continuum between the real world on one side and a completely virtual world on the other. Introducing real objects in the virtual environment or virtual objects in the real environment places the resulting system along the continuum between the two ends, in the area that Milgram and Kishino name Mixed Reality. Using this characterization, Augmented Reality is located towards the real world which means that the main elements in the environment are still real but that virtual elements are embedded into it. Its mirror on the other side of the continuum is Augmented Virtuality, an environment in which most aspects are virtual but there exist links to the real world such as a window through which the real world can be seen.

Based on these definitions, we see Augmented Reality as the addition of virtual visual objects in an otherwise predominantly real environment in a way that they are both aligned with the real world as well as interactively controlled in real time.

Following, we mention several milestones in the history of Augmented Reality. Details on different styles of Augmented Reality mentioned in this overview are described more clearly in Chapter 2.2.

Similar to the origin of sketching on a computer, the origin of both Augmented Reality and Virtual Reality can be
The origin of AR and VR can be traced back to Sutherland [1965] who described an ultimate display. According to Sutherland, this ultimate display is able to represent every virtual object not only visually but also with all other modalities. This means that it would be possible to sit on a “virtual” chair created by the system. Three years later, Sutherland presented an immersive system nicknamed “The Sword of Damocles” that was already able to track the orientation of the head and show information with see-through displays. The whole system was suspended from the ceiling because of its weight.

The term “Augmented Reality” was first used by Caudell and Mizell [1992] for an airplane manufacturing system in which the next steps for construction were shown with a head-mounted system. A first handheld system is the Chameleon-System by Fitzmaurice [1993]. This system consisted of a handheld display which position and orientation were tracked. The display showed the video stream of a camera which was pointed at a workstation screen. This screen displayed content based on the current position of the handheld device. This way, the Chameleon-System could, for example, show additional information about a city when it determined that the handheld display was positioned over a map at the location of a city. This system tracked the position of the screen in space but did not merge the information into a controllable camera view. Rekimoto and Nagao [1995] presented the first Handheld AR display that also used a camera on the back to enable seeing “through” the display. The position of virtual information was determined with the help of markers. However, this system still needed to be connected to a workstation for the calculations.

The release of the open-source ARToolkit by Kato and Billinghurst [1999] simplified the detection of black-and-white markers and the calculation of associated position information, making the use of marker tracking simpler for researchers. D. Wagner and Schmalstieg [2003] used marker tracking on a personal digital assistant to develop the first untethered Handheld AR system that can track markers in real time and show virtual information embedded in the camera view shown on the screen. In [2008], D. Wagner et al. presented with natural feature tracking a sys-
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Figure 2.2: Modern cars show the driving path depending on the current position of the steering wheel in the video of a rearview camera (Photo by Mechthild Wacker).

In recent years, we have not only seen the release of standalone head-mounted AR devices such as Microsoft’s HoloLens\(^1\) or the Magic Leap\(^2\) but also widespread support of AR frameworks in smartphone operating systems with ARKit\(^3\) and ARCore\(^4\) leading to an increasing number of applications using AR, such as the game Pokémon Go\(^5\). Other examples of Augmented Reality in use today are, for example, visualizations of the driving path in back facing cameras (cf. Figure 2.2). For more examples on AR systems in areas such as construction, maintenance, medicine, or navigation, we refer to Schmalstieg and Höllerer\(^6\) pp. 13–28.

---

4. developers.google.com/ar (accessed 28.05.2021)
5. pokemongolive.com/ (accessed 28.05.2021)
6. Recent years have seen a wider adoption of AR through devices and frameworks.
2.2 Technology

For an Augmented Reality system, there are two major questions that need to be answered:

1. *How* to show virtual information?
2. *Where* to show virtual information?

Displays are needed to show virtual objects in AR and tracking is needed to determine where to show them.

The first question relates to the selection of a *display* technology that needs to combine real and virtual worlds. The second question is about the choice of *tracking* technologies and algorithms. We present an overview of main properties for both questions, starting with *displays* in Chapter 2.2.1, followed by *tracking* in Chapter 2.2.2. Since the majority of this thesis is focused on handheld augmented reality, we point out how the technologies are applied for this type of AR system in particular. For detailed information, we refer to textbooks such as by Schmalstieg and Höllerer [2016].

2.2.1 Displays

The chosen display technology for an AR system determines how the user is able to see both the real world objects as well as virtual information embedded in the world. The display therefore has to be able to display virtual objects combined with the real world.

Displays can be *optical see-through* or *video see-through*.

The two major versions of displays are *optical see-through* and *video see-through* displays. In an *optical see-through* display, the virtual content is shown on a transparent display through which the user can still see the real environment (cf. Figure 2.3, left). On the other hand, for *video see-through* displays, a camera captures the real world and virtual information is introduced directly into the video feed (cf. Figure 2.3, right). A third version of AR display is *spatial projection* in which virtual content is projected directly on objects in the real world. Since this thesis focuses mostly on *optical see-through* and *video see-through* displays, we refer the
2.2 Technology

Figure 2.3: Left: In optical see-through displays, virtual information is displayed on a screen through which the real world is still visible. Right: In video see-through, the real world is captioned by a camera and virtual information is included in the video screen which is shown to the user. (Adapted from [Azuma, 1997]).

reader to Schmalstieg and Höllerer [2016, p. 42] for more information on spatial projection.

Another differentiating factor for AR displays is their placement in respect to the user. Peddie [2017] classifies AR systems into wearable systems such as head-mounted displays (HMD) that are worn similar to glasses (cf. Figure 1.2 right), and non-wearable systems, such as handheld displays or projector setups (cf. Figure 1.4). Augmented Reality on handheld displays, such as smartphones, is called Handheld AR, while stationary or projected AR displays show AR content on a larger, often static screen. An example for stationary AR is a virtual changing room, but similarly to spatial projection, we refer to Schmalstieg and Höllerer [2016, pp. 72–83] for further details on stationary and projected AR.

Handheld AR is occasionally also called mobile AR or smartphone AR. However, developments in recent years have made untethered HMDs possible so that they are also mobile, and since tablets are also able to display AR content, the term smartphone AR is too limiting. Therefore, we use the term Handheld AR throughout this thesis. Following, we compare different combinations of display technologies and list advantages and disadvantages.

Head-mounted displays can be either optical see-through or video see-through. For a video see-through HMD, two cameras can be used to record individual videos for each eye (binocular). Alternative solutions can also use only one
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Figure 2.4: Head-worn, video see-through Augmented Reality can, for example, be achieved by wearing a smartphone with a single camera before the eyes. Photo by Maurizio Pesce under cc-by-2.0.

Handheld AR on smartphones is mostly monocular video see-through.

There is no “best” type of AR system. All current systems have advantages and disadvantages.

There is no universally “best” type of Augmented Reality system. For the choice between optical see-through and video see-through, both types have advantages and disadvantages. For optical see-through, the advantage is that the user is still able to see the real world normally through the display. However, displaying virtual information is generally affected by latencies which cause virtual objects to lag briefly behind. Video see-through, on the other hand, has more control over this since the virtual information is embedded directly into the video stream so that it is easier to align the virtual objects and control for latency. However, viewing the real world through a camera feed is problematic. Even if multiple cameras are used, it is currently not possible to measure the fine movements of our eyes in such a quality that the video can be adapted to recreate our experience of the real world. This means, that we are aware of looking through a camera.
For the choice between HMD or Handheld AR, the situation is similar. Head-mounted displays leave the hands of the user free for interaction and often produce stereoscopic visualizations, which means that each eye receives its own image to simulate the depth position of virtual objects. On the other hand, current HMDs are only able to show AR in a more limited field of view compared to the normal field of view of a human. For Handheld AR systems, the area in which to see virtual objects is also limited. Additionally, ergonomics are an issue since it becomes strenuous to hold up a device for a prolonged period of time. Nevertheless, due to the widespread availability of smartphones, “handheld displays [are] the most popular platform for AR to date” [Schmalstieg and Höllerer, 2016, p. 69].

2.2.2 Tracking

The role of tracking in an Augmented Reality system is the monitor the components of the system and elements of the environment. An understanding of these properties is needed so that the AR system is able to display virtual content at the appropriate position, creating the appearance as if the object is really in the real world while the user is moving around it. The position of elements in the scene and their relationship is described through transformations.

Schmalstieg and Höllerer [2016] mention three specific transformations for AR systems. The first, the *model transform*, is used to describe the position and orientation of objects in the scene—often also referred to as the *pose* of the object. The *view transform* represents the position of the camera in the scene. Lastly, the *perspective transform* describes how the tracking information is interpreted to show virtual information on the display. This final transform is usually determined offline as it does not change during the use of the system. For example, the *perspective transform* in video see-through Handheld AR defines how the video stream from the camera is shown on the screen.

In a completely static system, the other two transforms can also be calibrated beforehand. However, in order to have
Tracking is the process of updating transforms in real-time. a dynamic system, at least one of the transforms needs to be adapted in real-time. Tracking is this process of determining the updated transforms. Being able to update the view transform enables the user to move through the environment and have virtual information remain at their real world location. Being able to track the model transform of a real world object means that virtual information attached to it would move with the real world object as it is moved around the environment.

How virtual objects are attached in the real world, is defined by their frame of reference. Schmalstieg and Hölzerer [2016, pp. 89–90] mention different frames of reference, first defined by Feiner et al. [1993]. Adapted from Feiner et al., a virtual object can be world-stabilized, its position in the environment is fixed, object-stabilized, its position is linked to another object and if the object moves, the virtual object moves with it, or screen-stabilized, the virtual object is always shown at the same location on the screen. A special case of object-stabilized is body-stabilized. This describes objects that move with the user, such as an informational window always floating to the left of the user. The types of frames of reference required in an application determine which tracking of transforms is needed. Having only screen-stabilized objects requires no further tracking. World-stabilized objects need keep their position as the user moves around the world so that tracking the view transform is necessary. Finally, if virtual information should also “stick” to a physical object while it is moved around the scene, tracking the model transform for this object is also required.

Tracking systems generally fall into one of two categories: outside-in or inside-out tracking. These categories differ in the placement of the sensors and what is tracked by the sensors. In an outside-in tracking system, the sensors are placed in the environment and track the elements in the scene (cf. Figure 2.5, left). While this requires preparation—and also limitation—of the interaction space, using multiple sensors placed in the environment allows tracking from different positions. Therefore, the measurements can be used to both triangulate the position of objects as well as handle occlusions if the object to be tracked is not visible from one of the sensors. On the other hand, an inside-out tracking system
2.2 Technology

Figure 2.5: Left: In outside-in tracking systems, sensors placed in the environment track the position of objects. Right: In inside-out tracking systems, sensors on objects determine their position by observing the environment.

has the sensors on the object in the scene and the surrounding environment is being tracked (cf. Figure 2.5 right). Often the pose of the object with the sensor is calculated by visual tracking of objects in the environment.

Visual (or optical) tracking is often used in Handheld AR systems and “easily one of the most important physical tracking principles used today for AR” [Schmalstieg and Höllerer, 2016, p. 105]. Therefore, we discuss it in more detail. However, there are also many other tracking systems, from stationary systems using, for example, mechanical, electromagnetic, or ultrasonic tracking, to mobile systems with non-visual tracking such as GPS, magnetometers, or tracking with accelerometers and gyroscopes. All systems have different characteristics regarding accuracy, precision, and resolution and we refer to Schmalstieg and Höllerer [2016, pp. 96–104] for more information.

Within the area of visual tracking, there are numerous differentiations that affect the required capabilities of the system: model-based vs. model-free, active illumination vs. passive illumination, or marker tracking vs. natural feature tracking.

The distinction between model-based and model-free tracking refers to the type of prior knowledge that a system requires. For model-based tracking, the system looks for predefined information in the scene while for model-free tracking, the
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Model-based: absolute position in a predefined model; model-free: position relative to the starting point.

Active illumination adds light to the scene for tracking.

Marker and natural feature tracking are model-based tracking techniques.

The different illumination types, active or passive, describe whether additional light is added to the scene, or whether only the existing light is used for tracking. Active illumination uses, for example, infrared light to detect reflective markers or determine depth information in the scene. In Handheld AR on current smartphones and tablets, passive illumination is the most commonly used technique. However, newer smartphones such as the iPhone 12 Pro feature depth sensors to measure the distance between the device and objects in the scene.

Marker and natural feature tracking are both commonly used model-based tracking techniques. Both provide a predefined pattern that the AR system can look for in the environment. Based on the distortion of the pattern in the camera frame, the system can then calculate the position of the model relative to the camera. A Marker is often a black-and-white printout that has a previously specified pattern and orientation. An example for such markers are arUco markers [Garrido-Jurado et al., 2014] (cf. Figure 2.6). In an AR system using active illumination, reflective markers, for example on spheres, can also be used. In that case, multiple markers in a predefined arrangement are needed to differentiate between objects and calculate an unambiguous pose. Tracking with natural features, on the other hand, removes the need for a specialized marker. Instead, a real world object is scanned first and a virtual representation is used to find it in the camera view. This scan of a real world object can, for example, be a photograph. In the preparation to track the object, the AR system determines specific points in the photo—called feature points—to create a configuration pattern that it then looks for in the camera feed similar to marker tracking. With the feature points, the system can track the photo of the object like a marker.

Figure 2.6: An example of an arUco marker.

www.apple.com/iphone-12-pro/(accessed 28.05.2021)
feature points are also stable from different vantage points and the real world object does not change greatly, it is also possible to track the object in the real world from the feature points generated from a photo. For details on the math involved in natural feature tracking, we refer to Schmalstieg and Höllerer [2016, pp. 138–149].

A *model-free* mobile Augmented Reality system can use algorithms such as SLAM to track its view transform at runtime. SLAM stands for *Simultaneous Localization and Mapping* and describes a process in which feature points are detected in the camera frame and tracked incrementally over time [Schmalstieg and Höllerer, 2016, pp. 156–164]. This allows the system to build up a model while using the AR system and track the pose of the camera relative to elements in the scene.

In many advanced AR devices, such as Microsoft’s HoloLens or Handheld AR on current smartphones, tracking is not only relying on one method alone. Instead, multiple tracking methods are used together to improve overall tracking quality. For example, tracking in current Handheld AR devices combines visual tracking with data from other sensors, such as accelerometers and gyroscopes, to determine their pose. This process of combining calculations from different sensors is often called *sensor fusion* [Schmalstieg and Höllerer, 2016, pp. 117–120].

### 2.3 Depth Perception in AR

Augmented Reality—and in particular Handheld Augmented Reality—has several perceptual issues [Drascic and Milgram, 1996; Kruijff et al., 2010]. A big reason for these issues is that humans are so used to and sensitive about the perception of the real world, that slight deviations affect the perceived realism in virtual environments [Schmalstieg and Höllerer, 2016]. These deviations can, for example, be caused by less than perfect tracking, latencies when displaying the virtual objects, or conflicting depth cues.
In a survey of usability studies in Augmented Reality by Dey et al. [2018], the area of perception was the second highest studied area after interaction. An often reported issue, not only for Augmented Reality but also for Virtual Reality, is that users have issues detecting the correct depth position for objects and frequently underestimate distances [e.g., Armbrüster et al., 2008; Diaz et al., 2017; Wann et al., 1995]. Several of these studies not only focus on investigating visual perception issues but also on how to address them for Augmented Reality systems. Dey et al. [2018], Dey and Sandor [2014], and Swan et al. [2017] published surveys on this topic and we provide further details on approaches when we evaluate depth visualization techniques in Chapter 8. In this chapter, we describe the components of depth detection and how they affect (Handheld) AR.

Depth cues help perceiving the spatial order of objects. Depth cues are clues that humans perceive and interpret the spatial arrangement of elements in the scene [Cutting and Vishton, 1995]. In virtual environments, these cues need to be reproduced to create a realistically looking scene [Schmalstieg and Höllerer, 2016; Cipiloglu et al., 2016; Drascic and Milgram, 1996]. Cutting and Vishton [1995] mention three categories of depth cues: physiological, kinetic, and pictorial.

Physiological cues are perceived by interpreting differences in the images of the eyes. Physiological cues describe the perception of depth based on differences between the images that each eye perceives. Several studies have evaluated this form of depth perception in stereoscopic systems [e.g., Ellis and Mengers, 1998; Jurgens et al., 2006; Livingston et al., 2009]. Handheld AR, however, does not allow for this type of depth cue in most cases as the camera image and the display cannot provide stereoscopic depth cues of the real world scene. Instead, the stereoscopic vision of the user receives cues about how the entire handheld display itself is positioned in space.

Kinetic depth cues are based on movement. Kinetic depth cues are based on movement of the viewer (or viewing device) and/or movement of objects through the environment. Motion parallax is one example of kinetic depth cues and it refers to the perception of different movement speeds and directions depending on the object’s distance to the viewer [Cutting and Vishton, 1995; Drascic and Milgram, 1996]. An example for this is the perception when...
riding a train that mountains in the distance move slower than the trees on the side of the railroad tracks. In Handheld AR, moving the device around can help in using this kinetic depth cue and it requires less movement compared to a head-mounted device. However, it is also one reason for the dual view issue mentioned by Kruijff et al. [2010] that affects the perception of the scene because (real) objects in the scene are seen twice, once on the screen of the Handheld AR device and once directly by the user.

Pictorial depth cues are known from traditional painting and photography. Cutting [2003] mentions five pictorial depth cues: occlusion, relative size, relative density, height in the visual field, and aerial perspective. Their impact, however, is also affected on the distance to the viewer. Here, Cutting splits this distance into the categories near (or personal) space, middle (or action) space, and far (or vista) space. For our work in this thesis, the near space enclosing the area within arm’s reach of the viewer, is most relevant. In the near space, occlusion, relative size, and relative density are helpful pictorial depth cues [Cutting, 2003]. Current Handheld AR systems use graphics frameworks that include many of these depth cues automatically so that aspects such as relative size or occlusion between virtual objects look “right”. While the occlusion of real objects by virtual objects works well especially in Handheld AR systems, since the rendering of the virtual object on top of the camera stream occludes the real object behind it, occlusion of virtual objects by real objects is more problematic. For this occlusion to work, the geometry of the physical object needs to be tracked so that a virtual phantom object can be added to the scene to correctly occlude the virtual object [Schmalstieg and Höllerer, 2016, pp. 199–200]. However, tracking the geometry of physical objects is difficult, particularly in model-free systems as not only the position but also the whole geometry needs to be determined at run-time. Schmalstieg and Höllerer [2016, pp. 202–205] provide an overview of model-free occlusion techniques, but so far these are not supported by popular Handheld AR frameworks. Current research projects aim to make the use of depth information simpler for handheld displays [Du et al., 2020] or use a neural network to blend real and virtual objects [Tang et al., 2020]. The recent addition of depth sen-
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Sensors, such as the LiDAR sensor in Apple’s iPhone 12 Pro models, could make correct occlusion by physical objects available further for a wide audience.

An area in which adapting occlusion is particularly relevant, is the area of X-ray applications that enable users to see objects that are hidden behind other objects [e.g., Dey et al., 2012; Dey and Sandor, 2014; Tsuda et al., 2005]. These applications are, for example, used in a navigation context to show buildings or structures behind other buildings. To show areas behind physical buildings, the visualizations in X-ray applications either remove an area of the occluding structure completely, or keep elements of the foreground in view to preserve context [Dey and Sandor, 2014]. The focus of studies on X-ray visualizations is mainly to show the existence of objects behind others than precise distances between them.

Another issue especially relevant for Handheld AR is caused by conflicting fields of view. This is another part of the dual view issue mentioned by Kruijff et al. [2010]. The camera in a Handheld AR device often has a wide angle lens that captures more of the scene than what would normally be visible if the device was just a plane of glass. This is further enhanced by the placement of the camera which is mostly not centered on the back of the device. The result of the placement and viewing angle is that users can see parts of the environment on the device while simultaneously also seeing them when looking past the device. Research projects aim to reduce this effect by using user perspective rendering which tracks the head position of the user looking through the device to adapt the portion of the camera view that is shown on the screen [Schmalstieg and Höllerer, 2016, p. 70] [Čopič Puchar et al., 2013; Gombač et al., 2016]. However, while several smartphones are capable of tracking the head of the user through their front-facing camera, user perspective rendering is not yet available in the main frameworks for Handheld AR.

Having established the main concepts and issues of Augmented Reality in this chapter, we look at the impact of being able to interact on real physical objects compared to virtual objects, in the next chapter.
Chapter 3

Physical Guides

In this chapter, we investigate the effect of sketching on physical objects compared to virtual objects and how different surface properties impact the performance. Compared to Virtual Reality, Augmented Reality has a closer relationship with the real, physical world [Milgram and Kishino, 1994] and enables sketching directly on physical objects in this space. The created sketches could either extend the existing object or be used to create a new, matching object. An example is the inset for the cup holder we mentioned in the introduction or a new lampshade to replace a broken one. Enabling users to achieve tasks like this in a simple way without requiring extensive knowledge of professional modeling tools, makes 3D object design more approachable for novices. To design an object dependent on an existing object in Virtual Reality would require the user to digitize the existing model first to be able to see it in the virtual environment. In Augmented Reality, however, she can use the existing physical object directly instead, such as the existing cup holder and the can that should fit into it.

Publications: The work presented in this chapter has been done in collaboration with Adrian Wagner, Simon Voelker, and Jan Borchers. It has been published as a poster at ACM CHI ’18 [Wacker et al., 2018a], as a full paper at ACM SUI ’18 [Wacker et al., 2018b], and in the master’s thesis of Adrian Wagner [A. Wagner, 2018]. The author of this dissertation is the main author of the conference publications and developed the research idea and motivation. Most sections in this chapter are taken from the full paper publication. The study data has been reanalyzed for this thesis.
Additionally, using physical objects allows using the haptic feedback their surface provides for guiding the stroke in the modeling task. For such a task, it is helpful to understand how well users can draw along a planned line on a physical object.

Previous work in VR has shown that sketching planar shapes is more accurate when they are drawn on a physical surface compared to drawn in mid-air [Arora et al., 2017]. Real objects, for example a water bottle, however, have a more complex shape and structure and offer a variety of guidance elements such as visual guides like a printed line or haptic guides given by curves and edges of the object.

In this chapter, we explore the space of designing objects that match existing objects in an AR environment. For this, we first look at related work from the areas of modeling supports, haptics in VR, and how researchers are using physical objects as guides (Chapter 3.1). Then, we present a classification of the various guidance types that physical objects offer (Chapter 3.2), and study their impact on the 3D sketching performance in Augmented Reality (Chapter 3.3). As designing models can also be done around virtual objects placed in the environment, such as a desk model when planning a new office [IKEA, 2017], our classification and study also includes virtual representations of each guidance type. After discussing our findings, study limitations, and additional insights (Chapter 3.4), we end this chapter with suggestions for future work in this area (Chapter 3.5).

In summary, we make the following contributions in this chapter:

- a classification of guidance types when drawing on existing objects in AR,
- the first lab study to quantify the impact of different guidance types on time and accuracy when sketching on non-planar physical and virtual models in AR.

While our classification can be used by researchers to structure experimental conditions and describe object features
more consistently, our study findings present initial metrics for researchers and designers of AR sketching systems to assess the effect of different guidance types on the precision to expect for a drawing operation.

### 3.1 Related Work

Besides being influenced by related work from 3D modeling areas (cf. Introduction in Chapter 1), the work in this chapter is influenced by three other areas: *modeling supports*, assisting in the creation of sketches and objects, *haptics in VR*, adding haptic feedback to virtual environments, and using *physical objects as guides* that help when creating digital models.

#### 3.1.1 Modeling Supports

To improve the quality of models created, researchers have proposed a variety of guidance systems. The Virtual Reality Multiplanes system by Machuca et al. [2018] displays snapping targets that the user can select to, for example, create a perfect right angle. This enables users to create objects with straighter lines than possible with freehand drawing. WireDraw by Yue et al. [2017] supports creating a physical wireframe of a known 3D model with a 3D extruder pen, by displaying stroke guides in AR over the emerging physical object. PapARt [Laviole and Hachet, 2012] lets users manipulate a 2D projection of a 3D scene, then simplifies it for easy tracing by the user. Similarly, Flagg and Rehg [2006] decompose an artwork into layers that are projected onto a canvas sequentially to help the user replicate it. Other systems help aligning strokes by displaying visual guides [Iarussi et al., 2013] or adjusting the stroke afterward [Fernquist et al., 2011]. Rivers et al. [2012] project guides onto a solid raw sculpture to indicate where to add or remove material to reach a predefined shape.

Based on studies of how well humans can follow paths [Pastel, 2006], Cao and Zhai [2007] provide a model of...
Freehand sketches improve with practice but missing haptic feedback affects precision.

Human pen strokes that reveals that, while humans slow down at stroke corners, the exact angle of the corner hardly impacts speed. While performance of freehand sketches improves with practice [Wiese et al., 2010] and users can recreate patterns and positions without visual feedback [Gustafson et al., 2010], the missing haptic feedback still affects their precision.

3.1.2 Haptics in Virtual 3D Environments

Missing haptic feedback is a well-known major limitation of VR [Brooks, 1999; McNeely, 1993]. For VR, Arora et al. [2017] showed that displaying visual guidelines, such as a surface and/or optimal path, already improves the drawing accuracy (overall and projected deviation from the optimal stroke) of freehand strokes, while providing a physical surface as guide improves it dramatically. The physical surface used in their study was a flat board and the target circle was aligned to this board.

Visual guidelines improve drawing accuracy but less than a physical surface.

Fleisch et al. [2004] use various input devices for sketching on a semi-immersive virtual table, with physical ‘input planes’ to align a digital plane with the real table surface as an aid in drawing strokes. Mockup Builder by De Araújo et al. [2012] combines the precision of using a touchscreen with the realistic viewpoint manipulation of a VR headset for gesture-based modeling. Similarly, Arora et al. [2018] also combined immersive sketching with a physical drawing surface. Users can sketch in Augmented Reality as well as define drawing planes. Subsequent sketches on the physical tablet are then projected onto the drawing plane. The users benefitted from the expressiveness of free mid-air sketching while also having the precision of a physical drawing surface available. Drey et al. [2020] and Surale et al. [2019] explore how a tablet can be used in Virtual Reality environments, e.g., for sketching and modeling tasks. They provide analyses of the design space of this interaction with an overview of existing research projects. Peng et al. [2018] developed a system that allowed the user to create and manipulate 3D geometry in Augmented Reality while a robot simultaneously prints the physical model in

Research projects have used the benefit of haptic surfaces by aligning the virtual content with them or projecting input on them back into the scene.
the same space. This enables users to use the created physical wireframe during the modeling process.

The feeling of immersion is also affected by missing haptic feedback in virtual systems [Insko, 2001]. Even passive haptic elements already improve immersion in VR, e.g., a ridge on the floor improves the feeling of standing at the edge of a cliff [Insko, 2001]. Active haptic feedback increases both immersion and accuracy of input in VR: Creating haptic constraints improves the capability to draw 3D curves [Keefe et al., 2007]. Many research projects investigate ways to simulate touching virtual objects, for example, by stimulating arm muscles electrically [Lopes et al., 2017] or through wires attached to the fingers and hand [Fang et al., 2020]. Other setups aim to bring haptic props, such as a fishing rod, to the location of interaction, for example, by having a circular array of props rotating around a platform the user is standing on [Huang et al., 2020]. Finally, static physical objects can assist input in VR. Performing gestures in relation to physical printouts can simplify input to a VR system [Jackson and Keefe, 2011], even though this study did not provide in-place visual feedback of the stroke. 3D printouts of corals, for example, have been used to navigate data about them in VR [Kruszyński and Liere, 2009], and physical maze elements have assisted novices creating VR mazes [Gai et al., 2017].

### 3.1.3 Physical Objects as Guides in Personal Fabrication

Personal Fabrication often requires aligning virtual and physical objects, for example when designing an object to 3D-print that should fit around or inside an existing object. K. Zhu et al. [2016] use physical objects such as pens during the 3D printing process to create exact cutouts on printed objects. MixFab by Weichel et al. [2014] lets users place small physical objects behind a see-through display and create virtual models aligned to them, e.g., to cut holes in the virtual object that fit the physical object. Weichel et al. [2015] also present physical measurement tools, such as a

---

Passive and active haptic feedback increase immersion in virtual systems.

Static physical objects can assist input in VR.

Systems use physical objects during the printing process or to specify input while modeling.
Physical Guides
caliper, that communicate with a digital development tool to send physical measurements to the computer or digital values back to the physical tool. In ModelCraft by Song et al. [2006], users sketch directly on folded paper objects covered with a printed marker pattern that lets a special pen send each sketched edit and annotation back to the linked digital model.

In summary, while research has been exploring sketching in AR from several directions, there has been no quantitative study of how different types of physical and virtual guidance affect the precision we can expect when users sketch in Augmented Reality.

3.2 Classification of Guidance Types

Guidance types are features that assist drawing a stroke. To structure our investigation, we first introduce a classification of guidance types. These guidance types are elements that objects may offer to a user tracing shapes on their surface with a pen to create strokes that are aligned to the object. While many factors affect drawing on physical objects, from material properties such as hard, soft, rough or smooth surfaces, to object size, location, and orientation, we focus on local object features that may guide a stroke.

A surface limits 3D movement to a plane. In the simplest guided case, the user is drawing on a flat surface, such as a table (cf. Figure 3.1). If we consider this surface as the $xy$-plane, then this restricts movement in the $-z$ direction. This is a hard constraint since the user cannot press into the table surface. It reduces pen movement by half a degree of freedom. To avoid lifting the pen off the surface in the $+z$ direction, the user exerts some pressure while tracing. This removes another half degree of freedom. However, this is only a soft constraint, since the user can still move in that direction. Therefore, the guidance to draw on a flat surface can be seen as an even mix of hard and soft constraints.

Edges restrict movement to a line. Nonplanar surfaces provide additional tracing guides to the user, such as the edge of a table. Such guides aim to reduce the movement to a line, and enable the user to trace
3.2 Classification of Guidance Types

Figure 3.1: Augmented Reality lets users sketch directly on the surface of a physical object to design a new model that fits parts of the existing object (left). We classified the different surface guides that physical and virtual objects provide (right).

particular features of the object. While none of these non-planar surface features completely remove another degree of freedom (this would require locking the pen tip into a surface rail), how hard or soft their constraint is depends on the physical shape of the guide. A concave form along the line the user wants to trace, e.g., around the curved neck of a vase, is a harder constraint since the user’s pen pressure will push the pen tip towards the guide. A surface that is convex along the line the user is tracing, such as the opening of the vase, is a softer constraint since the user can easily slip off the ideal line. The more concave or convex the surface, the stronger the constraint. The extreme cases of these guides are especially common and worth studying: concave edges, as when tracing the inside edges of a box, and convex edges, like the outside edges of a box, or the table edge mentioned above.

Of course, visual markings on a surface can also guide the user in drawing a particular line. They can be natural, like the grain in a wooden table or the water line inside a bottle, or artificial, like a printed line on a book cover. We refer to these guides as visual guides. They are soft constraints, because they remove a degree of freedom when tracing them, but without providing any physical, haptic guidance.

Therefore, tracing a particular feature of a physical object can be understood as a limitation of two degrees of freedom involving both hard, physical and soft, ”logical” constraints [Norman, 2013]. The first limited degree constrains movement to the surface of the object, as with a free-hand
stroke drawn on a table. At this stage of the classification, there is no difference between drawing on a flat surface like a table or around a cylindrical object like a bottle. In both cases sketching is limited to the surface by equal measures of hard (cannot press into the object) and soft (should not lift pen off the surface) constraints. A second limited degree of freedom constrains movement to along a one-dimensional line, straight or curved, on the object, using its physical shape or surface markings.

So far, we have only considered drawing on physical objects in AR. However, since AR supports showing virtual objects in the real world, tracing them should also be considered for comparison. For example, when planning a kitchen in AR, a user may want to trace on a virtually displayed working surface to outline the cutout for the sink. In this case, the first degree of freedom that constrains movement to a surface is already a soft constraint, because it is physically possible to penetrate the surface of a virtual object. Similarly, convex and concave features on virtual objects are only soft constraints, as are surface markings.

In conclusion, the guidance types on an object can be seen as limiting the degrees of freedom for sketching. The first limitation guides the free-hand movement to a surface by constraining one degree of freedom (surface guidance). This guidance can be either physical or virtual. On physical objects, this constraint is hard for one half degree of freedom and soft for the other half. On digital objects, it is entirely a soft constraint. Movement can be limited further to tracing a line or curve by visual guides and object shape (line guidance). Concave shapes provide more guidance, reducing the degree of freedom more than convex shapes, and curvature also increases guidance, with concave and convex edges as extremes. This results in eight combinations (cf. Table 3.1).

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Virtual</th>
<th>Physical</th>
</tr>
</thead>
<tbody>
<tr>
<td>No guide</td>
<td>Virtual table surface</td>
<td>Real table surface</td>
</tr>
<tr>
<td>Visual</td>
<td>Pen stroke on a virtual sketch</td>
<td>Waterline in a bottle</td>
</tr>
<tr>
<td>Concave</td>
<td>Inside of a virtual bucket</td>
<td>Intersection of shelf &amp; wall</td>
</tr>
<tr>
<td>Convex</td>
<td>Edge of a virtual desk</td>
<td>Opening of a wine glass</td>
</tr>
</tbody>
</table>

Table 3.1: Examples for all combinations of initial constraint & subsequent limitation to a line.
3.3 Tracing Study

Our study was designed to quantify the effect of different guidance types on tracing time and accuracy. The results can help AR sketching systems to filter raw pen movements based on the context to determine intended strokes. Knowing when users want to move to mid-air and not follow a certain guidance on the object anymore, could be used to switch between smoothing the performed stroke to “snap to the real object” and recording the mid-air sketch.

To focus on this influence, we chose the basic task of drawing on the surfaces of fixed, upright objects and kept other properties such as size consistent. The size of our objects matched things typically created in the small build volumes of affordable 3D printers. We chose a cylinder and a cuboid as our basic object types, around which the user had to draw a circle and square respectively. This way we covered both continuous and non-continuous motions. We decided to use fixed stationary objects to avoid effects of varying grips and of rotating the object instead of moving the pen to draw. It also let us include virtual objects without adding confounding variables such as handling and moving of digital objects. We measured accuracy by comparing the trace to the optimal shape.

3.3.1 Experimental Design

For each object (cylinder/circle and cuboid/square), we included both physical and virtual models as conditions to reflect the surface guidance described before. Our line guidance types describe four conditions limiting movement to a line: no guide as baseline, visual, concave, and convex. For this study, we focused on edges as the most pronounced and common convex and concave surface features.

The result is a $2 \times 2 \times 4$ design: shape (circle / square) $\times$ surface guidance (physical / virtual) $\times$ line guidance (no guide / visual / concave / convex).
The sequence of independent variables was counterbalanced with a Latin square. Participants performed 80 strokes total, five strokes in each condition. They could practice each condition before their five strokes. A session took 45–60 min.

### 3.3.2 Participants

Two of our initial 16 participants expressed general issues with detecting the position of objects displayed by our AR headset. We excluded their results from the evaluation, and recruited two replacements to fill the Latin square again. Of our final 16 participants (4 female, 19–29 years, M = 24.9 years, SD = 2.4 years, all able-bodied), 9 wore glasses but were near-sighted at a level sufficiently low to use our headset without glasses. 11 had no prior experience with AR in general or VR drawing tools; 4 had experience with AR; 1 had no AR experience but had used a VR drawing tool in the past; no one had experience with both.

### 3.3.3 Apparatus

Our 3D-printed physical objects for tracing were 16 cm high, 8 cm wide, and could be mounted normally or upside down. A different line guidance was placed at 4 cm from each end. This let us combine no guide and visual on each green object, and convex and concave on each red object (cf. Figure 3.2, back). The object was mounted on a plate in front of the participant. The plate was attached to the table to avoid accidental movements.

#### Pen Design & Tracking

We created a custom pen (cf. Figure 3.2, front) tracked by a motion tracking system that used six high-speed infrared cameras to track reflective markers from different an-
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Figure 3.2: Front: Custom pen used in the study. Back: Physical objects used in the study. For each shape condition, we had two physical objects to reflect the no guide and visual condition as well as the convex and concave condition.

gles at 100 fps with sub-millimeter accuracy. We chose the shape of pen for the input device, since it is a well known form factor for drawing tasks and it can be held in a precision grip, often used for fine input [LaViola et al., 2017, p. 70]. Similar to other projects [e.g., Jackson and Keefe, 2016], our pen featured markers at the end and tip. Using a spherical marker as the tip both improved tip tracking stability and prevented user confusion when the alignment of the virtual line rendering drifted slightly around the center of the physical tip. The pen included two buttons for inking and calibration, and a Bluetooth LE module to send their states to a receiver. A Mid-2012 MacBook Pro running our user study software extracted the pen tip position in 3D space from the Vicon data. While the Inking button was pressed, the software recorded the pen tip position as a path, and forwarded it to a Microsoft HoloLens headset to render the path into the user’s view. We decided to use the outside-in, active illumination tracking because the HoloLens did not allow for precise, continuous tracking of the model transform of a pen.

Visualization (Registration & Rendering)

Using a Microsoft HoloLens headset allowed us to visualize the drawn stroke and the virtual objects with high sta-

The pen’s position and button information were sent to an HMD for visualization.
Figure 3.3: After detecting the visual marker, Vicon and HoloLens coordinate systems are not perfectly aligned yet (left, exaggerated). We manually adjust them so that the virtual model is aligned precisely with the physical model (right).

3.3.4 Study Procedure

Participants sat at a table inside the Vicon’s tracking volume (cf. Figure 3.4, top, right). They were allowed to move
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Figure 3.4: After aligning the coordinate systems, points reported by the Vicon can be rendered into the viewing area of the HoloLens (bottom). In our study, participants were asked to draw a stroke around virtual objects (top, left) and physical objects (top, right).

their head and torso but were asked to remain seated. Each trial started by showing the object to trace around. In physical conditions, we screwed the object onto the mounting plate, and asked participants to grab the object with their non-dominant hand while drawing. In virtual conditions, we asked participants to rest their non-dominant hand on the mounting plate. The participant was allowed to move their hand and the pen through the virtual object. We asked our participants to draw around the object with a regular drawing speed, while keeping precision in mind.

During the implementation of the system, we observed that the HoloLens occasionally adjusts its coordinate system due to updated tracking information from the environment. If this happened after calibration of our system, the coordinate systems of Vicon and HoloLens became mis-aligned, making the real and rendered pen tip deviate from each other by up to 10 mm. We asked participants to mention any offset to us during the study and also inquired about the correct alignment occasionally throughout the session. In case of a misalignment, we re-synchronized the coordinate systems before continuing. This calibration was necessary once each participant first mounted the

The objects were placed in front of the seated participant.

Misalignment due to updated tracking information required recalibration of the system.
HoloLens, because a user’s individual physiology affects the alignment of the HoloLens. We encountered the aforementioned need to recalibrate during sessions only twice, and re-ran the last trial after recalibration.

### 3.3.5 Measurements

Similar to the study from Arora et al. [2017], we processed the data for each stroke with a low-pass filter averaging over a 10 frame window, created a path from the resulting points, and then resampled the path to 100 equidistant points for evaluation. This removed a potential bias due to the higher point count in areas such as corners where participants slowed down. We compared these resampled points to the optimal stroke to calculate five measurements:

**Mean Deviation in 3D**

We calculated the shortest distance from each point to the target shape and calculated the mean (3D deviation). This represents the mean deviation from the target shape similar to the calculation by Arora et al. [2017].

**Mean Deviation in x&y Direction**

We projected the sampled points onto the surface plane of the table, and computed the mean difference from the projected target shape (x&y deviation). This measured the effect of surface guidance (physical or virtual). In the physical conditions, this corresponded to ‘lift-offs’.

**Deviation in z Direction**

For this, we evaluated only the z coordinate of each sampled point and calculated the deviation from the target height. For the no guide condition, we set the height of the
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Figure 3.5: Optimizations made to the target stroke for the physical conditions to correct the inability to draw directly on the surface.

target stroke to the height of the first recorded drawing position for each stroke. This deviation evaluates the effect of line guidance, as it measures the deviation in the dimension unconstrained by surface guidance. We split this value up into two sub-classes:

1. The average absolute deviation from the target height (z deviation).

2. The average directed deviation from the target height (directed z deviation). This allows us to evaluate whether a stroke was mainly above or below the target height.

Since the line drawn originated from the center of the spherical marker at the pen tip, the marker displaced the user’s input on physical surfaces by its radius of 5 mm, making it impossible to perfectly trace physical surfaces. To account for this, we virtually enlarged all physical target shapes by that radius for our calculations. The physical, concave condition required another enlargement to a total of 5.77 mm since the radius of the pen tip marker was larger than the concave opening, keeping it further away from the concave edge (cf. Figure 3.5). Adjustments were not necessary for the virtual conditions since the user could penetrate object surfaces to align strokes.
Stroke Duration

*duration* measures the drawing time.

We also recorded drawing time by measuring the elapsed time between the first and last inking operation for each stroke (*duration*).

### 3.3.6 Results

Due to measurement issues, we discarded 20 strokes of the 1280 recorded strokes. For every participant, we averaged the dependent variables over the five trials to get one measurement for each guidance type and participant. We analyze our results by using confidence intervals and estimation. We provide reasonings and information regarding this evaluation style in Appendix A. The results found using this evaluation show the same major findings as the evaluation in the published paper [Wacker et al., 2018b]. However, the visual representation of data makes the effect sizes more apparent in the evaluation in this thesis.

We show the overall confidence intervals without within-subject adjustment in Figure 3.6.

We analyze the data using confidence intervals.

In the following sections, we look at within-subjects mean differences regarding our measurements to estimate the effect that using a particular guidance type has compared to a baseline. For this, we subtracted the averaged value of the baseline from each of the averaged values of the other guidance types. This means for the following comparison plots that a value to the right of zero indicates more, for example, *3D deviation* compared to the baseline. For *surface guidance*, we take *physical* as our baseline and for *line guidance*, we take *no guide*. 

We look at within-subject differences.
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Mean Deviation in 3D

The plot below shows the main comparison of the 3D deviation between physical and virtual objects. As the values are clearly to the right side of ‘0’, this shows that measurements on virtual deviate more compared to physical (physical: \( M = 4.9 \text{ mm}, CI [4.5 \text{ mm}, 5.4 \text{ mm}] \)).

Looking at line guidance, we see that all combinations except virtual, concave are to the left of ‘0’ meaning that having no guide results in more 3D deviation (physical, no guide).

Line guidance mostly improves accuracy. Strokes deviate more on virtual objects.
Physical Guides

$M = 5.9 \text { mm, CI}[5.2 \text { mm}, 6.6 \text { mm}]; \text { virtual, no guide: } M = 10.3 \text { mm, CI}[8.7 \text { mm}, 11.9 \text { mm}]$. Virtual, concave seems to have similar 3D deviation compared to the baseline. Among the other guidance types for each surface guidance, there seem to be no great differences with a slight trend that physical, concave and virtual, convex have less 3D deviation.

Mean Deviation in $x&y$ Direction

The overall results for $x&y$ deviation show similar trends as the 3D deviation, especially for the difference between physical and virtual objects. For line guidance, the measurements for physical move closer to the values of the baseline (physical, no guide: $M = 2.9 \text { mm, CI}[2.3 \text { mm}, 3.5 \text { mm}]; \text { virtual, no guide: } M = 7.8 \text { mm, CI}[6.3 \text { mm}, 9.3 \text { mm}])$.

Deviation in $z$ Direction

Looking at the $z$ deviation, the difference between physical and virtual becomes smaller but there is still more deviation for virtual than for physical objects (physical: $M = 3.4 \text { mm, CI}[3.1 \text { mm}, 3.8 \text { mm}])$. 
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Regarding the line guidance, the guidance type does not seem to affect the $z$ deviation for virtual objects (virtual, no guide: $M = 5.0$ mm, CI [4.3 mm, 5.8 mm]). However, on physical objects, having any form of guidance appears to reduce the deviation in $z$ direction (physical, no guide: $M = 4.5$ mm, CI [4.0 mm, 5.0 mm]).

For the directed $z$ deviation, we compare the height of the lines drawn compared to the target height. Therefore, we evaluate the overall measurements (also shown in Figure 3.6) instead of differences to our baselines. Comparing these heights indicates that lines on virtual objects with any form of line guidance are above the target line. On the other hand, lines on physical objects with any line guidance seem to be drawn slightly below the target line. Both no guide conditions are drawn close to the target line with a slight tendency to be drawn above the target height.
3 Physical Guides

Stroke Duration

Regarding the duration, our results do not indicate great differences regarding both surface guidance and line guidance (physical, no guide: \( M = 9.1 \) s, CI [7.7 s, 10.5 s]; virtual, no guide: \( M = 8.8 \) s, CI [6.5 s, 11.3 s]).

However, this is the only instance in which shape seems to have an effect as participants drew faster around a circle than around a square.

3.3.7 Front-to-Back Comparison

Studying aggregate renderings of the strokes performed, as in Figure 3.7, we noticed a pattern that motivated us to compare accuracy on the front- and back-facing halves of each object, to evaluate how well users could continue strokes they could no longer see.

We split recorded points into a front-facing and a back-facing half. We computed the mean 3D deviation, mean x\&y deviation, and mean absolute z deviation for both halves. We re-did the evaluation and report all results related to the new variable side. For the within-subjects differences, we calculated the difference between the back and front so that values to the right of ‘0’ indicate more deviation on the back.
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**Figure 3.7:** Top rendering of the interaction surface guidance × line guidance. The bottom half of each condition represents the front view. Physical strokes show less deviation compared to virtual strokes.

**Mean Deviation in 3D**

Overall, side does not seem to have an effect on the 3D deviation (front: $M = 7.0 \text{ mm}$, CI [6.2 mm, 7.9 mm]).

When splitting the data for surface guidance and line guidance, the 3D deviation also does not show great differences (physical, front: $M = 4.8 \text{ mm}$, CI [4.3 mm, 5.3 mm]; virtual, front: $M = 9.3 \text{ mm}$, CI [7.4 mm, 11.1 mm]). **Side does not seem to have a consistent effect on accuracy.**
Deviation in \( x\&y \) Direction

Similarly, there appears also to be no difference for the \( x\&y \) deviation (front: \( M = 5.0 \text{ mm} \), CI [4.4 mm, 5.8 mm]).

For our individual conditions, there appears only a slight tendency that the \( x\&y \) deviation on virtual, front is larger compared to the back (physical, front: \( M = 2.9 \text{ mm} \), CI [2.4 mm, 3.4 mm]; virtual, front: \( M = 7.2 \text{ mm} \), CI [5.7 mm, 8.7 mm]).

Strokes drawn on the front are drawn on the outside for virtual objects.

Since the stroke renderings indicate that strokes on the virtual objects deviate more into the object on the back while deviating out on the front, we also calculated the directed \( x\&y \) deviation—points inside the object were given a negative value, points outside a positive value. While the overall means show similar deviation, the directed means indicate that strokes on the front are drawn largely outside of the object.
Deviation in $z$ Direction

For the $z$ deviation, only a slight trend is visible that overall strokes on the back deviate more compared to the front (front: $M = 4.0$ mm, CI [3.5 mm, 4.5 mm]).

Looking more closely at the differences shows that particularly virtual, concave lines seem to be drawn with more $z$ deviation on the back of objects (physical, front: $M = 3.2$ mm, CI [2.9 mm, 3.6 mm]; virtual, front: $M = 4.7$ mm, CI [3.8 mm, 5.9 mm]).

Qualitative Observations

Another intriguing observation is that the virtual square shapes showed a slight counter-clockwise rotation (cf. Figure 3.8). Their sides are also traced more accurately than their front and back. Both observations appear in all virtual but no physical conditions.

3.4 Discussion

Our results indicate that both surface guidance and line guidance affect the performance of drawing on objects. In particular, physical objects improve drawing accuracy in all metrics measured. Strokes on physical objects deviate less from
Figure 3.8: Top rendering of the accumulated strokes for the square separated by surface guidance. The bottom half of each condition represents the front view. Virtual strokes appear slightly rotated counter-clockwise and more spread out at the front and back than the sides.

the target, both overall and in each direction. This shows that the hard constraint of a surface supports the user more than its soft “lift-off” constraint.

Line guidance also improves accuracy in most cases.

Evaluating the effect of line guidance shows that having no guide to follow reduces stroke accuracy. This highlights that any guide at all helps the user to continuously correct deviations from a target line. Especially for physical objects, it is an interesting finding that a visual guidance performs similar to the guidance given by a physical edge. This means that sketching tools should not only pay attention to the geometry of an object but also its texture.

Especially on physical objects, line guidance helps to keep the intended height.

The interaction of surface guidance and line guidance is showing interesting results. On physical objects, any guide greatly improves the precision, especially to keep the intended height, while on virtual objects, the deviation in height was similar between all line guidance conditions. However, that there are no large differences between the different guidance types means that the increased hard constraint by the physical, concave condition did not have as much impact as we expected. There is only a slight trend that deviation on physical, concave objects is smaller.

Another interesting finding is that participants performed
their stroke on average below the target line on physical objects while drawing higher on virtual objects. The only exception is the no guide condition. As we adjusted the target height to the initial inking height for the no guide conditions, this leads to the assumption that participants varied around their initial height but frequently misjudged this height in the virtual guide conditions. One possible explanation for this is the issue of detecting depth in virtual environments (cf. Chapter 2.3). As participants were seated at the table and were looking down at the objects on the table, a misjudgment in depth could lead to a higher performed stroke than intended.

The only effect that the shape of an object had on the drawing performance is that it took participants longer to draw a square than a circle. This may be due to the non-continuous corners of the stroke, which require more attention. The abrupt change in direction likely forced participants to slow down. This is similar to the findings from Cao and Zhai [2007], and Pastel [2006].

While our results show differences in the mm range, these already matter for certain modeling tasks, and previous studies indicate that such differences are likely to increase with the size of the target shape [Arora et al., 2017].

After our main evaluation, we also compared the performance on the front and back of the object, since the stroke visualizations indicated differences. Interestingly, there were no great effects regarding surface guidance or line guidance for overall or x&y deviation. Looking at the top-view renderings suggests that participants deviated more into the object on the back of the object, while drawing outside the object in front. However, looking at the means showed that while many strokes were performed inside the object on the back, the directed deviation is close to zero suggesting that the deviation outside of the shape is similar. Since the overall deviation on the front is similar to the directed deviation, this means that most strokes were drawn outside of the object. As strokes inside the object were occluded, this means that participants were able to detect whether their stroke was inside the object but had problems determining how far they were away from the surface. Further studies are

Users seem to misjudge the target height on virtual objects.

Participants took longer to draw around the cuboid.

The differences will likely increase with larger objects.

The only effect for side is that users drew more outside of virtual objects on the front.
necessary to fully explore the effect of guides under different visibility conditions, and how visualizing both path and guide on the back of objects affects tracing performance.

The qualitative observations about a higher accuracy on the sides of a square in the virtual condition might be explained by the issues humans have with detecting depth in virtual environments (cf. Chapter 2.3). The sides present a clearer edge in \(x\&y\) direction, so that participants could judge the correct position more easily. The front and back do not present such a clear border. This can also explain the ‘rotation’ of squares in the virtual condition. As participants follow their stroke on one side, they had to judge whether they were still ‘on’ the side and continue drawing. The motion that followed was the ‘blind’ stroke along the back of the object. As participants show the tendency to move into the object, this means that, coupled with overshoots when detecting the edge on the left side, they draw a slightly rotated square. This assumption only explains the offset for counter-clockwise strokes (75.6 % of strokes performed). An intriguing question for future studies is whether the same phenomenon occurs when drawing in clockwise direction. Participants’ handedness is also a likely factor in this. Further analysis of the influences of drawing direction and handedness on sketching offsets on virtual models thus appear to be an interesting research direction.

The pen used in our study had a 10 mm diameter spherical tip similar to the pen in the study by Jackson and Keefe [2016], and the stroke drawn originated from the center of this sphere. As explained in the Experimental Design, this meant that it was not possible to draw a stroke visibly on the physical surface. While we applied corrections to the collected data in order to alleviate that effect, further analysis is needed to see whether the performance changes when using a finer tip. Finally, we did not look at the orientation of the pen in this study. Especially with a large, spherical tip, the mental model of where on that sphere the user considers the “drawing point” to be for different surface–pen angles is an intriguing direction for further research.
3.4.1 95 % Neighborhood

Based on the results of our study and the identification of relevant differences, we computed thresholds for various conditions that cover 95 % of the recorded points.

As surface guidance had the most influence on drawing performance, we computed the 95 % neighborhood of both physical and virtual conditions. In the virtual conditions, the threshold is twice as large as in physical conditions (virtual: 22.87 mm; physical: 11.15 mm). For virtual objects, the difference between front and back (front: 20.34 mm; back: 25.05 mm) is greater than for physical objects, for which it is practically negligible (front: 11.35 mm; back: 10.93 mm). The difference for virtual objects is interesting because our evaluation does not show consistent differences in deviation on front and back, suggesting that participants deviated more constantly on the back while having spikes of larger deviation on the front.

Since line guidance had an effect particularly for physical objects in the way that any guide at all improved the accuracy, we computed thresholds for those conditions. On physical objects with no guide, 95 % of the recorded points fall within 14.13 mm of the target stroke while any guide (visual, convex, concave) improves the size of this area to 9.78 mm around the target line.

These thresholds could be used by sketching systems to decide whether a user is still intending to follow a particular line on an object (that the system could then ‘snap’ the line to) or whether she is intentionally deviating to move to sketching in mid-air.

3.5 Summary & Future Work

We classified the types of guides that existing objects offer for drawing on them. All objects provide surface guidance when drawing on them. On physical objects, users cannot push into the surface (hard constraint) and should not lift-
off the surface (soft constraint). Surface structures like convex or concave edges guide the user further in drawing along a particular line or curve on the object (line guidance). Such lines can also be merely visual (e.g., printed). Since AR also allows placing virtual objects into the real world, all guidance types can also exist on virtual objects.

We measured the effect of the guidance types. We found that physical objects improve stroke accuracy the most.

In our lab study, we quantified the effects these different guidance types have on both accuracy and time needed to complete a stroke when drawing around an object. For this, we synchronized a Vicon motion tracking system with a Microsoft HoloLens, and measured how far participants deviated from the optimal stroke for each guidance type. We found that the deviation was the lowest for the physical conditions. In an additional analysis, we found that participants deviated more outside of the virtual object in the x&y dimension when the target stroke was on the front of the object while being more evenly distributed inside and outside on the back of the object.

Our study covers only a small area in the design space of drawing interactions with physical and digital objects in Augmented Reality. We focused on a single-handed task of drawing around a static object. Holding the object to trace in the other hand creates interesting questions regarding the bimanual tracing interactions. These questions include qualitative directions, such as different strategies of performing the stroke, as well as performance related questions, such as the effect on accuracy when performing a bimanual stroke. Further studies should look at the effect of different object orientations, sizes, surface structures, and materials, as well as different pen styles, on drawing performance. AR can also show things that are impossible to see in reality. For example, we occluded the stroke when drawing behind an object, since pilot tests found other approaches to be too confusing but the stroke could still be made visible, e.g., as a dotted line, with potential benefits to the user. Investigating these options and how they can be used to improve modeling tasks in Augmented Reality are promising directions to take in this field.

The system used in this study required expensive equipment and specific calibration to be able to visualize lines
drawn in mid-air. Also, using outside-in tracking of the mid-air pen reduces the mobility of the whole system. To be able to increase the mobility and make situated modeling available for a wider audience, we explored other AR options. Schmalstieg and Höllerer [2016] write that “AR for consumers must be a strict software-only solution delivered to devices the users already own” [p. 411]. This makes Handheld AR an interesting direction to take, since it is supported on most smartphones that people already own. In the next chapter, we describe our ARPen system which makes situated modeling possible on consumer smartphones requiring only a 3D-printed pen.
Chapter 4

The ARPen System

We have shown, through the study described in the previous chapter, that sketching on physical objects greatly improves the sketching accuracy in Augmented Reality. This is an important finding for situated modeling since it highlights a key benefit of using AR for modeling tasks. The setup we used in our study consisted of a head-mounted Augmented Reality device and an outside-in tracking system. Most AR modeling projects use similar wearable systems and tracking setups [e.g., Arora et al., 2018; Peng et al., 2018; Yue et al., 2017]. They offer a hands-free visualization that shows the digital objects overlaid over the real world. However, the reliance on an outside-in tracking system reduces the mobility of such setups, and the expensive equipment required limits the availability of situated modeling for a wider user base.

Publications: The work presented in this chapter has been done in collaboration with Oliver Nowak, Felix Wehnert, Jan Benscheid, René Schäfer, Simon Voelker, and Jan Borchers. It is in part published as a full paper at ACM CHI '19 [Wacker et al., 2019] and in the master’s thesis of Oliver Nowak [Nowak, 2019]. The author of this dissertation is the main author of the paper and developed the research and artifact ideas as well as the motivation. The grasp study was planned together with Oliver Nowak, who also carried out the analysis of results. Most sections in this chapter are taken from the full paper publication. The final section of this chapter contains results from the master’s theses of Jan Benscheid [Benscheid, 2019] and René Schäfer [Schäfer, 2020], who worked on their theses under the guidance of the author of this dissertation.
Smartphones, on the other hand, are already widely available and have recently gained development support for AR. They can track their position in relation to surfaces in order to place 3D content into their live camera feed. While this requires holding the phone like a camera, moving the phone enables precise viewport control, and AR apps can use the phone touchscreen for interaction. Projecting a 3D scene onto the 2D screen, however, reduces depth information, making it difficult to specify a point at a specific depth in 3D by interacting with the 2D projection [Kruijff et al., 2010; Mossel et al., 2013a; Polvi et al., 2016]. Handheld AR modeling systems have addressed this problem, e.g., by first specifying a plane and then projecting the touch events into it [Xin et al., 2008]. We propose to specify the position of a point in 3D bimanually, using a pen tracked by the smartphone camera. The pen can be held in a precision grip, just as a normal pen that is used to draw on paper.

We chose to track the pen using the smartphone’s camera similar to the DodecaPen system [Wu et al., 2017], because it is easy for the user to understand, directly supported in modern AR frameworks, and does not require additional tracking equipment. Other methods of tracking an external input device include, for example, motion capture cameras [Lakatos et al., 2014; Yee et al., 2009], stereo cameras [Milosевич et al., 2016], or by sensing the magnetic field [Yoon et al., 2016]. In Handheld AR, the determined position of an external device has, for example, been used to slice through 3D data [Issartel et al., 2014], control a game by projecting gestures into the 2D gameboard [Hürst et al., 2015], recreate the geometry of a traced object [Milosевич et al., 2016], or for character customization [Seidinger and Grubert, 2016].

We developed the ARPen system to prototype and evaluate the combination of Handheld AR with a mid-air pen. It uses a recent iPhone and a 3D-printed pen with wireless buttons near the tip and visual markers at its end. The ARPen app tracks the position of the phone in the real-world environment using Apple’s ARKit, and the position of the pen tip via the pen’s visual markers. This allows drawing and interacting with virtual objects that are anchored in real space. Buttons on the pen serve to start and stop drawing, and to invoke other editing commands.
Only requiring smartphone & pen enables this system to be used in many situations, e.g., to design the inset for the can holder in a car to support smaller can sizes, or to combine multiple moving elements such as hinges to create a box.

The touchscreen shows the AR scene, and the user can move the phone to change the viewport, e.g., to slice through objects to look behind them. At the same time, the app can use the touchscreen to display interactive controls and options such as a library of model parts that the user can place in the scene and combine with other objects.

The ARPen system is available in the [iOS App Store](https://apps.apple.com) to make it available for exploration for a multitude of users. Furthermore, we have made the code available open-source on [Github](https://github.com) as a toolbox for researchers to prototype and evaluate new interaction techniques in the area of Handheld AR with a mid-air pen without having to set up the whole system from scratch.

To better understand this new interaction technique, we first analyzed how people would hold a smartphone while drawing with the pen in the other hand, and which parts of the screen they are capable of reaching with the same hand (Chapter 4.3). We then present two improvements for the ARPen system that have been explored in student theses: one that extends the system with a modeling kernel for the creation of complex geometries, and one that evaluates different placements of the markers on the pen (Chapter 4.4).

In summary, we make the following contributions in this chapter:

- the ARPen interaction technique that allows for bi-manual *situated modeling* in Augmented Reality using a pen and consumer smartphone,
- the ARPen toolbox for easier access to Handheld AR with a mid-air pen, both for users through the App store as well as developers through the open-source release.

---

• user evaluation of the grip and reachable touchscreen areas in this technique,
• thesis summaries describing the inclusion of a modeling kernel with the implementation of basic geometry creation techniques, and the design and evaluation of different marker placements.

4.1 Interaction Technique

Specifying a position in mid-air is important for 3D modeling applications. A precise 3D input device—similar to the mouse in desktop settings—is needed to perform controlled strokes and manipulations in mid-air. The handheld device provides another area of interaction: the touchscreen to switch modes or adjust settings, and the device itself by setting the viewport. The combination of both pen and phone results in a bimanual asymmetric technique.

Each of those areas of interaction have tasks suited to their strengths: precise 3D input capabilities for the pen, familiar haptic interaction on the touchscreen. However, the combination pen+phone has the potential to improve and simplify 3D model generation in Augmented Reality. We want to use the ARPen system to prototype and study these combinations. For example, the hand holding the device could select an object while the pen is used to manipulate the object’s rotation or size. Or the touchscreen could be used to select a model which is placed using the pen. Similar to J. H. Lee et al. [2018], manipulating the viewport while holding the object with the pen could scale an object. Sequencing actions such as a translation followed by rotation could also be faster by switching the action on the screen while the pen adjusts the value.

4.2 Implementation

Tracking the position of the, in most cases pen shaped [Jackson and Keefe, 2016; Arora et al., 2018], input device in rela-
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b) ARKit is used to determine the camera’s pose relative to the surfaces. b) arUco tracks the marker relative to the camera. c) The combination allows calculating the position of the marker relative to the surfaces.

Figure 4.1: a) ARKit is used to determine the camera’s pose relative to the surfaces. b) arUco tracks the marker relative to the camera. c) The combination allows calculating the position of the marker relative to the surfaces.

We implemented a tracking requiring only a smartphone. With marker tracking, such as with aruco [Garrido-Jurado et al., 2014], we are able to track the position of a marker in camera coordinates. Wu et al. [2017] do this with a fixed camera. However, ARKit for iOS allows tracking the device’s view transform relative to surfaces in the scene. Combining the two techniques, we can track the 3D location of a marker in the world as shown in Figure 4.1 (cf. Chapter 2.2.2 for more information on the tracking techniques). The ARPen has six aruco markers on its end. This ensures that at least one marker is visible for the camera even if the pen is pointing away from the camera. Knowing the physical setup of pen and markers, we can determine the pen tip from the marker location and stabilize this location by averaging, if multiple markers are visible. Furthermore, the pen transmits the states of three buttons via BLE.

We wrote an iOS app to calculate the mid-air position of the pen. The initial implementation has been done by Wehnert

---

Note: The URL mentioned in the text is a documentation page from OpenCV for aruco detection, accessed on 28.05.2021.
The ARPen system, it is possible to draw lines in mid-air or specify the extend of a cube by using a pen tracked with a consumer smartphone.  

Figure 4.2: With the ARPen system, it is possible to draw lines in mid-air or specify the extend of a cube by using a pen tracked with a consumer smartphone.

The iOS app allows drawing in mid-air and adding new interactions.

For his bachelor’s thesis under the guidance of the author of this thesis. Using SceneKit, we can render a sphere at the tip of the pen. The implementation makes it simple to define new interactions based on the 3D position of the pen tip and the pen’s button states. For example, holding a button and moving the pen could draw a path mid-air or define the diagonal of a cube (cf. Figure 4.2). To enable others to analyze their own mid-air modeling techniques, we provide an open-source implementation of the ARPen system on Github.

4.3 Phone Grip & Interaction Area

When using the ARPen system, the phone is operated with the non-dominant hand while the dominant hand is used for the pen interaction, making the interaction with the ARPen a bimanual asymmetric task [LaViola et al., 2017, pp. 433–435]. In such tasks, the frame of reference—in our case the viewport—is controlled by the non-dominant hand, and the fine-grained interaction is performed by the dominant hand. We conducted a study on how people hold the phone.

---

[github.com/i10/ARPen](github.com/i10/ARPen) (accessed 28.05.2021)
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phone and which areas they can reach on the screen while drawing in mid-air using the ARPen.

4.3.1 Study Setup

Participants used the ARPen on smartphones of different sizes: 4.7” iPhone 6s (small) and 5.5” iPhone 7 Plus (big). The orientation in which the participants should hold the phone varied between a portrait and two landscape orientations differing on the position of the device’s camera. Holding the phone in the left hand, the hand is either grabbing the top (camera left) or the bottom of the screen (camera right). Both the order of orientation and size were counterbalanced.

No menu elements were shown on the screen to not influence the grip of the participant by the placement of buttons. We recorded the position of all touches on the screen to find out the available interaction area. This recording could be activated by the moderator to avoid accidental recordings while adjusting the grip.

4.3.2 Study Procedure

In the beginning of each condition, the phone was placed in front of the participant and she was told in which orientation it should be held. The participant was asked to draw freely in AR with the pen and find a suitable grip of the smartphone for the current orientation. After the participant said that they found a comfortable grip, we took a photo of how the phone was held and started the ‘touch recording’ mode. The participant had to trace and fill out the area she could reach with a finger of the hand holding the phone. No visual feedback was shown to avoid influencing the participant. We then stopped the recording, cleared the drawing area, and placed the phone back on the table. The sequence was repeated for all different orientations. Then, the conductor changed the phone to the other size and the task was repeated. Afterward, the participant was asked about the preferred size and orientation.
4.3.3 Evaluation

We split grasps into valid and invalid grasps and analyzed touch points for valid grasps. Our initial categorization of grasps was into valid grasps that allowed touching the screen and invalid grasps in which no interaction with the screen was possible—either because all fingers were involved in holding the device and could not be lifted or touching the screen caused the phone to fall down. For valid grasps, we analyzed the recorded touch points. Touch points of participants who held the phone in the right hand were mirrored to allow for a combined evaluation.

4.3.4 Results

18 participants (4 female, 2 n/a) took part in the study (M = 25.7 years, SD = 3.0 y). One left-handed participant and one right-handed participant held the phone in the right hand.

Size

The preferences regarding size are very balanced. Nine participants preferred the big phone because of the larger screen and because they felt that a wider camera image simplified keeping the pen’s markers in view. Seven participants preferred the smaller phone and mentioned a more comfortable grasp and less weight. The remaining participants had no preference.
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Orientation

Size did not affect the subjective ratings regarding the orientation. Portrait and camera right both were most preferred similar times (portrait: 9, camera right: 8). However, portrait was placed in last place four times because the limited horizontal viewport would cause losing the pen’s markers. Camera left was rated lowest by 14 participants, because most common grasps would occlude the camera.

Grasps

We categorized the valid landscape grasps in pinkie-, thumb tray-, frame-, and front-grasp (cf. Figure 4.3 a–d):

- **Pinkie:** The phone rests on the pinkie finger, with the index finger holding the top.

- **Thumb tray:** Similar to the pinkie but the phone also lies on the thumb tray.

- **Frame:** Thumb and middle finger form a frame by holding the phone from the side.

- **Front:** The phone is held with the thumb, index and middle finger laterally from the front.

_Pinkie_ was used most for camera right especially (cf. Table 4.1). It was used less in camera left as it often occluded the phone’s camera and participants adjusted the grasp towards thumb tray. We classified eleven grasps as invalid—mostly because the participant used a frame-grasp but with the index holding the top, leaving no finger to touch the screen. For portrait, participants used two valid grasps, both using the thumb for interaction: for low portrait, the phone is held on the bottom, and for high portrait, the phone is held around the middle (cf. Figure 4.3 e&f).
The recorded touch points show that for landscape the reachable area of pinkie and thumb tray is located to the bottom left, while frame and front are located in the top center (cf. Figure 4.3 a–d). We grouped those grasps together and defined general touch areas by calculating average boundaries in x and y direction. For pinkie and thumb tray, the touch area has a width of 59.2 mm (big: 50.9 mm), a height of 52.2 mm (big: 56.0 mm) and is 0.8 mm away from the left edge and 2 mm from the bottom of the screen (big: 2.9 mm left, 5.1 mm bottom). Frame and front were closer to the screen center—20.4 mm from the left and 0.0 mm from the top of the screen—with smaller average width and height of 51.7 mm and 43.9 mm (big: 19.5 mm left, 2.89 mm top, 53 mm width, 41.1 mm height). Touch points for low portrait are 0.9 mm from the left and 2 mm from the bottom of the screen (big: 1.5 mm left, 1.9 mm bottom) with a width of 54.0 mm (big: 54.4 mm) and height of 66.7 mm (big: 68.3 mm). Lastly, for high portrait, which was used once on the big phone, the touches are 1.6 mm left and 20.55 mm from the bottom of the screen and the area has an average width and height of 58.9 mm and 78.3 mm.

Table 4.1: Grasp frequencies for different orientations and sizes. Pinkie and low portrait are used most often.

<table>
<thead>
<tr>
<th></th>
<th>small</th>
<th>big</th>
</tr>
</thead>
<tbody>
<tr>
<td>pinkie camera right</td>
<td>50 %</td>
<td>61.1 %</td>
</tr>
<tr>
<td>thumb tray</td>
<td>16.7 %</td>
<td>11.1 %</td>
</tr>
<tr>
<td>frame</td>
<td>11.1 %</td>
<td>11.1 %</td>
</tr>
<tr>
<td>front</td>
<td>0 %</td>
<td>5.6 %</td>
</tr>
<tr>
<td>invalid</td>
<td>22.2 %</td>
<td>11.1 %</td>
</tr>
<tr>
<td>pinkie camera left</td>
<td>27.8 %</td>
<td>27.8 %</td>
</tr>
<tr>
<td>thumb tray</td>
<td>33.3 %</td>
<td>27.8 %</td>
</tr>
<tr>
<td>frame</td>
<td>11.1 %</td>
<td>16.7 %</td>
</tr>
<tr>
<td>front</td>
<td>11.1 %</td>
<td>16.7 %</td>
</tr>
<tr>
<td>invalid</td>
<td>16.7 %</td>
<td>11.1 %</td>
</tr>
<tr>
<td>low portrait</td>
<td>100.00 %</td>
<td>88.9 %</td>
</tr>
<tr>
<td>high portrait</td>
<td>0.00 %</td>
<td>5.6 %</td>
</tr>
<tr>
<td>invalid</td>
<td>0.00 %</td>
<td>5.6 %</td>
</tr>
</tbody>
</table>

Reachable Areas

Touch points for pinkie and thumb tray are to the bottom left of the screen; for frame and front, they are in the top center.
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4.3.5 Summary

We used a big iPhone and the pinkie-grasp in the camera right orientation for the further studies. The camera right orientation was never the least preferred orientation as portrait had issues keeping the pen markers in view. The big phone gave participants the impression of seeing more of the scene also reducing issues of keeping the pen in view. Controlling this grasp avoids finding interaction techniques that works well only in a screen orientation that is otherwise not working well for designing.

4.4 Extending and Improving the ARPen System

Our initial implementation of the ARPen system enables users to draw lines in mid-air and the study in the previous section provides a first impression of the interaction with this asymmetric bimanual system. However, in order to create more complex geometries needed for situated modeling tasks, the capabilities of the system need to be expanded. Also, the initial design of the ARPen features the marker cube on the back of the pen. This might not be the best position as it splits the focus of the user between the tip of the pen and the back of the pen. The author of this thesis worked together with students to address these questions and the findings have been published in the master’s theses of Jan Benscheid and René Schäfer. Benscheid [2019] extended the modeling capabilities of the system by including the OpenCascade modeling kernel into the ARPen. This allows the ARPen system to perform CAD tasks and enables the development and evaluation of techniques to create more complex models. Schäfer [2020] designed and evaluated different placements of the marker cube to determine which is preferred by users.

The author of this thesis worked together with the students on the design decisions and provided advice and feedback for study design and evaluation. Therefore, we summarize the results here.
4.4.1 Modeling Kernel Integration

So far, the ARPen system is using the SceneKit framework to create objects and show them in AR. However, SceneKit does not offer advanced modeling operations such as calculating intersections or cuts of different objects, as well as the creation of more complex geometries. To address this, we explored ways to extend the modeling capabilities. This work is also published in the master’s thesis of Benscheid [2019].

Aside from enabling the creation of models from sketches, a modeling kernel for the ARPen system also needs to be able to be run on iOS hardware without additional tethering and be available free and open-source as well. After comparing different modeling kernels, we decided to focus on OpenCascade⁶ for the ARPen system as it fulfills our requirements and is a long-existing and supported framework. Benscheid included the OpenCascade framework in a layered architecture. He implemented bridges for the communication between the SceneKit layer used to render the objects and the OpenCascade layer responsible for the geometry generation. This structure allows combining the implementation of basic interaction on the SceneKit layer with the calculation of advanced geometry operations without great changes to the current plugin architecture. In his thesis, Benscheid [2019] provides a more detailed explanation on the different layers and their connection.

Besides drawing lines, Benscheid identified sweeps, revolutions, lofts, and boolean operations as the most frequently used modeling features based on prior work, e.g., by Kang et al. [2015]. For these operations, we designed different interactions on how to control them. Note that the goal is not to create a fully functional modeling system but to demonstrate the capabilities of the system and explore interaction techniques that allow the creation of volumetric models.

⁶http://www.opencascade.com/ (accessed 28.05.2021)
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Figure 4.4: A path generated by fitting a line through control points. A red control point creates a sharp corner, while a curved line is created through blue control points.

Drawing Lines

The naive version to create lines in the initial ARPen implementation generates many points connected by cylinders. To reduce the number of points and reduce the influence of jitter, we decided to enable line creation through control points. The final line is fitted through all control points and the user can set for each control point whether the line is taking a sharp corner at the control point or whether a curved line is created from the previous control point through this control point to the next. For this, the user can toggle between a sharp or curved control point when creating the path (cf. Figure 4.4). When coming close to the starting point of the path, the visualization snaps to a closed path that the user can confirm by placing a control point. When holding down either control point creation button, new control points are placed at regular intervals to simulate freehand drawing of a path. Future advancements could also analyze freehand strokes to filter out the jitter and calculate an approximate path.

Sweeping

Sweeping describes the creation of volumes by moving a surface along a path. A special case of a sweep is extrusion in which the profile is swept along a straight line perpendicular to it.
Sweeping techniques. Left: Profile\&path, Middle: Second profile, Right: Loft.

Sweeping by path (profile\&path): The first sweeping technique for the ARPen system is controlled by specifying two elements: a closed path and open path. Once both paths are drawn, the system replaces them with the object created by sweeping the closed shape along the open path (cf. Figure 4.5, left).

Sweeping by two profiles (second profile): Another option to create a sweep is by specifying not only the start profile but also where the final object should end. After specifying both profiles, the system calculates the connection between them and creates the object. If a straight connection is not possible, the system creates a curved connection that is minimizing the bending (cf. Figure 4.5, middle). However, as it is not possible to completely duplicate the closed shape, we decided to use the initial shape as the definition of the shape and use the second profile to specify the position and orientation of the final form. The minimum requirement to specify this information is the creation...
of a plane. Therefore, only three points have to be given to specify the endpoint of the sweep.

This interaction can be improved by enabling the user to move a copy of the initial profile to the desired end location of the sweep. This requires interaction techniques to move and rotate objects, which we take a closer look at in Chapter 6. Another shortcoming of the current implementation is that it is not possible to specify the sweeping path after the object has been created. An updated version could show the path and allow editing of the path.

**Lofting (loft):** Another potential adaption to the problem of the end position of the sweep is to use lofting. Lofting is similar to sweeping in that a profile is swept along a profile. However, unlike general sweeping, the profile can change shape along the sweeping path to result in a different profile at the endpoint. We designed a technique similar to the second profile sweep in which the user can specify two closed shapes and the system will create a volume morphing from one shape to the other (cf. Figure 4.5, right). Similar to the second profile sweep, the current implementation does not allow the user to refine the calculated lofting path after the object has been created.

**Revolution**

Revolution describes the operation in which a shape is rotated around an axis to create a volume. This can also be seen as a sweep of a profile with a circular sweeping path ending at the same location. For our designs, we allowed both open and closed profiles for the revolution. If the user specified an open profile, we added a lid and bottom to create a fully closed object.

**Revolution around an axis (profile&axis):** Similar to the profile and path for the sweeping interaction, this interaction is using the basic information necessary to create a revolution. The user has to specify two paths, one to define...
the profile that should be rotated and one straight path to specify the axis around which the profile should be rotated. Once both paths are specified, the system calculates the final object (cf. Figure 4.6 left).

**Revolution along a circle (profile&circle):** As mentioned, revolution can also be interpreted as sweeping along a circular path. This interaction follows that by taking a profile and a circular path as input for the generation of the object. As it is hard to specify a perfectly circular path and to differentiate this technique from the sweeping technique, the control points of the circular path are used to compute the best fitting circle through them. The center of this circle is used to define the rotation axis for the revolution (cf. Figure 4.6 middle).

**Revolution with a second profile (second profile):** Similar to the sweeping with two profiles, a second profile can also be used to specify the revolution. For this, the user can draw a second profile to describe the outline of the final object. The system then defines the rotation axis by calculating the middle between the two profiles (cf. Figure 4.6 right). Again, as it is not possible to exactly replicate the
first profile, only the required information is taken from the second profile. This means that only the start and endpoint of the second profile are matched with the start and endpoint of the first profile to determine the rotation axis.

Boolean Operations

In constructive solid geometry, boolean operations are used to combine existing objects to create more advanced objects [Foley et al., 1996]. Two main operations are union (or merge) and difference (or cut). Union means that the objects are grouped and fused together. For example, four rectangular blocks could be combined with a wider flat block to create the model of a simple table (cf. Figure 4.7 left). On the other hand, difference means cutting the geometry of one object out of the geometry of another object. An example could be to cut a sphere out of a cube to create a bowl (cf. Figure 4.7 right). We designed and implemented two different ways how these boolean operations can be realized with the ARPen system. Note that the use of boolean operations requires techniques to select and move objects to arrange them. We present and evaluate techniques to achieve this in Chapter 6.

Boolean operation through order: For the initial way, the user has to select both objects after they have been arranged. By pressing one of two buttons on the pen (or on the touchscreen), the user can perform either the merge or cut operation. For the cut operation, the object that has been selected first will be cut out from the second.

Boolean operation by object state: Another way to control the boolean operation is by specifying the state of the object before the combination. The state can either be solid or hole. When two objects have been selected and the “combine” operation is called, the objects are combined based on their current states. If two solid objects are combined, the resulting object is the union of the objects. If a solid object and
Figure 4.7: Boolean Operations. Left: *Union* of five elements to form a table, Right: *Difference* between a sphere and a cuboid by changing the sphere to *hole* before combining.

A *hole* object are combined, the *hole* object is cut away from the *solid* object (cf. Figure 4.7 right).

**Evaluation of Modeling Techniques**

Benscheid [2019] implemented the designed techniques and evaluated the sweeping and revolution techniques with twelve participants to gather both initial feedback on the techniques, as well as general insights into the requirements for modeling tools. For his study, he asked participants to recreate models of objects shown to the participant. The models differed in the complexity of both the profile and the path (for sweeps) as well as profile and radius (for revolutions). As the focus of the study was on the operations generating the volumetric model, Benscheid provided the initial profile for each object. He gathered quantitative measurements including *task completion time*, a *model quality* calculated by deviation from the ideal model, as well as subjective ratings in form of *ease-of-use* Likert scales and a *ranking* of the used techniques. He also asked questions to gather qualitative comments regarding the different techniques and the overall system.
Benscheid found in his study that participants seem to prefer interaction methods that require the least input. For the sweeping techniques, users preferred the profile&path technique if only a simple extrusion was needed but the second profile technique if the sweeping path got more complicated. In this case, users seemed to have trouble specifying the correct orientation for the final steps of the path. On the other hand, participants mentioned for second profile, that adapting the automatically determined path would be desirable. Using the second profile technique, users predominantly tried to copy the original profile if it was a simple form, while approximating the more complex profile mostly with a triangle. For the revolution techniques, interestingly users preferred the profile&axis technique and disliked the second profile technique even though the quantitative measurements indicate a lesser model quality for the profile&axis technique. While most participants used a simple line to specify the position of the second profile, it might be harder to anticipate the final result compared to the rotation around an axis. On the other hand, an error in specifying the rotation axis directly results in a more skewed object compared to an error in specifying the second profile as the rotation axis is calculated together with the original profile.

To analyze the qualitative comments throughout the study, Benscheid grouped the comments into clusters. The overall clusters he found were comments about depth perception, visual guides, virtual constraints, sweep specification, and general comments regarding hardware.

**Depth Perception:** The biggest concern of the participants were issues in detecting the correct depth (11/12). This showed, for example, in problems in finding the start point of a path to close it. These issues are also apparent in the created models in that objects are “leaning” even though an orthogonal extrusion was planned. Also linked to this, users mentioned that they preferred drawing on a physical surface (7/12).

**Visual Guides:** Showing more information for the current interaction created another cluster of comments. The
participants mentioned problems estimating the sizes of shapes and objects (8/12) and suggested live previews of the current operation (7/12) or displaying a grid and current measurements (5/12) as potential solutions.

**Virtual Constraints:** Making the previous point more explicit, participants also mentioned that it would be helpful if the input would snap to relevant points (10/12). This included comments of snapping to existing points to close a path (4/12) or to specific angles to allow e.g., for orthogonal extrusions (4/12). Two more comments also mention snapping to existing objects to be able to place control points on them more easily.

**Sweep Specification:** The comments regarding the cluster sweep specification address the two sweeping techniques. A big issue of participants was the creation of curved paths (9/12) and in particular that they were uncertain of the orientation of the final profile at the end of the path (3/12). On the other hand, participants mentioned feeling uncertain about the sweep that would be created with the second profile (4/12). As one reason, participants said that it was not clear how the center of the second profile is determined (3/12) and others said that they would like to be able to add intermediate profiles to control the sweeping path more (2/12).

**Hardware:** The biggest concern for the hardware concept was the trouble of keeping the markers on the back of the pen within the viewport to allow for drawing (9/12). We address this concern in more detail in the next section and in Schäfer [2020]. The other comments for this concept are not directly linked to the modeling techniques and more about the overall system usage. This includes comments about having to switch between mid-air and touchscreen input with the pen hand (4/12), suggestions to use AR glasses (3/12), comments about the heat of the phone (3/12), trying to focus the camera by tapping the screen (2/12), and feeling fatigue in the arms (2/12).
4.4 Extending and Improving the ARPen System

Figure 4.8: A cube with markers at the back of the pen allows the pen to be tracked in almost every hand position. Only pointing the pen at the camera causes markers to be occluded by the hand.

In summary, none of the techniques performed consistently worse than comparable techniques. The preference appears to be more dependent on the use case, indicating that users should have multiple interaction methods available so that they can choose the best for the current situation. A trend from the user evaluation is that participants seemed to prefer the technique that required the least input but, on the other hand, reduced the amount of “automatic” calculation for which the result was not clear. As expected, depth perception is a large issue for the interaction with a system such as the ARPen and many comments from the participants can be seen as a result of these issues. Offering immediate feedback during the interaction and using visualizations to increase the understanding of the spatial relationship between objects are important factors for this interaction. We look at different visualization techniques to improve moving to a specific point in Chapter 8.

4.4.2 Evaluating Marker Cube Positions

Keeping the markers of the pen in view is one of the issues found in the modeling study by Benscheid. This issue occurs because users have to split their attention between their point of interest, which is the tip of the pen, and the back of the pen to check that the markers are still in the visible frustum of the camera. Having the markers on the back of the pen also has benefits, as at least one marker is visible for nearly every hand posture (cf. Figure 4.8). Another issue with the initial pen design is that the electron-
Figure 4.9: Placements of the marker cube. a) Back, b) Front, c) Top, d) BackFront, e) TopFront, f) BackTop, g) BackFrontSmall (adapted from [Schäfer, 2020]).

ics such as the bluetooth chip and battery are placed inside the marker cube. While this enables easy access to them, it also increases the weight at the back of the pen, potentially causing an unfamiliar weight distribution.

Schäfer [2020] addresses both issues in his thesis, which he worked on under the guidance of the author of this thesis. First, Schäfer redesigned the electronics and wiring to fit inside the stem of the pen, distributing the weight more equally and freeing up the marker cube to be moved around more freely. We refer to his thesis for further details on this redesign [Schäfer, 2020].

Second, we created seven pen designs in which the marker cube is located at different positions (cf. Figure 4.9). Aside from the current position at the back of the pen, we also placed it on the front and on the top of the pen. For the pen with the marker cube at the front, we included a small tip extruding from the cube to clearly mark the position of the pen tip. Placing the marker cube at the front reduces the distance between the pen tip and the markers, however, it also increases the possibilities for occlusion in different hand positions. Therefore, we also created combined versions with two marker cubes by adding either a back cube or a top cube to the pen with the front cube (backFront & topFront). Completing these combinations, is a pen with both top and back cube (backTop).
The size of the marker cubes’ sides is 3 cm for all cubes as we found that this size produces good tracking quality in our setup, even if the arm is outstretched and further away from the camera. The quality of the tracking is also dependent on the quality and resolution of the camera. In our setup, smaller cubes were showing more issues with the tracking performance. However, when the pen is held closer to the camera, a smaller cube would also be sufficiently large in the camera view for tracking. Since the issues with the marker cube at the back occur if the back of the pen leaves the camera view, we expect that the pen is held closer to the camera in these cases. Therefore, we also designed a hybrid pen with the standard cube at the back for the tracking in larger distances and a smaller, 1.8 cm cube at the front for situations in which the back cube is not visible (backFrontSmall). Reducing the size of the cube at the front reduces the distance between the pen tip and the hand holding the pen, potentially feeling more like a normal pen than with the larger front cube.

To gather information from users about the different pen designs, we designed a task in which participants had to trace along an object with different surface features—specified with our guidance types presented in Chapter 3.2—and perform a general movement in mid-air (cf. Figure 4.10). Schäfer [2020] conducted the user study with 28 participants. Following the completion of the task with a pen, the participants had to fill out a questionnaire measuring the subjective perception of the design. After having used all pens, participants were asked to create a ranking of all designs.

The results of the ranking of techniques (cf. Figure 4.11) align well with the other subjective information gathered from different questionnaires. In all, the top pen achieved the highest rating and preference followed by the other top designs backTop and topFront. Other designs with the cube in the front achieved the lowest ranking and ratings.

The biggest complaints of participants regarding the front cube were that they occluded the markers with their own hands (15/28) and had troubles drawing around the object (12/28). Also the cube would occasionally block the view.
The ARPen System

Figure 4.10: Participants had to trace the large object following \textit{concave} and \textit{convex} surface guides before having to connect the objects with a mid-air line. The task included drawing operations in many directions and under different surface conditions (Image: [Schäfer, 2020])

Figure 4.11: Subjective ranking of pen designs. The horizontal axis represents placements in the ranking (1=best) and the vertical axis indicates how often a design has been placed at this position in the ranking. The ranking shows that designs with a \textit{top} cube have been preferred by users while designs with a \textit{front} cube were mostly placed on the lower side of the ranking.
to the tip of the pen (5/28), or was in the way (4/28). While participants liked the idea of the smaller cube (11/28), the cube would still be in the way (5/28).

In summary, the cube on top of the pen seems to be the best mix between reducing the distance between pen tip and markers while not obstructing either pen tip and marker and still achieving tracking in most hand orientations.

4.5 Summary

In this chapter, we have introduced the ARPen system, which enables sketching in Handheld AR with a mid-air pen, requiring only a current smartphone and a 3D-printed pen. Such an asymmetric bimanual interaction offers many interesting directions for research, for example, how the input capabilities of the touchscreen could be combined with the mid-air position of the pen. The ARPen system is available in the iOS App Store but is also available open-source to allow others to implement and evaluate interaction techniques for mid-air pen input in Handheld AR. In an initial study, we evaluated how users hold the device while sketching in mid-air and what parts of the screen are still in reach. We found that a pinkie-grip in landscape orientation was preferred by our participants, leaving the side of the screen available for interaction with the thumb. Over the course of two master’s theses, the ARPen system was extended with a modeling kernel that allows for the creation of complex geometries, and the 3D-printed pen was improved by moving the marker cube necessary for tracking closer to the pen tip. With these capabilities, it is already possible to design objects directly in Augmented Reality.

During our early experiences using the ARPen, it became apparent that many basic interactions are not clear for a system combining Handheld AR on a smartphone with a mid-air pen. What are suitable interaction techniques to arrange

---

7 The thesis of Schäfer and the evaluation of marker placements was carried out after most of the other studies included in this thesis. Therefore, every study except for the scaling study (Chapter 6.4.2) is using the back design.
objects in the scene? How can we best use the different components of such a system? To build a solid understanding of the interaction space of Handheld AR with a mid-air pen, we decided to focus on exploring the essential interactions in 3D systems. In the next chapter, we describe a classification of mid-air interactions by LaViola et al. [2017] before evaluating different essential interactions in the following chapters.
Chapter 5

Mid-Air Interactions

In the previous chapter, we have introduced the ARPen as the implementation of a Handheld AR system with a mid-air pen. We found that many basic techniques are not defined for such an asymmetric bimanual interaction system, and decided on designing and evaluating these basic interaction techniques. In this chapter, we cite a categorization of essential interactions in 3D user interfaces, and we use this categorization in the following chapters of this thesis to present our interaction techniques and evaluations.

Mid-air interaction covers a wide variety of areas and topics. However, there are several categories that occur in most 3D interfaces. LaViola et al. [2017] name three central categories: selection & manipulation, system control, and navigation. In this chapter, we briefly describe these categories based on information from their textbook [LaViola et al., 2017, part IV, pp. 251–418]. Even though LaViola et al. mostly focus on immersive AR and VR systems and less on Handheld AR, their classification is still applicable to our scenario and helps in structuring the approach to address a wide variety of interactions for a novel interaction category.

We present a classification of essential interactions in 3D user interfaces. The three categories are selection & manipulation, system control, and navigation.
5.1 Selection and Manipulation

*Selection & manipulation* covers the main interaction with virtual objects in the application and findings regarding these interactions can be applied to other interaction techniques. *Selection* is the first basic action that LaViola et al. mention. This means picking a specific virtual object in the scene, for example, to apply further changes to this object. To achieve this action, the user has to (1) target the intended item and (2) confirm the selection of the target. In desktop operating systems, this is handled by moving the mouse cursor over the target and pressing the mouse button. In Chapter 6.2, we present an evaluation of different selection techniques for Handheld AR with a mid-air pen.

Whenever a user directly interacts with an object and applies changes to it, probably a *manipulation* action is applied. LaViola et al. narrow the definition of *manipulation* to be about *spatial rigid object manipulation* that does not change the shape of objects [LaViola et al., 2017, p. 257]. According to LaViola et al., the appropriateness of a manipulation technique also depends on the use-case of the application—a suitable technique for one application scenario does not have to be suitable for every other scenario. Throughout this thesis, we design and evaluate our interaction techniques with our use-case of *situated modeling* in mind. In this use-case, the manipulation techniques can, for example, be used to arrange virtual objects in order to combine them using boolean operations [Foley et al., 1996]. However, the user studies in the following chapters feature also very generic tasks, so that our findings can be applied to different application scenarios. Furthermore, we focus on *canonical manipulation tasks* mentioned by LaViola et al. that include basic tasks that are used to form more complex interactions, instead of manipulation tasks that are specifically designed for one application.

The first manipulation action is *translation*. This means picking up an object and moving it to a new location. Users have to both be able to specify which object to translate and to specify the location the object should be moved to. We discuss different designs of *translation* techniques and their
5.2 System Control

The second category of interaction in 3D interfaces is system control. For LaViola et al. [2017], system control is defined by

Rotation means changing the orientation of an object. Scaling means adjusting the size of an object.

LaViola et al. also mention that manipulation tasks in virtual environments can be separated into isomorphic and non-isomorphic techniques [LaViola et al., 2017, pp. 262–263]. Isomorphic techniques aim to closely replicate the real world action. For the example of moving an object, an isomorphic translation technique would be to grab the object with the hand and drop it at the new location. Non-isomorphic techniques use the more “magical” properties and possibilities of virtual systems. Instead of moving to the object, grabbing it with the hand, moving to the target position, and dropping it there, the user could also point at the object she wants to move to make it fly to her hand. LaViola et al. say that studies have shown that non-isomorphic techniques often achieve better results than isomorphic techniques as they can simplify actions that are not possible to change in the physical world. Especially for our use-case of drawing and modeling in mid-air, isomorphic control of the drawn stroke appears to be the best option as it allows using the physical properties of the real world directly. However, for the interaction with created objects and performing the basic manipulation tasks, non-isomorphic techniques should be considered. In the studies carried out with the ARPen System—presented in the following chapters—we include both isomorphic and non-isomorphic techniques.
tasks that issue commands to the system or provide symbolic input. These commands are issued to the system to either (a) trigger a particular function, (b) change the interaction mode, or (c) change the system state. While manipulation techniques specify both “what” should be done and “how” it should be done, the system is carrying out the task in system control tasks, meaning that only the “what” is triggered by the user. “System control is critical because it is the glue that lets the user control the interaction flow between the other key tasks in an application” [LaViola et al., 2017, p. 380]. However, according to LaViola et al., system control tasks have not been as heavily researched. One of the main tasks for system control is the interaction with graphical menus. We present different menu designs for the different interaction methods for Handheld AR with a mid-air pen in Chapter 7.

Symbolic input, such as text entry, is another big category for the interaction with a system. However, since Handheld AR often uses a smartphone or tablet as the screen, the question of symbolic input is more clear as it is possible to use the touchscreen of the device to type-in text. On head-worn AR and VR systems, this is a bigger issue and we refer to LaViola et al. [2017] for more information on how this can be achieved in those systems.

### 5.3 Navigation

The third category of interaction is the navigation inside the system. LaViola et al. [2017] name two subtasks of the navigation task: travel and wayfinding.

Travel describes the motor component of moving to a new position or in a certain direction. In the real world this translates to simple walking or using assisting elements such as a steering wheel to specify where to move. According to LaViola et al. [2017], travel techniques are central for the interaction, for example, as they enable the users to look around. Furthermore it is very important to make the travel interaction easy to use so that the user can be immersed in the system and does not need to think about
how to move around. As many VR systems are limited to a smaller physical space, this requires special techniques, such as redirected walking or teleportation, to cover larger distances. Especially in VR, the actual travel movement is often carried out by the computer in the end. Since the interaction area in a Handheld AR system with a mid-air pen for drawing and modeling is generally smaller, the motor component is a lesser issue. The viewport can be directly adjusted to a new position—called the camera-in-hand technique [LaViola et al., 2017, pp. 349–350]—and the tip of the physical pen represents the virtual cursor specifying an absolute position in the scene.

Wayfinding represents the cognitive component of the navigation task. This includes both the perception of the current position in the virtual environment, as well as understanding the required steps to perform to get to a new location. Therefore, this component includes tasks such as spatial understanding, planning, and building a map of the environment. The system provides wayfinding aids to assist in perceiving the space, being able to formulate where to go, and other tasks in the user’s mind. In our context of Handheld AR with a mid-air pen, the orientation component is very important. Due to the perceptual issues in Handheld AR (cf. Chapter 2.3), interpreting the position of the pen and the virtual objects is not easy. However, being able to move the pen tip to a specific position defined by a virtual object is necessary to be able to start drawing a path from the correct position. Non-isomorphic drawing techniques, which project the starting point of a drawing to the object hit by a ray-cast, could address this issue but would lose the benefit of the assistance of using the physical guidance in the environment (cf. Chapter 3). In Chapter 8 we design and evaluate visualization techniques to improve the perception of the pen tip’s position in relation to other objects in the scene.

The classification by LaViola et al. [2017], splitting interactions in 3D interfaces into selection & manipulation, system control, and travel, can assist in covering relevant interaction with a new system. In the next Chapters in this thesis, we address basic interactions for each of the categories to achieve first insights in the interaction with a Handheld AR.
AR system with a mid-air pen, as well as show the potential study possibilities with the ARPen system. For manipulation, we design and evaluate techniques to select, translate, rotate, and scale virtual objects (Chapter 6). In Chapter 7, we present different techniques for context menus to interact with the system. For the navigation task, we focus on wayfinding by investigating visualization techniques that assist in perceiving the position of the mid-air pen in relation to virtual objects in the scene (Chapter 8).
Chapter 6

Evaluating Selection and Manipulation Techniques

To interact with virtual objects in AR or VR requires selection & manipulation operations, in order to specify an object to change its properties, or to move it to a new location. For our usage scenario of situated modeling in Handheld AR with a mid-air pen, these actions could be used to pick up a virtual model and position it relative to another model so that one can be cut out from the other.

To evaluate the interaction with virtual content in the scene, we performed two studies comparing different techniques for two of the central tasks when interacting with AR content: selecting and translating virtual objects. We then look

Publications: The work presented in this chapter has been done in collaboration with Oliver Nowak, Donna Klamma, Farhadiba Mohammed, Simon Voelker, and Jan Borchers. It is in part published as a full paper at ACM CHI ’19 [Wacker et al., 2019]. The author of this dissertation is the main author of the paper. He also developed the research ideas, designed and implemented the selection and translation techniques as well as planned the user studies. He reanalyzed the data for this thesis. Most sections in this chapter are taken from the full paper publication. The final section of this chapter contains results from the bachelor’s theses of Donna Klamma [Klamma, 2019] and Farhadiba Mohammed [Mohammed, 2020], who worked under the guidance of the author of this dissertation.
at designs and studies of rotation and scaling techniques that have been worked on in bachelor’s theses under guidance from the author of this thesis.

In this chapter, we make the following contributions:

- design and evaluation of selection techniques for Handheld AR with a mid-air pen,
- a user study evaluating different translation techniques to move objects to a new position,
- design of rotation and scaling techniques, and summaries of user studies by thesis students comparing these techniques.

First, we look at related work on manipulation techniques for Handheld AR systems.

### 6.1 Related Work

In Handheld AR, many interaction techniques involve the touchscreen to manipulate the virtual content. For object selection, intuitive methods are to directly touch the projection of the object, or to have a central crosshair on the screen [Vincent et al., 2013]. However, touching the screen for a selection often moves the device and thus the viewport into the scene. This can cause selections errors. To address this, several approaches ‘freeze’ the camera feed during touch interaction [e.g., G. A. Lee et al., 2009; Bai et al., 2012; Vincent et al., 2013], which improves accuracy but takes longer. Special techniques improve selection in dense environments [Mossel et al., 2013b].

A key limitation of Handheld AR is that the touchscreen does not directly support manipulating the six degrees of freedom of a virtual object in space. 3DTouch by Mossel et al. [2013a] addresses this by interpreting swipes on the screen in the context of the position of the smartphone in the world: E.g., looking at an object from the front (in the
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—z direction) and dragging the projection moves it in the $x\&y$ plane, while looking from the top (in $-y$ direction) moves it in the $x\&z$ plane. For rotation and scaling, the interaction on the touchscreen is similarly interpreted depending on the position of the smartphone. Another approach is to first let the user tap to cast a ray into the scene, fix the object to be placed on that ray, then drag on the screen to move the object along the ray [Polvi et al., 2016].

Device movement can also be used to transform the virtual object [e.g., Henrysson et al., 2005; Mossel et al., 2013a; Hürst and Wezel, 2013; Polvi et al., 2016; Marzo et al., 2014] or move a cursor around a 3D environment [Babic et al., 2018]. Selecting and holding an object attaches it to the device. Now any device movement is applied to the object, enabling compound manipulation of position and rotation, for example, with the HOMER-S technique by Mossel et al. [2013a]. Studies show that users prefer this technique over touchscreen interactions, achieving good translation and rotation performance [Mossel et al., 2013a; Marzo et al., 2014]. However, for scaling tasks, interaction on the touchscreen with the 3DTouch technique was preferred to the HOMER-S technique [Mossel et al., 2013a].

A more natural approach tracks the user’s free hand while holding her phone, using a separate depth camera [Bai et al., 2014; Billinghurst et al., 2014] or the device camera [Bai et al., 2012; Hürst and Wezel, 2013]. Colored finger markers improve the tracking [Hürst and Wezel, 2013], although this project only tracked 2D movements and used device motion for the missing dimension. At the time, although users enjoyed the interaction, gesture tracking was not accurate enough for fair evaluation [Bai et al., 2012]. Goh et al. [2019] provides a more detailed review of object manipulation techniques in Handheld AR.

Unlike these approaches, the ARPen system allows direct 3D input suitable for modeling without multiple steps or viewport adjustments, and the pen buttons support issuing commands without touching the screen.

So far, no project compared different techniques for the manipulation of virtual objects in Handheld AR with a pen.
We designed and evaluated selection and translation techniques. For the selection and translation techniques, we ran two studies that required participants to interact with objects within a 40 cm \times 40 \text{ cm} \times 40 \text{ cm} volume on a table surface. This size enabled participants to stay seated during the study while holding phone and pen but they were encouraged to move the phone or stand up if they wanted to.

6.2 Selection Study

For selection, the user has to target an object and confirm the selection. The selection of objects is required for manipulations of a specific object, such as a change in color or a transformation. In order to select an object, the user must first target the object and then confirm the selection. For a survey of object selection techniques in Virtual Reality, see Aréglauguet and Andujar [2013].

We compared five different techniques of selecting an object in mid-air using the ARPen system (selection technique), combining different targeting and confirmation methods. We measured the success rate, selection time, deviation from the target, and the size of the object on the screen during the selection.

6.2.1 Selection Techniques

We sampled fundamental techniques to perform the selection from a large space of possible interactions. We designed Pen Selection Without Highlighting (without highlight), Pen Selection With Highlighting (with highlight), One-handed Touch Selection (one-handed), Two-handed Touch Selection (two-handed), and Pen Ray Selection (pen ray). See Figure 6.1 for details.

**Pen Selection Without Highlighting:** In this technique, the position of the pen is not visualized in the scene. Users have to match the pen tip position in the real world to the
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Figure 6.1: Selection techniques. a) Without highlight, b) With highlight, c) One-handed, d) Two-handed as the baseline, e) Pen ray.

position of the virtual object. Pressing a button on the pen confirms the selection at the current position.

Pen Selection With Highlighting: Here, the tip of the pen is visualized with a red sphere. The sphere disappears if the pen tip is behind or inside an object. If it is inside an object, the object changes into a visually highlighted state. Without highlight measures how well the selection worked just from the standard visualization and from using triangulation of a mid-air position with the camera-in-hand movements. With highlight evaluates how basic depth cues could help improve the depth specification. A button press on the pen confirms the selection.

One-handed & Two-handed Touch Selection: Since the virtual objects are displayed on top of the live camera feed on a smartphone, the touchscreen can also be used for the interaction. From the position of a touch on the screen, a ray is cast into the scene and the first virtual object it contacts is selected. For one-handed, the user has to select the object using the thumb on the hand holding the phone. In the two-handed condition, the user performs the selection with the hand holding the pen.

Pen Ray Selection: Upon pressing a button on the pen, a ray is cast through the tip of the pen and the first target it hits is selected, similar to occlusion selection techniques in VR [Argelaguet and Andujar, 2013]. This means that the user has to align the tip of the pen so that it is in front of the intended target. Pressing the button on the pen then selects this target behind the pen tip.
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Figure 6.2: In the selection study, virtual cubes were placed in a grid in front of the user. The cube the user had to select was highlighted.

6.2.2 Study Setup

We distributed 64 cubes in the interaction volume. The interaction volume was separated into 64 cubic areas with an edge length of 10 cm (cube space). Into each of these cube spaces, we placed a white cube with an edge length of either 1 cm, 2 cm, 3 cm, or 4 cm. For each trial, 16 cubes of either size were assigned randomly to the cube spaces and their position within each cube space was randomized but needed to be at least 1 cm away from its side. Therefore, the distance between cubes was at least 2 cm (cf. Figure 6.2).

Participants had to select 64 targets using each of the five selection techniques. At the beginning of a trial, one cube was shown as the target by changing its color to green. After a selection occurred, regardless of whether it was correctly selected or not, a new cube was shown as the target. The order of targets was randomized.

6.2.3 Study Procedure

Participants had to use the pinkie-grip. Participants sat in front of a table with tape markings to improve the world tracking and a visual marker to keep the position of the interaction volume consistent between participants. Each participant was asked to hold the phone in her non-dominant hand using the pinkie-grasp. She
was given time to familiarize herself with the grip and the ARPen before we introduced the task and techniques.

We demonstrated and explained each technique before letting the participant try for herself. For two-handed, the participant had to hold the pen in the hand tapping the screen to stay in the scenario of modeling in mid-air before selecting an object. Once the participant was confident, we started the trial and asked the participant to select the 64 cubes one after the other. If the participant needed a rest during the study or stopped to make a comment, we restarted the last selection. After selecting all 64 cubes, we asked the participant to rate the ease of selection and confidence of selection when using the technique. For each technique, we noted qualitative observations about the selection strategy. After using all techniques, the participant was asked to rank the five techniques from best to worst. Overall, each participant selected 320 targets (64 cubes $\times$ 5 selection techniques). The order of conditions was counterbalanced between participants using a Latin square.

### 6.2.4 Measurements

Beside recording the success of the current selection, we measured the time from showing the target to the issued selection. For not successful selections, we calculated the deviation to the target. For without highlight and with highlight this deviation is the length of the vector between the specified 3D point and the target (in cm). To evaluate the offset for each dimension, we stored the direction of this vector in camera coordinates. For one-handed, two-handed, and pen ray, we measured the distance from the selection position on the screen to the convex hull of the target’s projection (in mm). Since moving the phone adjusts the size of the target on the screen, we recorded the size of the bounding box of the projection at the time of the selection (in cm$^2$). We also collected subjective ratings for ease of selection and confidence of selection for each technique on 7-level Likert-Scales and a ranking of the five techniques.
6.2.5 Results

We recruited 15 participants (1 female, 1 n.a., 21–40 years, M = 28 years, SD = 5.4 years, all right handed). We discarded one participant’s without highlight data as the selection was intentionally performed differently. Overall, we recorded 4735 selections. For every participant, we counted the successful selections per condition and divided it by the number of trials (success) as well as averaged the deviation for missed selections (deviation), time (selection time), and projected size (projected size).
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We calculated the confidence intervals with the method explained in Appendix A. The overall confidence intervals without within-subject adjustment are shown in Figure 6.3. The following sections contain the within-subjects mean differences to estimate the performance of using a particular selection technique compared to the baseline of two-handed. This means that for the upcoming plots, a value to the right of ‘0’ suggests more e.g., successful selections compared to the baseline. For success, we did not subtract the percentages of the technique and the baseline but divided the success rate of the technique by the success rate of the baseline before calculating the differences. Therefore, we are able to report the differences not as percentage points but percentages. Also, as differences for Likert Scale ratings are not defined, we did not compute the difference to the baseline but report the means and bootstrapped confidence intervals. Individual results such as the measurements for the overall confidence intervals, are calculated and reported the same way. Compared to the findings reported in the published paper [Wacker et al., 2019], this evaluation shows the same major findings.

Success

The plot below shows the percentage difference regarding successful selections compared to the baseline (two-handed, M = 78.5 %, CI [71.8 %, 85.4 %]). It becomes clear that participants had great issues selecting objects with the without highlight technique and almost no object was selected correctly. The other techniques are closer together. Only one-handed seems to be a bit below the performance from the remaining technique with a trend that pen ray performs better compared to two-handed.

We analyze within-subject differences using confidence intervals.

Without highlight has by far the lowest success rate.
Selection Time

Regarding selection time, two-handed was the fastest on average with one-handed and pen ray not a lot slower (two-handed, M = 1.9 s, CI [1.7 s, 2.2 s]). Participants clearly took longer with the without highlight technique with with highlight being the slowest.

Projected Size

The projected size at the point of selection shows only small differences. Targets seem to be the smaller for pen ray and without highlight compared to the baseline (two-handed, M = 1.2 cm², CI [0.7 cm², 1.7 cm²]). With highlight shows similar target sizes with a trend that targets were larger when using the one-handed technique.

Splitting the results based on success shows that projected size for successfully selected targets is larger than for misses. This difference seems to be smaller for with highlight. For all other conditions, projected size is about twice as large or more for successful selections.
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Deviation

The deviation in the mid-air pointing techniques was larger for without highlight compared to with highlight (without highlight, \(M = 1.5\) cm, CI [0.3 cm, 3.3 cm]). The average deviation vector in camera coordinates shows a large offset in z-dimension (without highlight \(x: 7.1\) cm, \(y: 2.7\) cm, \(z: 27.4\) cm; with highlight \(x: 0.5\) cm, \(y: 0.7\) cm, \(z: 2.4\) cm).

For the screen selection techniques, we recorded the least deviation for pen ray followed by two-handed and one-handed (two-handed, \(M = 2.0\) mm, CI [1.3 mm, 2.8 mm]).

Subjective Ratings

We found that for ease of selection, both pen ray and two-handed achieved high scores followed by one-handed. With highlight received lower ratings with without highlight being rated the lowest.
The ratings for confidence of selection are similar to the ratings for ease of selection. The biggest difference is that with highlight achieved ratings much closer to the high rated techniques.

The ranking shows that participant liked both pen ray and two-handed followed by one-handed. Without highlight is ranked mostly as the least preferred technique trailing with highlight (cf. Figure 6.4).

**Figure 6.4:** Subjective ranking of selection technique. The horizontal axis represents placements (1=best) and the vertical axis indicates frequency of placement at this position. Without highlight is least preferred. Pen ray and two-handed are on the first two places.
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Qualitative Remarks

A recurring qualitative remark suggests that participants understood the arrangements of the boxes better in the *with highlight* condition compared to other conditions. For *pen ray*, most participants used a strategy in which they did not vary the distance between pen and phone but moved them together. Overall, observations indicate that the device was moved more in the *one-handed* and *two-handed* conditions. As expected, participants mentioned fatigue in both their arms from holding them up for an extended period of time, indicating that this interaction technique should only be used for shorter durations.

6.2.6 Discussion

*Pen ray* seems to be the best candidate for selection tasks with the ARPen. This technique has the highest *success rating* combined with a quick *selection time*. The small *projected size* indicates that the device did not have to be moved much to select targets. Together with *two-handed*, *pen ray* is also the preferred selection technique of participants. *With highlight* has a good *success rate* but the *selection time* was the slowest likely because participants had to adjust their position to the correct depth for the selection. However, this might lead to a better understanding of the arrangement of objects in the scene. The touch conditions performed well based on the *selection time* and *two-handed* also shows a good *success rate*. The *projected size* indicates the phone was moved closer to the targets which might become more exhausting over time. *Without highlight* had the least *success* and was the least preferred technique. This shows that depth perception in Handheld AR requires additional feedback and that *non-isomorphic* interaction techniques were preferred to *isomorphic* techniques. For the next study, we did not consider a condition without visual feedback.
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We study the interaction of selecting and moving a virtual object.

Selection is in many cases only the starting point of a manipulation. We studied the whole interaction of selecting an object, moving it through the scene, and dropping it at a different location in this study. In 2D operating systems, this corresponds to a drag & drop operation.

6.3.1 Translation Techniques

We selected five translation techniques to drag and drop a virtual target in a 3D environment using Handheld AR with a mid-air pen. Four are based directly on selection techniques from the previous study: pen drag&drop, pen ray pickup, one-handed, and two-handed. Touch&pen combines touchscreen and pen (cf. Figure 6.5).

**Pen drag&drop:** Continuing with highlight technique, holding the pen button sticks the object to the pen tip. Releasing the button, drops the target at its current location. This is the only isomorphic technique for this interaction.

**Pen ray pickup:** For the pen ray selection there is a depth offset between pen tip and the target. As the user presses and holds the button on the pen, the center of the selected target is snapped to the tip of the pen—similar to [J. H. Lee et al., 2018] but without adjusting the scale of the object to keep its original size. Releasing the button places the target as in pen drag&drop.
One-handed & Two-handed Touch Translation: Both the one-handed and two-handed translation techniques differ only in the hand used to touch the screen—the hand holding the phone for one-handed, the hand holding the pen for two-handed. Holding the touch attaches the selected object to the phone in its current distance. Changes in position of the phone are directly applied to the position of the virtual object but its rotation in the real world stays the same. Lifting the touch drops the target at its current position. This is similar to the HOMER-S technique by Mossel et al. [2013a].

Touch Pickup & Pen Drop: This two-step condition combines touchscreen and mid-air pointing device. The user first selects the virtual object by touching and holding the object on the screen. Pressing the button on the pen snaps the object to the tip of the pen as soon as the markers are in view. The touch on the screen can now be released and the object is attached to the pen movement. Releasing the button on the pen drops the target.

6.3.2 Study Setup

Inside the upper half of the interaction volume, we placed 32 cubes with edge length of 3 cm using rules similar to the selection study. Participants had to pick up an object and move it to a virtual drop target shown in one of four possible locations (cf. Figure 6.6). The cube shaped drop targets were shown 5 cm above the corners of the calibration marker with a visual connection to the corner to provide a link to a real world location without being directly tied to a haptic surface. We encourage analyzing interaction techniques that interact with the physical environment. Moving a target inside the drop target, highlighted the drop location. A correctly dropped target moved to its initial position and the next target and drop location was shown. The order of targets and drop locations was randomized. Users had to pick up a cube and move it to a target close to the table surface.
6.3.3 Study Procedure

The procedure varied from the selection study only in the task and techniques evaluated. We told the participant that she was allowed to drop and re-select a target as often as she wanted to. This was explicitly shown for one-handed and two-handed as pilot studies showed a clutching-style of multiple drag and drop actions to get a target to a comfortable position relative to the phone. After each condition, we asked the participant to rate the technique for ease of interaction and confidence of interaction. Overall, each participant moved 160 targets (32 cubes × 5 translation techniques). The order of conditions was counterbalanced between participants using a Latin square.

6.3.4 Measurements

We measured the time needed to select and drop each target (task time). This time was split into selection time, measuring the time until the target was picked up, and translation time, recording the total duration the target was moved. If the participant placed the target outside the drop location, the selection time increased again. Since we had observed a clutching technique for one-handed and two-handed, we recorded how often the participants picked up a target.
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During a trial (pickups). However, this also records unintended drops. Furthermore, we recorded how often the participant missed the target during the selection (misses). The subjective ratings were gathered on a 7-level Likert-scale for ease of interaction and confidence of interaction and as a ranking of the five techniques.

6.3.5 Results

We again recruited 15 participants for this study (2 female, 1 n.a., 22–35 years, M = 27.1 years, SD = 3.6 years, one left-handed). As the phone crashed through a pen drag&drop condition, we did not gather data for the remaining targets. Overall, we collected 2383 drag&drop interactions. We averaged measurements for each condition among participants before calculating the within-subject differences.

The overall confidence intervals are shown in Figure 6.7. For details on the evaluation method, we refer to Appendix A. Similarly to the selection study (Chapter 6.2), we present the within-subjects mean differences for our measurements. We analyze within-subject differences using confidence intervals.
to compare the performance of using a different translation technique. We used two-handed as our baseline technique. As before, we did not calculate differences for Likert Scale ratings but report means and bootstrapped confidence intervals. Individual results are calculated and presented the same way. Compared to the findings reported in the published paper [Wacker et al., 2019], this evaluation shows the same major findings but does not show the same minor differences in the subjective ratings.

### Number of Pickups

Most users did not pick up a target more than once. The average for all conditions is close to one pickup and there is no great difference between techniques (two-handed, M = 1.1 pickups, CI [1.1, 1.2]).

### Number of Missed Selections

The accuracy of selecting an object was high and there were few misses (two-handed, M = 0.2 misses, CI [0.1, 0.3]). Similar to the results from the selection study, pen ray pickup seems to lead to fewer misses but the difference is very low.
Task Time, Selection Time, and Translation Time

Regarding the overall task time, our measurements indicate that pen drag&drop requires the longest time overall. The other techniques took a more similar time to complete the task (two-handed, M = 6.5 s, CI [5.9 s, 7.2 s]).

Pen drag&drop requires the longest time.

Splitting the task in selection time and translation time shows for selection time durations that are similar to the results from the selection study (two-handed, M = 2.6 s, CI [2.4 s, 2.8 s]). However, touch&pen seems to take longer even though it also uses ray-casting to select an object.

Selection times are similar to the selection study except for touch&pen.

Moving the object to the target seems to take similar amounts of time for two-handed, one-handed, and pen drag&drop (two-handed, M = 3.9 s, CI [3.4 s, 4.4 s]). Pen ray pickup appears to be faster with touch&pen requiring even less translation time.

Touch&pen seems to have the fastest translation time.
Subjective Ratings

The ratings for ease of interaction and confidence of interaction are very similar. For both, the conditions are closer together than the ratings in the selection study from the previous chapter. *Pen ray pickup* seems to be rated higher than the other techniques, and *pen drag&drop* seems to be rated lower than two-handed, touch&pen, and one-handed.

The ranking of conditions shows a preference for *pen ray pickup* before touch&pen. *Pen drag&drop* was mostly placed last. One-handed and two-handed are generally placed in third and fourth position (cf. Figure 6.8).

6.3.6 Discussion

The translation techniques performed similar based on task time except for *pen drag&drop* which took longer compared to all other techniques because of the increased selection time. Participants also liked this technique the least. *Pen ray pickup* was preferred by the participants and they missed also less targets with this technique indicating, similar to the selection study, that this technique should be used for mid-air selection and pickup.

Even though touch&pen needed more time for the selection, the translation time was significantly lower to all other con-
6.4 Rotation & Scaling

Apart from selection and translation, rotation and scaling are other essential manipulation techniques for the interaction with objects in mid-air [LaViola et al., 2017]. The author of this thesis worked together with students to ex-

Figure 6.8: Subjective ranking of translation techniques. *Pen ray pickup* is preferred before *touch&pen*. *Pen drag&drop* seems to be least preferred while *one-handed* and *two-handed* are equally distributed at third and fourth place.

...and participants ranked this technique only behind *pen ray pickup*. Several participants used a strategy where they left the hand holding the pen on the desk, pressing the button as the other hand touched the object. Moving the viewport to the table snapped the object to the pen which only had to complete a small translation. Participants mentioned that this enabled a more comfortable hand position. As this was only possible because the drop locations were located on the table, further investigation of this technique is necessary to judge its performance for unknown and/or mid-air drop locations. The touch techniques had a similar performance and ranking regardless whether one or two hands were used.

The results indicate that a placement via the pen is beneficial but the pickup needs support to overcome depth issues.
We designed techniques and they have been evaluated in students theses.

Using the pose of the device to specify the orientation of an object has shown good results.

We designed 5 rotation techniques.

We explored these interactions and the findings have been published in the bachelor’s thesis of Donna Klamma for rotation techniques [Klamma, 2019] and in the bachelor’s thesis of Farhadiba Mohammed for scaling techniques [Mohammed, 2020]. We designed the interaction techniques together and the author of this thesis provided feedback for the study designs and evaluation.

6.4.1 Rotation Techniques

Rotation of an object is different from translating an object in that continued rotation in one direction will eventually lead back to the initial orientation. This means that an object can be rotated in many different directions to achieve a particular orientation. Related work on rotation techniques for Handheld AR suggests that using the orientation of the device to specify the orientation of an object in mid-air achieves good results [Henrysson et al., 2007; Harviainen et al., 2009]. Other evaluations used scrolling on the touchscreen to specify the rotation around two axes [Mossel et al., 2013a]. Moving the phone was required to change the available axis to specify the rotation direction more clearly. Systems like the ARPen system add another component to the available interaction modalities: the mid-air pen.

We designed five rotation techniques for the ARPen system, using the three main interaction modalities of the system: touchscreen, mid-air pen, and device movement (cf. Figure 6.9). In order to focus on the rotation techniques, the position of the object does not change while manipulating the orientation of the object.
**Direct Pen Rotation:** The first technique is using the ARPen to control the rotation. After selecting the object, any rotation of the pen is directly applied to the object as well. This corresponds to sticking a pencil into an apple to control its orientation.

**Direct Device Rotation:** Similarly, the orientation of the smartphone can also be used to specify the rotation of the object. Here, the changes in orientation of the device are applied for the object while it is selected. This is similar to the HOMER-S technique by Mossel et al. [2013a], which we also used in the translation study (cf. Chapter 6.3), or the Tilt condition by Henrysson et al. [2007].

**Touchscreen Rotation:** Previous studies evaluating rotation methods have used the touchscreen of the mobile device to adjust the orientation of the selected object. We designed our touchscreen method following the 3DTouch technique from Mossel et al. [2013a]. After an object has been selected, swipes on the touchscreen are applied to the object by mapping the $x$ and $y$ movement to movement around two rotation axes. The orientation of the rotation axis is defined by the viewing orientation of the device. For this, the orientation of the device’s local coordinate system is mirrored for the selected object. A dragging movement in $x$ direction on the device is interpreted as a rotation around the $y$ axis and a movement in $y$ direction as a rotation around the $x$ axis. To rotate the object around the remaining axis, the viewing orientation of the device onto the object has to be adjusted.

**Pedal Techniques with Pen or Device:** Larger rotations, e.g., to rotate an object around 180 degrees, requires adaptation of the interaction. When using both direct pen or direct device, trying to perform the action in one move requires uncomfortable twisting of either the hand holding the pen or the hand holding the device. One strategy to overcome this issue is clutching. Here, the object is picked up, rotated about a comfortable amount, and dropped before returning...
the hand or device to the initial position to pick the object up again [LaViola et al., 2017, p. 261]. Therefore, the one rotation action is separated into multiple smaller rotation actions. In the case of direct device this also addresses the issue that the object to rotate is no longer visible on the screen if it is turned away too far. Another potential solution for this issue is to adjust the techniques so that they are not controlling the orientation of the object directly but the velocity by which the object rotates. The direction of the rotation is specified by the direction in which the pen or device has been moved and the size of the angle specifies the speed of the rotation. We named these techniques pedal techniques in reference to pedals in cars to specify the velocity of the vehicle. While the pedal techniques represent a time-based interaction to adjust the rotation, they remove the need for clutching strategies and visibility issues when using direct device. Further evaluation of these techniques is required to judge how the advantages and disadvantages compare against each other.

All techniques require the selection of the object that needs to be rotated. In our selection study (Chapter 6.2), both pen ray and two-handed achieved comparable results and were preferred by participants. Therefore, we decided that the selection for rotation techniques using the pen or device use the pen ray technique while the touchscreen technique uses the two-handed technique.

Klamma [2019] conducted a study to compare these rotation techniques against each other and measured performance metrics as well as subjective preference. Participants had to use the techniques to rotate the model of a rocket ship to match with a less opaque copy of the rocket ship and confirm their final orientation. The ranking of the techniques, which Klamma [2019] collected, indicates that participants liked the direct techniques the most and pedal techniques the least (cf. Figure 6.10). Participants also picked up objects more often in the pedal techniques, suggesting that controlling the velocity is more problematic and requires more frequent stops compared to the clutching in the direct techniques. Therefore, we suggest to not further consider pedal techniques in future rotation studies. While evaluating the results, we found that the implementation of the
techniques was affected by a bug causing the calculation of the pen orientation to jitter and even flip occasionally. This strongly influences the direct pen technique and, to a lesser extent, the pedal pen technique. Also, the speed of rotation in the pedal techniques was not controlled gradually dependent on the angle difference but by angle ranges causing jumps in rotation speeds and ranges in which no velocity changes occur even though the angle changes. Therefore, further studies should be conducted to obtain detailed performance measurements. Future studies should also include non-isomorphic interaction techniques that do not apply the pen or device rotation one-to-one to the virtual object but instead, apply the rotation with an amplification factor. These techniques have shown promising results in VR settings, especially for larger rotations [Poupyrev et al., 2000; Laviola and Katzourin, 2007], even when combined with a simultaneous translation task [Gao et al., 2020].

6.4.2 Scaling Techniques

The scaling of objects differs from translation and rotation in that for most of the real objects in our environment, it is...
Scaling does not have a “natural” technique. This means that there does not exist a “natural” scaling operation comparable to the “pick up, move, and rotate” action for translation and rotation tasks. However, on touchscreen devices, the *pinching* gesture has established itself as the standard scaling interaction [e.g., Cohé and Hachet, 2012].

Scaling an object means to change at least one of the width, height, or depth values of the object. To show the individual dimensions, we used an axis-aligned bounding box around the object—the smallest cuboid containing the object for which the axes are aligned with the world-coordinate axes. This allows for an easy representation of the size in each dimension regardless of the precise geometric shape of the object (cf. Figure 6.11 for an example). The amount of scaling is specified by the *scaling factor*. If the same scaling factor is applied to all dimensions (width, height, and depth), the operation is called *uniform scaling* as the proportions of the object are unchanged, compared to a stretching or compressing if only one or two dimensions are scaled. For the design and evaluation of scaling techniques, we decided to focus on uniform scaling. However, all of our interaction techniques can also be used to specify the scaling factor along one or two dimensions. We provide a discussion on how to adapt the interaction techniques.

Another decision for scaling actions is the direction in which the size change is applied. There are two main possibilities for this. First, the position of the object stays fixed during the scaling. This means that the extent of the object changes in all directions (cf. Figure 6.11, left). An example of a scaling like this is the pinch-to-zoom method on mobile devices. The second possibility is to keep a corner or side static and change the extent of the object only in the opposite directions. This type of scaling happens, for example, when adjusting the size of a window in desktop operating systems: dragging a corner of a window does not adjust the position of the opposite corner (cf. Figure 6.11, right). For the design of scaling techniques with the application context of *situated modeling*, we decided to focus on the second option of scaling into a specific direction as this allows placing an object on a surface and then specify the size without the object “breaking” through the surface.
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Figure 6.11: Left: Scaling without changing the center position of the object. The object expands in all directions when the size is increased. Right: Scaling by fixing a corner. The position of the corner does not change during the scaling operation.

For our scaling techniques, we therefore had the following design decisions:

- a corner of the bounding box needs to be clear as the fixed corner that does not change during scaling,
- the same scaling factor is applied to all dimensions equally.

Following, we describe the six scaling techniques that we designed for the ARPen system (cf. Figure 6.12).

Pinch Gesture Scaling: We included the pinch technique as it is currently used in many touchscreen scenarios and related work shows that users like this technique. To specify the fixed corner, the user first has to select the corner of the bounding box that should “move” while scaling, using the two-handed selection technique. Afterward, the scaling factor is calculated by dividing the current distance between the pinching fingers by their starting distance.

Scroll Gesture Scaling: The scrolling technique mimics the scaling behavior of windows on desktop systems. The user can touch and drag a corner of the bounding box to scales the object.

Design decisions.

We designed 6 scaling techniques.

Pinch: The scaling factor is specified by pinching on the screen.

Scrolling: Dragging a corner on the screen scales the object.
scale the object. The opposing corner is then assumed as the fixed corner. The moving corner always stays on the diagonal of the object to result in a uniform scaling. If the user is not dragging along the projection of this diagonal, the corner moves to the closest point on the diagonal.

**Direct Pen Scaling:** For direct pen, the interaction is similar to scrolling but in mid-air and controlled with the pen. The user has to grab a corner by moving the pen tip inside the corresponding sphere of the bounding box. Pressing the button on the pen allows moving this corner around and the opposite corner is taken as the fixed corner. The moving corner always stays on the diagonal of the object to allow for uniform scaling. If the user is deviating from this diagonal, the sphere moves to the closest point from the pen tip to the diagonal. Releasing the pen button, stops the scaling at the current size.
Pen Ray Scaling: This technique adapts the direct pen technique in that it is possible to select the corner to move by the pen ray selection technique. Again, the opposite corner is taken as the fixed corner. The scaling factor is calculated by interpreting the movements after selection relative to the selected corner. This means that the scaling operation looks similar to the direct pen technique if the original viewing position does not change. However, if the user moves the viewport, the difference between pen position and corner becomes more visible.

Scaling with Touch & Pen: Previous results in the translation study (Chapter 6.3) have indicated that combining the touchscreen and pen interaction can be beneficial for the interaction. The touch&pen technique combines the touchscreen selection of a corner with the position information of the pen. The user taps and holds the corner that should be moved for the scaling operation. Pressing the button on the pen moves this corner to the closest position on the diagonal in respect to the pen tip position. Further movement of the pen can adjust the scaling and releasing the button confirms the current scale.

Distance Scaling: In all previous techniques, the scaling operation continuously adapts the size of the object. However, in some situations it might be helpful to specify the exact size of one dimension, e.g., so that the scaled object fits inside an existing space. An example from the area of situated modeling is to size the model of a cup to fit inside an existing cup holder. We designed the distance technique to allow for such tasks. Instead of a corner, the user selects an edge of the bounding box to indicate which dimension she wants to specify. In a second step, the user draws a line by specifying a start and an end point with button presses. The distance between these points is then taken as the target length for the selected edge of the bounding box. This means that the scaling factor is defined by the ratio between the current length of the edge and the distance of the line.
Figure 6.13: Setup of the scaling task. The lengths of edges adjacent to the selected corner were displayed. Participants had to scale the object so that it matches the value of the dimension specified in the top right.

Evaluation of Scaling Techniques

Mohammed [2020] implemented our designed techniques for the ARPen system and evaluated them in a user study with 24 participants. In her study, participants had to use the techniques to scale objects to match a given size. The target size was given by a label on the screen telling the participant the target dimension (width, height, or depth) and target value. During the scaling action, the current lengths of the edges adjacent to the moving corner were displayed (cf. Figure 6.13). Participants had to confirm their current scaling size by pressing a checkmark button on the screen.

Mohammed measured the time it took participants to complete the scaling task (interaction time), the deviation between the final and target size (deviation), and the number of scaling attempts per trial (attempts). Participants were also asked for subjective ratings to assess the perceived ease of use, precision, and complexity as well as how stressful the interaction was. After the participants had used all techniques, she also asked them for a ranking of the different techniques from one to six.

For the interaction time, Mohammed found that using distance took significantly more time ($M = 22.26$ s, $SD = 10.49$ s) than all other techniques. Touch&pen ($M = 15.74$ s, $SD = 7.05$) also required a significantly longer interaction compared to the other techniques, which are closer together.
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(scrolling: $M = 9.47$ s, SD = 3.65 s; pinch: $M = 9.85$ s, SD = 3.26 s; pen ray: $M = 11.31$ s, SD = 3.58 s; direct pen: $M = 12.17$ s, SD = 6.56 s) with a trend that the touchscreen methods are a bit faster than the pen-based methods. As participants could refine the scaling results before confirming their final size, the deviation was minimal for all the techniques (less than 1 mm on average). Regarding the scale attempts, many trials required only one scaling interaction. Touch&pen required significantly more attempts ($M = 4.42$ attempts, SD = 2.39 attempts) compared to the other techniques. Pen ray ($M = 2.79$ attempts, SD = 1.67 attempts) took significantly more attempts compared to scrolling ($M = 1.33$ attempts, SD = 0.48 attempts) and direct pen ($M = 1.62$ attempts, SD = 0.71 attempts). The remaining techniques did not show additional significant differences in scaling attempts (pinch: $M = 2.04$ attempts, SD = 1.08 attempts; distance: $M = 2.46$ attempts, SD = 1.59 attempts).

For the subjective ratings, Mohammed found that participant rated pinch, scrolling, and pen ray better than direct pen and distance. The ratings for the touch&pen technique are mostly between these two groups. While the measured deviation did not show any significant differences, participants reported a significantly higher precision for pinch compared to distance and direct pen. The other techniques were not rated significantly different regarding precision. Finally, this is also apparent in the ranking of the techniques (cf. Figure 6.14). It is clear that direct pen and distance were placed on lower places more frequently. However, the top side of the ranking is less clear. Pinch, scrolling, pen ray, and touch&pen are often placed on the first places with a slight preference for pinch and pen ray. Among the touchscreen methods, pinch seems to be more preferred while for pen-based methods, pen ray seems to be more preferred.

Mohammed also mentions qualitative feedback participants gave during the study. For direct pen, participants mentioned that the hardest part is finding and selecting the corner and that this would be more relaxing in the pen ray technique. For touch&pen, participants said that this technique allows for larger immediate scaling steps by not having to pick up a corner. On the other hand, other participants used this technique similar to pen ray and felt that

Deviation was minimal for all techniques.

Many trials required only one scale attempt.

Participants rated pinch, scrolling, & pen ray higher than direct pen & distance.

Users reported less issues with pen ray than with other pen techniques.
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**Figure 6.14:** Subjective ranking of scaling techniques. Both *distance* and *direct pen* are mostly placed on the last places. *Pinch* and *pen ray* seem to be slightly preferred to *scrolling* and *touch&pen*.

The touchscreen selection was redundant. For the *distance* technique, participants mentioned that it was harder to understand. Also, the participants noted issues drawing the line if the target scale was very large, requiring adjustment of the viewport. Furthermore, participants noted that it is necessary to redraw the whole scaling line if the resulting scale does not match the intended scale. Comparing touchscreen-based and pen-based techniques, participants mentioned that they felt more in control with the touchscreen methods but that the limited space and occlusion is a problem. On the other hand, they also mentioned enjoyment when using the pen techniques. However, coordinating the pen with markers and the camera was overwhelming for several participants.

**Discussion of Scaling Techniques**

The results from the study by Mohammed [2020] indicate that touchscreen-based techniques achieved generally good results, both in the measured data as well as subjective ratings. Between *pinch* and *scrolling*, *pinch* seems to be pre-
ferred even though the required selection of a corner introduces another step to the well known pinch-to-zoom action. On the side of pen-based methods, direct pen achieved good performance results but did not receive high ratings from the participants. Pen ray, on the other hand achieved a lower performance for the scaling attempts but was rated high by participants. This indicates that the issues of finding the precise location of a corner to pick up weighs stronger than smaller performance issues when using the pen ray selection and having less direct interaction. However, the cause of the increased scaling attempts with pen ray are not clear and should be investigated more closely. The touch&pen technique required significantly more scaling attempts but otherwise did not perform particularly good or bad. Observations during the study indicate that several participants did not use the finer control of placing the corner after it had snapped to the pen tip. Instead, they adjusted the position and pressed the button again, causing the count of another scaling attempt. Using a line to specify the new scale in the distance technique achieved generally lower scores and also required longer interaction times. However, the current study did not evaluate the use-case in which we envision this scaling technique to be suitable: specifying the scale so that the object fits between physical objects in the scene. So while the distance technique is not recommended for general mid-air scaling tasks, it should not be left out when investigating these more specific scaling operations.

Overall, the recorded interaction times are often higher than we initially expected. One reason for this could be, that participants tried to be as precise as possible and required longer to “hit” the exact value without jitter of the pen tip or finger changing the value. A future study could, for example, allow a threshold around the target value.

**Adapting the Techniques for Other Scaling Operations:**

We provide suggestions for non-uniform scaling and scaling in all directions.
used for non-uniform scaling and scaling in all directions. While scaling in all directions is trivial for all techniques and even makes the \textit{pinch} technique simpler, allowing for non-uniform scaling requires additional considerations of how to specify individual scaling factors for each dimension separately using the techniques.

For the pen-based methods \textit{pen ray}, \textit{direct pen}, and \textit{touch&pen} the change is simple as the pen position would simply not have to be projected onto the diagonal of the object but rather interpreted directly to calculate the scaling factors for each dimension. If the same scaling factor is applied to one or two dimensions instead of all three, the necessary change for the \textit{distance} technique is to allow the individual selection of dimensions that should be scaled—selecting all three dimensions results in a uniform scaling while only selecting one or two dimensions results in a non-uniform scaling. However, if different scaling factors should be applied to different dimensions, users would have to scale each dimension individually.

For the touchscreen techniques, this is similar. If the same scaling factor is applied to two dimensions, simply locking one dimension would be enough to enable non-uniform scaling. However, controlling different scaling factors at the same time is more problematic and would require multiple steps. This is especially true for \textit{pinch} as the pinch gesture only specifies one scaling value through the change in distance between the pinching fingers. For \textit{scrolling}, it is possible to calculate two individual scaling factors from the movement on the touchscreen, for example by projecting the scrolling movement into the plane of one side of the bounding box. However, specifying which plane to use would be necessary and specifying a scaling factor for the third dimension is not directly possible.

**Summary & Future Work**

The study of mid-air scaling techniques by Mohammed [2020] showed similar results and preferences for touchscreen methods such as \textit{pinch} and \textit{scrolling} as well as us-
Manipulation Techniques: Summary & Future Work

Our studies with the ARPen system show that the manipulation of objects in mid-air can be achieved with a variety of techniques in Handheld AR with a mid-air pen. Combined with the geometry creation capabilities of the ARPen system, having these interaction techniques enables users to create objects such as the cup holder inset by creating basic elements, arranging them using these manipulation techniques, before combining them (cf. Figure 6.15).

For the selection of virtual objects, we have seen that an isomorphic selection in mid-air is not optimal as it takes longer to find the correct 3D position and that it is not possible without highlighting or pen tip visualization. Here, non-isomorphic techniques using ray-casting improve the interaction. However, placement by moving the pen to the in-

This study investigated uniform scaling techniques and found that pinch, scrolling, & pen ray achieve best results.

Other scaling scenarios are an interesting direction.
Evaluating Selection and Manipulation Techniques

Figure 6.15: With the ARPen system, the user can specify volumetric objects by tracing over physical objects (left). With our selection & manipulation techniques, the objects can be arranged relative to each other (right) to be combined into more complex objects.

Users prefer the interaction by casting a ray through the tip of the pen. The extended position ranked high on user preference. Over the selection and translation studies, users preferred the selection and pickup via a ray shot through the pen tip. The 2D representation of the scene allowed aligning the pen tip with the object to select it. This interaction also achieved the highest amount of successful selections, short selection and translation times comparable to touch techniques, and least device movement based on the size of the projected targets. We recommend employing ray-based techniques for manipulation tasks in Handheld AR modeling systems.

Touch techniques perform well for selection and scaling techniques in particular. Touch techniques, especially with two hands, achieve good results particularly for selection and scaling techniques. For selection, two-handed is comparable to pen ray in user preference followed by one-handed. However, the high projected size of the targets suggests that users have to move the device more through the scene. For the scaling of virtual objects, both pinch and scrolling showed good results. As the scaling study was focused on precision, this could mean that the added support from the touchscreen positively affected the interaction.

The combination of touchscreen and mid-air pen has potential. For the translation and scaling of objects, touch & pen shows that the combination of touchscreen and mid-air pointing device has potential. The possibility to select an object mid-air via touch and then place it near the table without having to continuously lift the pen, allowed users to rest their
arm providing a more ergonomic interaction. This is particularly important since users mentioned fatigue in their arms during the studies. For the scaling study, touch&pen also showed good results but participants seem to favor the touchscreen techniques or pen ray technique.

Participants preferred to use direct rotation techniques, that applied the rotation of the pen or device to the virtual object, to pedal techniques, that control the velocity of rotation. Comparing these direct techniques to non-isomorphic techniques, seems like a promising direction for future studies of rotation techniques.

The next step in the area of selection & manipulation in Hand-held AR with a mid-air pen could be the development of a consistent set of interaction techniques. In this chapter, we have investigated each basic action individually but especially translation and rotation are often used together. Future work could design compound interactions that allow the user to specify multiple basic operations simultaneously, and compare how they perform against using the “best” individual technique but having to switch modes.

The scaling study in particular required precise input since an exact value was given as the target. Potentially, this led to an increased preference for touchscreen methods that offer the support of a physical surface. Further studies could look at this effect more closely to determine whether a similar shift happens for other interaction techniques. Having the option to draw on the touchscreen as in [Arora et al., 2018] or even adding haptic feedback such as vibrations when contacting virtual objects could improve the interaction as well.

Our evaluations so far have been lab studies to control outside effects and focus on the performance using different interaction techniques. Studying the use of selection & manipulation techniques in a more natural setting will increase the external validity. Especially situations in which physical surfaces and objects are involved, provide interesting research opportunities. For example, specialized techniques such as the distance scaling technique might perform differently in such a setting.
In the next chapter, we shift our focus from selection & manipulation techniques to system control tasks, specifically graphical menus.
Chapter 7

Context Menus in Handheld AR with a Mid-Air Pen

The selection & manipulation techniques presented in the previous chapter represent essential interactions with virtual objects in Handheld AR with a mid-air pen. However, another category of central interaction tasks in 3D user interfaces is system (or application) control [LaViola et al., 2017; Dachselt and Hübner, 2007]. An example of tasks in this category are menu interactions. Menus are an essential component in most visual interfaces and they can take many different forms. One kind of menu is the context menu [Dachselt and Hübner, 2007] which is often used to adjust the properties of a specific object. In the context of an Augmented Reality modeling application, such properties could, for example, be the color or transparency of an object in the scene. We asked ourselves the question how context menus can be realized for a Handheld AR system.

Publications: The work presented in this chapter has been done in collaboration with Oliver Nowak, Simon Voelker, and Jan Borchers. It is published as a full paper at ACM MobileHCI ’20 [Wacker et al., 2020a]. The author of this dissertation developed the research idea and is the main author of the paper. He designed the techniques as well as planned and executed the study together with Oliver Nowak. The author also analyzed all data from the study. Most sections in this chapter are taken from the full paper publication.
A system like the ARPen offers different interaction methods. Such a system offers different interaction methods that could be used to interact with menus. Besides using the touchscreen, the mid-air pointing device can be used for interaction. Also, the device position and orientation in space might be beneficial to use as it would not require moving the mid-air pen. Since the physical world can improve the interaction in mid-air systems (cf. Chapter 3), a menu on a physical surface in the scene might also improve menu interaction. The different interaction methods can all have different advantages and disadvantages for the interaction with menus.

We designed and evaluated different menu techniques. We implemented basic menus for the interaction methods and evaluated them in a user study. We compared their performance and collected subjective preferences. Based on the results of our study, we consider advantages and disadvantages of each interaction method to assist interaction designers in picking suitable menus for different contexts.

In summary, our contributions are:

- an empirical study about menus using different interaction methods of Handheld AR systems,
- design considerations for such menus based on their advantages and disadvantages.

In the next section, we provide an overview of the related work in the area menu interaction with a focus on VR and AR environments. Afterward, we explain the different menus we used in our study and present the study design and procedure, before discussing the results.

### 7.1 Related Work

For most of the projects previously mentioned in this thesis, users interact with the system using one interaction method, and the focus of studies is mostly on selection & manipulation rather than system control tasks. So far no study has investigated the effect of different interaction methods
on the performance of system control tasks in the form of menus. In our study, we used a Handheld AR system with a mid-air pen to evaluate the performance of basic menus using the different interaction methods.

Early HCI studies suggest that pie menus are faster compared to linear menus [Callahan et al., 1988; Das and Borst, 2010]. With regard to the number of elements in a menu, studies have found that eight items per level achieves good results and this number is used in several menu evaluations [Kiger, 1984; Landauer and Nachbar, 1985; Miller, 1981].

Menus in VR and AR have been the subject of research for a long time [Feiner et al., 1993; Jacoby and Ellis, 1992; van Teylingen et al., 1997]. One of the earliest projects is by Jacoby and Ellis [1992], who placed linear menus as floating windows in a VR environment and interacted with them via hand-pointing gestures. Feiner et al. [1993] were one of the first to implement menus for AR contexts. They discern the placement and attachment of menus in the scene between object-stabilized, screen-stabilized, and world-stabilized windows. This differentiation has also been picked up in other projects [e.g., Dachselt and Hübner, 2007; Kim et al., 2000; H. Lee et al., 2011] (see Chapter 2.2.2). For Virtual Reality, Das and Borst [2010] evaluated various menu setups and interactions. They compared ray-casting to techniques that attach a cursor to the menu and control it indirectly (PAM: pointer-attached-to-menu). Furthermore, they compared contextual menus around a specific object against menus that are fixed in the world. Their results indicate that ray-casting control is generally faster compared to indirect setups and users prefer ray-casting techniques. The contextual menus around a specific object were used faster than world-fixed menus. However, the authors did not detect differences in error rates between these menu styles [Das and Borst, 2010]. Dang and Mestre [2011] found out that the performance of menus also depends on their orientation in space and that accuracy on horizontal menus decreases compared to more angled menus. H. Lee et al. [2011] developed a system for head-mounted AR in which a smartphone is used as a controller to interact with menus. However, they did not perform a user study to compare the different interactions.
Dachselt and Hübner [2007] present a good overview and a taxonomy for menus in virtual environments. The central elements that they use to classify menus are intention of use (e.g., number of items), appearance and structure (e.g., structural layout), placement (e.g., frame of reference), invocation and availability (e.g., visibility), interaction and I/O setting (e.g., interaction device), usability (e.g., evaluation criteria), and combinability. The menu techniques evaluated in this work occupy similar spaces in this taxonomy but differ on aspects defined by the different interaction methods.

In this chapter, we present and evaluate different menu techniques for a Handheld AR system with a mid-air pen. Such a system presents multiple methods that users can use to interact with the system and each might provide different advantages and disadvantages for system control tasks such as menus.

### 7.2 Menu Techniques

In this section, we describe the menu techniques we designed and implemented for our study. We based our designs on the main methods of interaction that are directly available to a Handheld AR system with a mid-air pointing device since they are the necessary hard- & software capabilities for such a system to work.

The first method is the interaction with the touchscreen of the smartphone. The screen is needed to show virtual objects in the scene and enable the user to interact with them. To interact with virtual objects, a ray is cast into the scene to decide which object is being targeted (cf. Chapter 6.2). The touchscreen can also be used to show static elements at fixed positions on the screen. The mid-air pen is another essential part of such systems. Therefore, the next method is the interaction with this pen. This interaction can either be mid-air—used, for example, to draw lines in mid-air—or by tracing over physical surfaces in the scene. These surfaces have to be tracked by the system to calculate the position of the phone in the scene (cf. Chapter 4). We distinguish between these methods that use the pen, since interacting
with physical surfaces can aid the precision of input in immersive environments (cf. Chapter \[5\]) but it is restricted in its availability while mid-air interaction can be in-place all the time. The third method to interact with the system is through the movement of the viewing device itself. Adjusting the viewport into the virtual world is an essential part of Handheld AR and the changes of orientation and position of the device can be used as input parameters. Other methods of interaction, such as back-of-device or voice interaction, add additional layers to the interaction with a Handheld AR system with a mid-air pen. However, they are not required for the main functionality of the system and we focused on the main interaction methods instead.

Interacting with a menu requires at least two steps. The first step is to open the menu. For a context menu, this means that the user has to select the object to open the menu for (object selection). The second step is to select an item from the menu (item selection). Since opening the menu is a standard object selection task, we used the two most promising techniques from our selection study (Chapter \[6.2\]) for this step. In that study, the ray-casting techniques two-handed touch selection and pen ray selection performed with similar success and preference. For two-handed touch selection the ray is cast from the location of the touch on the screen and for pen ray selection, the ray is shot from the camera through the pen tip into the scene. The first target hit is returned as the selection. For the object selection step of our menu techniques, we picked a selection technique based on the main interaction method and our use case scenario of situated modeling. Only for our baseline condition of the two-handed touch menu, we decided to use the two-handed touch selection technique. Since an application can require successive menu interactions before returning to mid-air input, for example setting colors for different objects, we did not want to put the two-handed touch menu at a disadvantage by using an object selection technique that requires additional movement instead of a technique that performs similarly well. The remaining menu techniques either use the pen for interaction, making the pen ray selection technique the preferred choice, or have no clear choice of object selection technique, in which case pen ray selection allows the user to hold a 3D position while interacting with the menu.
We use different methods for item selection.

The second step of selecting an item from the menu is different from selecting an object in that it is not necessarily tied to the location of the target anymore. This enables the possibility to present the menu in different locations and also to interact with it using any of the different interaction methods, which might lead to different results compared to our previous mid-air selection study (Chapter 6.2). Table 7.1 shows the combinations of object selection and item selection for each menu technique.

<table>
<thead>
<tr>
<th>Menu Technique</th>
<th>Object Selection</th>
<th>Item Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-handed touch</td>
<td>Two-Handed</td>
<td>Two-Handed</td>
</tr>
<tr>
<td>Mid-air pen</td>
<td>Pen-Ray</td>
<td>Pen-Ray</td>
</tr>
<tr>
<td>One-handed touch</td>
<td>Pen-Ray</td>
<td>One-Handed</td>
</tr>
<tr>
<td>Device pointer</td>
<td>Pen-Ray</td>
<td>Device Motion</td>
</tr>
<tr>
<td>Surface</td>
<td>Pen-Ray</td>
<td>Surface Tap</td>
</tr>
</tbody>
</table>

We decided to use radial menus for all our mid-air menus as they have shown best results in the literature [e.g., Callahan et al., 1988; Das and Borst, 2010; Komerska and Ware, 2004] and keeping them the same reduces the impact of different presentations. In the center of the menu, we placed a ‘back’ button allowing the user to close the menu.

In the following, we describe the five menu techniques we used in our study (cf. Figure 7.1).

Two-handed touch: object & item selection by touch.

Two-Handed Touch Menu: The two handed touch menu is modeled after the most often used way of interacting with Augmented Reality content. The phone is held in the...
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Figure 7.2: The mid-air pen menu opened as a circular menu at the target location. The pen tip was always rendered above the menu to be used as a cursor.

non-dominant hand while the dominant hand interacts on the screen. The menu is opened by tapping on the rendering of the virtual object on the screen. A radial menu with roughly 90% of the height of the screen then opens around the selected target in mid-air and the user can select an item by tapping on it. Once the finger touches the screen, the item underneath it is highlighted. The menu always faces the camera when the phone is moved around the object. Tapping outside of the menu or on the inner area closes the menu without a selection.

Mid-Air Pen Menu: The mid-air pen menu uses the same visualization as the two-handed touch menu. However, opening the menu and selecting an item is done with the pen-ray technique. While the menu is open, only the tip of the pen is visualized in front of the menu. This allows using the pen tip as a cursor while avoiding occlusion of items by the user’s hand (cf. Figure 7.2). Hovering over an item highlights it.

For this and the remaining menu techniques, the action after pressing a button on the pen while the menu is open depends on the element behind the visible cursor. If the cursor is over a menu item, this item is selected. If the cursor is beside the menu, the menu closes, which is a similar
behavior to clicking outside of an open menu in current operating systems.

**One-handed**: The menu is shown on the left side of the screen.

**One-Handed Touch Menu**: The one-handed touch menu is similar to a normal table view that is shown on the left side of the touchscreen. After the menu is triggered by the mid-air selection, it is opened to the left of the touchscreen so that an item can be selected with the hand holding the phone. We chose the size of the menu based on the results of our grasp-study in Chapter 4.3. The shape of the menu follows the rotational movement of the thumb making it easy to touch each element. The top space of the menu is used for the ‘back’ button and pressing any button on the mid-air pen closes it as well.

**Device pointer**: Device movement controls the cursor.

**Device Pointer**: The device pointer uses the movement of the device to select an item in the menu. The menu is opened with a pen-ray selection and once the menu is open, a cursor is shown in the center of the menu. This cursor behaves as if a ray is cast from the camera onto the menu, which means that the translation and rotation of the smartphone is applied to the cursor. The cursor is also clamped to the size of the menu so that no overshoots are possible. If the user moves the device further than the edge of the menu, she has to return to the edge before the cursor moves again. This corresponds to an absolute mapping of the device movement onto the cursor movement. The item underneath the cursor is highlighted and pressing a button on the pen selects the item. While the cursor of this technique is shown, the sphere on the tip of the pen is removed to avoid confusion.

**Surface**: The menu is shown aligned with the table. Item selection by tapping the surface.

**Surface Menu**: The surface menu takes the knowledge about the environment into account. After a menu is triggered by a pen-ray selection, the pie menu is shown on the table surface in front of the user. Pie menus have also shown good results in tabletop scenarios [Komerska and Ware, 2004], so we decided upon this structure for the menu to keep the differences in visualization minimal compared
to the other menu techniques. As the user moves the pen close to the menu on the table, the object she is hovering over gets highlighted. Tapping the surface and lifting the pen selects the tapped item. Since depth perception is a known problem of Handheld AR (cf. Chapter 2.3), we display the shadow of the pen tip on the menu to aid the user in determining over which item they are currently hovering. The other techniques work by using ray-casting techniques, so that showing a shadow is not necessary for them. Due to the perspective, a menu with the same absolute size to the mid-air menu would look smaller on the screen. Therefore, we increased the size so that the rendered menu also takes up around 90% of the device height when looking from the participant’s seated position. The location of the menu stays the same throughout the session so that users can remember the location even if the table is not visible through the viewport when opening the menu.

World-fixed menus did not perform as well as object-fixed menus in the study by Das and Borst [2010] and this design likely requires longer movement times since the menu is not automatically placed close to the object selected or at the fingertips of the user. Also, this is the only technique requiring a depth estimation to move to the intended location, potentially increasing the interaction times. However, the added haptic component of the surface might improve the interaction so much that users accept the longer movement and interaction times.

While there are many other ways how menus could be implemented for the different interaction methods, the techniques we have chosen represent basic methods for each. Since the basic parameters for each menu are the same, this allows us to compare the effect of each interaction method on menu performance. This also becomes apparent when placing our menu techniques into the taxonomy by Dachselt and Hübner [2007], as the major differences are specific to the interaction method:

- **structural layout**: one-handed touch uses a list in an arc; all others use a radial pie menu;

- **reference and orientation**: ‘virtual object’ and ‘user facing’ for two-handed touch, mid-air pen, and device
In the following section, we describe our study comparing the different menu techniques.

7.3 Comparing Menu Techniques

To understand how the different interaction methods affect menu performance, we performed a study comparing the menu techniques in terms of successful selections, time for selection and movement of the device as well as subjective feedback regarding ease of use and comfort while using the menu. We included measurements on device movement since more movement could increase muscle strain making it harder to keep the device in hand. Particularly for device pointer we also wanted to see whether users preferred to use translation or rotation movement to select an item.

The task for the participants was to select an emoji shown on the screen from a menu around a virtual cube. This represents the task in which a user opens a menu with the intended option in mind but not knowing where it will be located in the menu. Keeping everything aside from the interaction method for the item selection similar between each condition enables us to judge the impact of the different interaction methods. Our results can then be used as a starting point for an interaction designer to decide which menu technique to use.

7.3.1 Study Setup

We implemented the menu techniques starting from our open-source ARPen system (cf. Chapter 4). For our study,
Figure 7.3: Participants had to open the menu for the green cube and select the emoji that was shown on the top right of the screen. The marker on the table ensured that the cube position was consistent between participants.

16 cubes with an edge length of 3 cm were placed about 40 cm in front of the seated participant. The different cubes served as targets to open the menus for and we varied their position to avoid confounding effects from target placement. Since all techniques used ray-casting methods for the selection of targets, we did not vary the depth of target objects in the scene. A marker pattern on the table ensured that the position of the cubes stayed consistent between participants. For each trial, one of the cubes was highlighted in green, marking it as the target cube the menu should be opened for. Each cube was used twice as the target cube resulting in 32 trials per menu technique. The order of the target cubes was randomized.

We used emojis as the items in the menus since they offer a strong visual and semantic differentiation suitable for our general task. The target emoji was shown in the top right corner of the screen. This emoji was randomly picked from one of eight categories: Faces, people, activities, flags, animals, food, travel, or objects. We chose the candidates for every emoji category so that they were easily distinguishable from each other. Each menu contained eight items based on the findings from related work [Kiger, 1984; Miller, 1981]. Random selections from the other categories

We implemented the menu techniques for the ARPen system.

Each menu contained a random selection of 8 emojis.
of emojis were used to fill the remaining places in the menu. The placement of the emojis inside the menu was randomized but we ensured that the target emoji was placed at every position four times for each menu technique. Selecting an emoji closed the menu and showed the next target cube and target emoji regardless of whether the selection was correct or not. Opening the menu for a cube other than the current target cube showed a selection of emojis without the target emoji.

### 7.3.2 Study Procedure

Participants sat in front of the table with the marker patterns. Each participant was asked to hold the phone in her non-dominant hand using her index finger and pinkie, leaving the thumb available for interaction with the touchscreen (pinkie-grasp from Chapter 4.3, see Figure 4.3, a). The participant was given time to test out the grip and the interaction before we explained the menu techniques and task of the study. Since our example usage scenario of mid-air modeling requires frequent specifications of mid-air points, we asked participants to keep the pen in their hand even for the two-handed touch technique which does not require the use of the pen otherwise. For each technique, we explained how the menu could be opened, described the visualization, and showed how an item can be selected. The participant could then try out the menu to familiarize herself with the interaction. Once the participant was confident in using the menu, she could select a button beside the marker to switch to the recording stage. The recording stage started with one additional test trial that was not recorded. This way, all recorded trials followed the same interaction sequence. If the participant needed a rest or stopped to comment on the interaction, we marked the current trial as an outlier and restarted the last trial. After each cube was used twice as the target for the menu, we asked the participant to rate how easy she thought the use of the menu was and how comfortable she felt during the interaction. Furthermore, we asked how she rated the combination of interaction techniques to open the menu and select an item as the interaction was not the same for every menu technique.
7.3 Comparing Menu Techniques

During the interaction with one menu technique, the moderator noted qualitative comments about the interaction. After having used all five menu techniques, we asked participants to rank them from best to worst. In total, each participant selected 160 emojis (32 trials $\times$ 5 menu techniques). The order of menu techniques was counterbalanced using a Latin square.

7.3.3 Measurements

We recorded the success of every trial by determining if the correct emoji was selected. Furthermore, we recorded the time for each trial separated into the time to select the target cube ($timeToMenu$) and the time from showing the menu to selecting the item ($timeToItem$). For the device movement we recorded the change of movement between frames for translation and rotation individually per axis with a frequency of 30Hz. The individual measurements per axis were summed up for the overall movement indicator.

For the subjective ratings for ease of use ($ease$), comfort of the interaction ($comfort$), and combination of selection techniques ($CoST$), we recorded 7-point Likert-Scale ratings for each technique as well as a ranking of all five techniques.

7.3.4 Evaluation

From our initial 15 participants, we excluded the data of one user as she was the only user who repeatedly selected the wrong target cube and then selected a wrong item. Also, she opened and closed menus more often than other users. We recruited another participant to fill the Latin square and have measurements for 15 participants (5 female, 22–54 years, M = 29 years, SD = 10.3 years, all right handed). Due to an error, two trials were not recorded. Overall, we collected measurements for 2398 item selections. For every participant, we summed up the number of successful selections for each menu technique and divided it by the number of repetitions to calculate the percentage
of correct selections (success). We averaged the time to open the menu (timeToMenu), the time to select an item (timeToItem) as well as the translation and rotation movement (translation, rotation). We present our results based on the evaluation technique described in Appendix A. For each measurement of a menu technique, we subtracted the corresponding value of the baseline value (two-handed touch). This way, these results show the within-subject differences between the menu techniques and the baseline condition. For the following graphs, this means that values to the right of zero indicate that the baseline technique had less of the measured variable, while values to the left indicate higher values for the baseline compared with the other technique. For success, we did not subtract the percentages of the technique and the baseline but divided the success rate of the technique by the success rate of the baseline before calculating the differences. Therefore, we are able to report the differences not as percentage points but percentages. Since the interpretation of differences in Likert-scale data is not defined, we report the means and bootstrapped confidence intervals for the subjective ratings without computing the difference to the baseline.
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7.3.5 Results

In the following, we present the results of the study, first focusing on the measured data before reporting the subjective ratings of the participants and the qualitative remarks during the study. The overall confidence intervals without within-subject adjustment are shown in Figure 7.4.

Success, Time, and Device Movement

All techniques reach a high success rate (two-handed touch \( M = 99.79 \% \); CI [99.17 \%, 100 \%]) and there seem to be no differences between them with an indication that surface could be less successful.

For timeToMenu, the baseline condition (two-handed touch, \( M = 1.38 \) s, CI [1.3, 1.5]) shows faster results compared to the other techniques. Using the other techniques, participants had to use the pen-ray selection to open the menu. The difference of around 1 s to mid-air pen is similar to the difference found in our selection study (cf. Chapter 6.2). Even after the menu is opened, surface has the slowest timeToItem compared to the baseline (two-handed touch, \( M = 1.37 \) s, CI [1.2, 1.6]). One-handed touch seems to be close to the baseline with mid-air pen and device pointer following.

All techniques have a high success rate.

Using two-handed touch is faster and surface takes the longest.
Regarding the movement of the device after opening the menu, translation and rotation show that, as expected, surface shows the most movement of the techniques. Device pointer measurements show that, compared to the baseline, participants used both more rotation and translation movement. This indicates that not one type of movement was singularly used. Both mid-air pen and one-handed touch seem to be similar in the required movement of the device compared with the baseline with a trend to more translation. On average, participants translated the device by 12.6 cm (CI [10.6, 14.6]) and rotated the device by 19.9 degrees (CI [17.8, 22.6]) in the baseline condition.

Ease, Comfort, Combination of Selection Techniques, and Ranking

Looking at the subjective ratings for ease of use of the techniques (cf. Figure 7.5, top), we see that the two-handed touch baseline was rated as the easiest technique to use. The other techniques show ratings similar to each other but the tendency goes towards the order mid-air pen, one-handed touch, device pointer, and surface. Ratings regarding the comfort are even closer together than the ratings for ease of use (cf. Figure 7.5, middle). Especially mid-air pen, one-handed touch, and device pointer move closer together and also two-handed touch was rated more similar to them while still being rated more comfortable. The results of asking participants to rate the combination of selection techniques (CoST) to open the menu and select the item shows that the techniques that use the same method for both (two-handed touch, mid-air pen) achieve the highest ratings (cf. Figure 7.5, bottom) followed
7.3 Comparing Menu Techniques

Figure 7.5: Subjective ratings for ease (top), comfort (middle), and combination of selection techniques (CoST, bottom). Two-handed touch has the highest ratings while surface seems to be less easy and comfortable to use.

Figure 7.6: Subjective ranking of the menu techniques. Two-handed touch seems to be most preferred while surface is often placed in the last position. One-handed touch and mid-air pen are placed high and device pointer at all positions.

by one-handed touch. Device pointer and surface received lower ratings. The ranking of techniques shows that participants seem to prefer the baseline condition (two-handed touch) while placing surface often in the last place (cf. Figure 7.6). Both one-handed touch and mid-air pen are placed more towards the top of the ranking while device pointer was placed at every place of the ranking.

Participants prefer two-handed touch before one-handed touch & mid-air pen.
Qualitative Remarks

While surface seemed to be less liked by participants, several mentioned that they liked the physical guidance of the surface, but only two rested their hand on the surface while approaching the target item. However, participants commented that they did not like the switch in context between mid-air target and menu on the surface. For device pointer, seven participants explained confusion about which device/cursor to use for which step even though only one cursor was visible at any time. On the other hand, other participants assumed that the performance of this technique could improve a lot when using it for a longer time, with three participants explicitly stating that the learning process was very fast. The biggest commented issue for one-handed touch was that participants had trouble holding the phone in the grip and simultaneously using the thumb to interact. Others, however, mentioned that they liked that the menu is directly under the thumb and that the shape would help to select the menu items. For one-handed touch, two-handed touch, and mid-air pen, participants said that they found the techniques easy to use and especially two-handed touch would be what they are used to. However, two participants mentioned that it would be annoying to switch between mid-air interaction with the pen and touchscreen interaction frequently. Similar to our previous studies, participants noted that they felt fatigue in their arms since they had to hold both phone and pen in mid-air for most parts of the interaction. This shows that this interaction is not suitable for prolonged use but more for short periods of time.

7.4 Discussion

Our results indicate that the baseline condition of two-handed touch is the fastest and most preferred technique to use to interact with menus in 3D environments on a handheld device. This is interesting in comparison to our previous selection study (Chapter 6.2) in which the pen-ray interaction was more similar to the two-handed interaction. On the other hand, the one-handed interaction was
not rated high in the selection study but achieved good results and ratings in this study. This means that fixing the menu to the side of the screen improves this technique. *Mid-air pen* and *one-handed touch* are not far behind *two-handed touch* as they showed not only similar success rates but did not differ much in terms of the device movement and also achieved sufficiently close selection times. Only for the time to open a menu, *two-handed touch* seems to be about one second faster which is in line with the findings from our selection study. In a use case where a lot of the interaction is happening mid-air, such as sketching or manipulating objects, frequent switches between mid-air and touchscreen interaction will limit this time benefit of *two-handed touch*. In such cases, staying within the context in mid-air could prove to be advantageous. *One-handed touch* and *mid-air pen* performed largely comparable. The differences in the time to open the menu between the techniques that use the pen-ray selection to trigger the menu can be explained by the different behavior after an item has been selected and the new target cube is highlighted: For both *one-handed touch* and *device pointer*, the focus of the user is not on the mid-air pen, requiring the user to find the pen tip again. For *surface*, participants had to lift the phone from the surface to see the mid-air cubes again. While users preferred using the same method for opening the menu and selecting an item in *mid-air pen*, *one-handed touch* seems to be a bit faster for selecting the menu item and it can be used independently of the pen position in mid-air. This could be advantageous for more complex menu input so that users can rest their hands and are not required to keep them lifted during the whole interaction. This point could also be a benefit for *surface* which did not perform as well as other techniques in our metrics. We expected that this technique requires more movement and time for the interaction due to the world-stabilized style of the menu and also since it is the only menu technique that requires a depth estimation by the user to move to the intended location. On the other hand, the physical surface provides haptic feedback during the interaction and we wanted to see whether this could compete with the movement and time increases. While participants mentioned that they liked the physical guidance of the surface, they gave this condition lower ratings and a lower ranking. This menu technique might be helpful to
use in scenarios where opening and closing the menu does not happen frequently and when the menu interaction is followed by an interaction for which the physical surface provides an advantage. An example could be the situation where a hand drawing should be projected on a plane or object in the scene. Selecting the object mid-air could then lead to the menu specifying the drawing properties using the surface menu before using the physical surface to draw. Device pointer achieved mixed results indicated also in the spread across all placements in the ranking. While success rate and interaction times are comparable or close behind the other techniques, using this techniques requires more movement of the device and participants mentioned that it is more difficult to understand this technique. On the other hand, participants also mentioned that the interaction would be fast to learn. Since it does not require moving the pen or the focus of the user, it could be an interesting technique for routine and quick selections that can then be selected blindly by ‘flicking’ the device. An example could be to choose that the selected object should be moved. After selecting this option with device pointer, the object snaps to the pen tip so that it can be placed.

For menus, there is no “one size fits all”, and designers will have to weigh the different options for their specific scenario. Our results give them a starting point, e.g., to decide whether an increase in item selection time of about one second is acceptable if the device pointer otherwise fits their interaction scenario. The measurements do not directly disqualify any menu technique and for each there could be a scenario where it is the most sensible choice. Following, we present general suggestions as well as potential use cases, based also on the qualitative feedback from our participants, in which choosing a menu technique other than the “fastest” or “most accurate” could make sense:

- If the interaction happens on the touchscreen and only occasionally mid-air, use the standard two-handed touch.

- If most of the interaction happens mid-air, consider using one-handed touch and mid-air pen. The preference for either depends on the use case.
7.5 Summary & Future Work

• For quick and routine actions, consider *device pointer*. Users will be able to keep the mid-air pen and their focus at their current position.

• If the interaction after using the menu benefits from a physical surface, using *surface* provides the benefits from the haptic surface, which could outweigh its drawbacks such as longer interaction times.

Our study provides first insights into the effect of different interaction methods on menu performance in Handheld AR systems. To encourage further research and replication, we provide both our software and data.

7.5 Summary & Future Work

In this chapter, we presented the results of a study comparing menu techniques for Handheld AR applications using a mid-air pointing device. The menu techniques were sampled to account for the different interaction methods such a system offers: mid-air, touchscreen, physical environment, and movement of the device itself. We found that the standard technique of *two-handed touch* seems to achieve the best results overall. However, if most of the interaction happens in mid-air, switching to the touchscreen can become annoying. In such cases, a menu in mid-air (*mid-air pen*) or a menu on the side of the touchscreen to be operated by the hand holding the smartphone (*one-handed touch*) seems to be the preferable options. Our results provide interaction designers with an estimation of the differences between the menu techniques so that they can pick the most suitable for their application.

We have used a simple scenario for our study to evaluate the general impact of the different interaction methods on menu performance and reduce the impact of extraneous factors as much as possible. Future studies could increase the external validity by studying the menu techniques in scenarios closer to the real world. This could mean different

We compared different menu techniques. *Two-handed touch* achieves the best results, followed by *mid-air pen* & *one-handed*.

Future work could study menu techniques in different scenarios.

[1] hci.rwth-aachen.de/armenus (accessed 28.05.2021)
surroundings, such as cars and kitchens, as well as different tasks, such as menu interactions embedded in a modeling or drawing task. While we focused on menus that use the main interaction capabilities of a Handheld AR system with a mid-air pen, there are numerous ways how such a system could be extended. These extensions, for example back-of-device or voice interaction, could also be used for menu interactions and we encourage further exploration in this direction. Other studies in this area could adjust different aspects specified by the taxonomy from Dachselt and Hübner [2007], and study their impact. Our study investigated context menus, but global menus are important as well and their combination is required for an application. For example, the ARPen system uses one-handed touch for the selection of different plugins and the results from this study suggest that this is a suitable technique. Displaying a context menu in a similar way would be possible, but using mid-air pen could clearer separate a global from a context menu. Further studies could investigate the combination possibilities. Another interesting direction, for example, is to adjust the hierarchical nature to require multiple menu levels and the navigation between them—a possible visualization for additional menu levels is discussed by Gebhardt et al. [2013]. Other promising research questions include matching different menu techniques to specific tasks such as browsing through 3D objects, and then combining these different menus in a coherent and usable way.

Moving on from menus as an example of a system control task, we address the cognitive component of navigation, called wayfinding, in the next chapter. We design and evaluate different depth visualization techniques that help in determining the position of the mid-air pen relative to other objects in the scene.
Chapter 8

Depth Visualizations

In the previous chapters, we have designed and evaluated interaction techniques for the areas of selection & manipulation and system control. In this chapter, we address the cognitive component of navigation, which LaViola et al. [2017] call wayfinding. Wayfinding includes understanding the arrangements of objects and the user’s own position in the environment, for example, in order to move to a new position. However, perceiving the depth information of a virtual object in AR and VR is problematic (cf. Chapter 2.3). This creates issues for situated modeling tasks in Handheld AR, because even though it is relatively simple to find a specific location in the real world and move the pen to it, it is considerably harder to find that spot if the object to target is virtual. For selection tasks, this leads to ray-casting methods being preferred, which select the first object that is hit by a ray shot from a touchpoint on the device’s screen or through the tip of the mid-air pen (cf. Chapter 6.2).

At the same time, actually finding and moving the pen to a specific location in the environment is a central task for

Publications: The work presented in this chapter has been done in collaboration with Adrian Wagner, Simon Voelker, and Jan Borchers. It is published as a full paper at ACM CHI ’20 [Wacker et al., 2020]. The author of this dissertation developed the research idea and is the main author of the paper. He designed the techniques as well as planned and executed the study together with Adrian Wagner. The author also analyzed all data from the study. Most sections in this chapter are taken from the full paper publication.
Aligning the pen with a virtual object is required for isomorphic drawing. mid-air modeling systems. For example, to sketch a line from one virtual object to another, a user first has to find the correct spot on the virtual object from where she wants to draw the line. While ray-casting techniques could place a remote cursor at the intersection and map pen movement onto that cursor to create a non-isomorphic drawing technique, this approach takes away a key advantage of AR modeling, because now the position of the real world pen does not align with the position of the virtual pen anymore, and haptic properties of the physical environment can no longer be used for guidance.

To tackle this fundamental problem of mid-air interaction in Handheld AR, we defined and implemented different visualization techniques that show the position of the pen in relation to surrounding objects, and compared them to a baseline condition with no such visualization. We ran our comparisons in scenes with both solid and wireframe objects. Based on our results, we provide design considerations for visualizing the 3D position of a mid-air pointing device in Handheld AR.

Our contributions in this chapter therefore are:

- the definition and comparison of different visualization techniques to show the 3D position of a mid-air pointing device in relation to surrounding objects in Handheld AR,

- design implications accounting for the advantages and disadvantages of these visualizations.

Following this introduction, we give an overview of related work in depth perception in virtual environments. We then present the different visualization styles we designed, and how we implemented them, followed by our study setup and procedure. After summarizing the results of our study and discussing their design implications, we conclude with an outlook on future work.
8.1 Related Work

In order to create a realistic representation of the 3D position of a virtual object in virtual environments, the system needs to simulate depth cues (cf. Chapter 2.3). Most studies on depth cues focus on stereoscopic systems [e.g., Ellis and Menges, 1998; Jurgens et al., 2006; Livingston et al., 2009]. Those dealing with Handheld AR systems tend to look at farther distances, for applications like X-ray viewers or AR browsers [e.g., Dey and Sandor, 2014; Swan et al., 2017; Wither and Höllerer, 2005]. Wither and Höllerer (2005) compared different depth cues in a headworn AR environment for distances of more than 20 meters. They compared different visualizations in which the size of a cursor varied with the distance, shadow planes showed the layout of objects, a top-down overview of the scene was provided, or the color of objects in the scene changed based on the current cursor position. They found that other objects in the scene improve depth accuracy, but the visualizations themselves did not improve accuracy as much as expected—something they attribute in part to the visualization system used. The top-down view was preferred by users, and performed well, especially for the nearer objects in their study. The color visualization also received positive user responses. Other studies showed that one of the most effective cues to indicate the depth of a virtual object is displaying its shadow [Diaz et al., 2017; Drascic and Milgram, 1996; Hubona et al., 1999; Wanger et al., 1992].

Studies of depth perception in virtual 3D environments differentiate between egocentric and exocentric depth perception [e.g., Dey et al., 2012; Dey and Sandor, 2014; Swan et al., 2006]. Egocentric depth perception measures the distance of an object from the viewer, while exocentric depth perception looks at the distance between different objects in the scene. Most research so far has focused on egocentric depth perception [Dey et al., 2012; Jones et al., 2008].

In our study, we look at a task for which both egocentric and exocentric depth perception are important. To reach a specific point on a virtual object with her mid-air pen, a user first has to evaluate the depth of the object relative to Most studies on depth cues focus on stereoscopic systems.
her own position, and then continuously evaluate the position of the mid-air pen tip relative to the target position to reach the intended location in 3D space. Our study is the first project to evaluate different depth visualization techniques for such a task using a Handheld AR system with a mid-air pointing device.

8.2 Visualization Styles

We designed 5 depth visualizations.

**minVis:** the sphere on the pen tip interacts with the environment.

We define five visualization styles to indicate the 3D position of the pen tip relative to other objects in its environment. Our baseline is a minimal visualization without any extra depth information, while four depth visualizations build on this baseline to provide more information for the depth dimension (cf. Figure 8.1).

**Minimal Visualization:** In our selection study (Chapter 6.2), we found that displaying no indication of the pen tip does not allow participants to select objects in a 3D scene: only 3% of targets were successfully selected. This indicated that it would not enable users to select a point on a virtual object either. We also found that rendering a small sphere at the tip of the tracked pen improved selection performance because it represented another object in the scene. Like every other virtual object, this sphere was not rendered if inside or behind another virtual object. Other than that, it did not provide additional information about the position of the pen. For the depth visualizations, we define this as the minimum viable visualization to estimate the position of the pen in the scene.
We use the depth cue of occlusion only for the tip of the pen, not for the whole pen and hand holding it. One reason for this is that current smartphones cannot reliably track moving physical objects in the scene to calculate how they occlude virtual objects (cf. Chapter 2.3). While this technical limitation could be overcome with a lab study, modeling and rendering the hand would also occlude a large part of the virtual information on the smartphone’s small screen, and the effects of this on scene perception and the overall user experience will need to be studied first. Rendering only the pen without the hand into the scene would be easier to achieve technically, but the perception of ownership is affected by the style of visualization [Rosa et al., 2019]. Since the pen would be rendered in front of the hand holding it, “cutting off” its thumb, it would create an unnatural visualization that would likely affect the sense of holding the device [Schwind et al., 2017]. Until perceptual issues such as these are answered and hand-tracking capabilities increase, we decided to focus on the visualization of the position of the pen tip for this work. We present potential future research directions exploring these issues at the end of this paper. Not relying on a visualization of pen or hand, however, also makes our results easier to apply to other input devices that support the fundamental interaction of specifying a mid-air position in Handheld AR.

All following techniques build up from this minimum viable visualization. For each visualization, we provided users with a way to toggle it on and off using a button on the pen. This way, the additional visualization could be brought up only when needed, without cluttering the scene otherwise. This is important to keep in mind when interpreting our findings.

**Depth Ray:** Since ray-casting methods have shown good results for selecting objects, we created a method based on the ray from the camera through the tip of the pen into the scene. We display the distance of the pen tip to the next object behind it in cm. This lets users judge the distance of the pen to the objects behind it, which, for the problematic task of moving the pen to the correct 3D position, can help to decide whether large or fine movements in the depth direc-
tion are needed to reach the intended position. However, this visualization does not give any additional information in other directions than behind the pen tip.

**Bubble:** To show distance information in all directions, we defined a bubble visualization. When triggered, a semi-transparent bubble linearly grows outward from the current pen tip position over one second, while remaining centered around the pen tip. During the increase in size, the intersections of the bubble shell with objects in the scene are highlighted. This means that objects farther away from the center of the bubble are intersected later than closer objects and the intersections indicate a larger size of the bubble. Other than that, the bubble behaves like other virtual object in the scene, and is therefore occluded by objects in front of its shell and occludes objects behind its shell.

**Shadow:** Previous studies have shown that shadows improve depth perception in virtual environments [e.g., Drascic and Milgram, 1996; Diaz et al., 2017; Wanger et al., 1992]. However, the viewing area in Handheld AR is very limited, and the next surface to project shadows on, such as the table surface, is often outside the camera image, so seeing the shadow would require moving the smartphone camera. Therefore, we chose to display the shadows on an artificial horizontal plane rendered slightly lower than the current viewing height. The light source is placed above the scene, so that all items cast their shadow downwards onto each other or the artificial plane. This includes the small sphere at the pen tip.

**Heatmap:** To show the mid-air position of the pen relative to all objects in the scene, a heatmap visualization can be used. Similarly to the “Marker Color” technique by Wither and Höllerer [2005], it shades all objects by replacing their original color with a color indicating their distance to the pen tip. For our naive implementation we linearly transitioned from full green to full red in RGB space over 200 mm. Far away objects are colored in red, and the shading gradually changes to green the closer the object is to the pen.
tip. In addition, we colored surface areas within 10 mm of the pen tip in blue to indicate the closest surfaces. We checked the visualization with a red-green color vision impaired user to confirm that the difference between the red and green color was strong enough. A linear gradient between colors in RGB space is not perceived as linear by humans [Lissner and Urban, 2012] but it can provide us with a general impression of the effectiveness of such a visualization by showing if users are able to apply the mapping that red is farther away from the target than green.

Aside from the five depth visualization techniques described above, we designed and implemented several other visualizations, such as displaying grid lines, adding light sources to the pen tip or camera to light the scene, and rendering lines between the pen tip and a number of closest objects. However, pilot studies showed that these techniques were harder to understand and interpret than the visualization techniques we selected for this study.

8.3 Study of Visualization Styles

In order to test the performance of our proposed visualization styles, we compared them to the baseline condition that uses minimal visualization (\textit{minVis}). Many 3D pointing operations require identifying the distance of the input device to its surroundings, e.g., to arrange objects or to create a connection between them. We tested the case of finding the correct location on a virtual object in mid-air. This task setup is basic enough to be applicable to many other settings since the perception issues on mobile devices stay the same. All of our techniques could be applied to a physical environment and physical objects as well if all the elements in the scene are tracked. The performance of each technique would likely increase then, because physical effects, such as peripheral vision around the device or haptic feedback from objects, could be used to support moving to the intended location. As mid-air modeling systems can feature both solid objects and wireframe models (or sketched lines), we included both cases, \textit{solid} and \textit{wireframe}.

We designed other visualizations but did not include them in our study.

We tested the case of finding the correct location on a virtual object in mid-air.

We included solid and wireframe objects.
8.3.1 Study Setup

We implemented our visualizations for our open-source ARPen system (cf. Chapter 4). Users can toggle the current visualization on or off by pressing a button on the pen—our pilot users preferred this to having to keep holding the button down to see the visualization. Our implementation only took surrounding virtual objects into account but the visualizations could be applied to physical objects as well. To enable the visualizations for physical objects, the position and geometry of these objects needs to be tracked.

The task for each trial in our study was to move the pen to a specific location on a virtual cube object and start drawing a line from that location. The interaction volume for our study was $400 \times 400 \times 400$ mm in front of the participant, so that the whole area was in arm’s reach. To keep the position of the interaction volume constant between participants, we used a marker on the table to fix its position. We separated this volume into $3 \times 3 \times 3 = 27$ areas, and placed a virtual cube into each area, with an edge length of either 30 or 40 mm to prevent the depth cue of relative size to influence our task. The cube’s position in its area was randomized for each new condition, while ensuring a gap of at least 20 mm between two adjacent cubes. For each trial, we showed eight cubes and marked a location on a target cube to indicate where to move the pen to. Since this location should be visible to the user, we first excluded cube sides that were invisible when looking from a centered position in front of the interaction volume—this included back-facing sides for all cubes and, e.g., the right-facing side of a cube on the right side of the interaction volume. On a random remaining side, we chose a random position as the target position for this trial. In the case of wireframe objects, this position was limited to the edges of the surface. We indicated this position with a purple sphere clearly visible against the rest of the cube. Participants had to reach this sphere with the pen as precisely as possible, and start drawing a line from this position. This line was a placeholder for an action in a real modeling task; so its shape was not relevant for our evaluation and we did not analyze it.
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Figure 8.2: Wireframe objects in the study. Before starting the trial, participants had to move the smartphone to align the yellow and red spheres. The target location on the cube was indicated by a purple sphere.

To control the starting position for each trial, we added two spheres to the scene, one at the center of the near side, one at the center of the far side of the interaction volume (cf. Figure 8.2). Participants had to align these spheres on the screen and lift the pen into the camera view to start each new trial in a comparable situation.

8.3.2 Study Procedure

Participants sat in front of a table with the marker. They were asked to hold the device in their non-dominant hand in the pinkie-grip: resting on the pinkie and gripped by the index finger (cf. Figure 4.3 a). Participants could familiarize themselves with the grip and drawing with the mid-air pen before we introduced the task and the visualization techniques. Before each new technique, we explained how it works, and let them familiarize themselves with it for up to three minutes. Once they were confident to continue, we started recording the trials. We chose the cube with the target marking randomly from the 27 cubes, and repeated the trial 16 times, making sure that no cube was selected twice as the target cube. After completing the 16 repetitions for a condition, we asked participants to rate their confidence in the ability to find the intended location, the helpfulness
of the visualization, and how easy it was to comprehend. While they were completing the trials for a visualization technique, the moderator captured qualitative comments and observations about the interaction. After using all five different visualization techniques, we asked participants to rank them by preference from best to worst. Each participant selected 160 positions in mid-air (5 depth visualizations \((\text{minVis, depth ray, bubble, shadow, heatmap})\) \(\times\) 2 object styles \((\text{solid, wireframe})\) \(\times\) 16 repetitions). The order of visualization techniques and object styles was counterbalanced using a Latin square.

8.3.3 Measurements

For each trial, we recorded how far the initial drawing position deviated from the intended position indicated by the marking \((\text{distanceToTarget})\). We also measured the time from the beginning of the trial to the beginning of the first drawing operation \((\text{timeToTarget})\). To evaluate how often the visualizations were used to find the intended position, we recorded how long the visualization was active, and from this calculated a relative duration \((\text{visualizationPercentage})\). The times before aligning the spheres or after completing a trial were not recorded to give the participants time for comments. If participants needed a rest or stopped during a movement task, e.g., to provide a longer comment, we repeated the last trial. This happened 49 times in our study. For confidence, helpfulness, and comprehensibility, participants rated the techniques on a 7-point Likert-scale, and ranked them from best to worst.

8.3.4 Evaluation

We recruited 10 participants (4 female, 21–28 years, \(M = 25\) years, \(SD = 1.8\) years, all right-handed, no self-reported color-vision deficiencies). Overall, we recorded information for 1599 finding operations, as one trial was not recorded due to an issue with the device. For every participant, visualization, and object style, we averaged the
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Figure 8.3: Results for distanceToTarget and timeToTarget. Means and 95% CIs without within-subject adjustment.

deviations (distanceToTarget), time to move to the intended location (timeToTarget), and percentage of time the visualization was active (visualizationPercentage). We calculated confidence intervals and effect sizes based on the procedure described in Appendix A. These effect sizes show the within-subject differences between the measurements of the visualization techniques and the baseline condition (minVis). Consequently, in the following graphs a value to the right of ‘0’ indicates more of the measured variable for the visualization technique compared to the baseline, while a value to the left indicates less. As the subjective ratings were recorded as Likert-scale ratings for which the meaning of differences is not defined, we did not compute the difference to the baseline but report the means and bootstrapped confidence intervals. Individual results for the visualization techniques, such as measurements for the overall results, are calculated and reported the same way.

8.3.5 Results

We report the results of our study starting with recorded measurements before continuing with subjective ratings. The overall confidence intervals without within-subject adjustment are shown in Figure 8.3. Following, we analyze within-subject differences for our measurements.

We evaluate within-subject differences using confidence intervals.
Distance to Target

Regarding the distance of the first drawing operation to the target location, no clear differences of the visualizations compared to the baseline are apparent. That most of the means and the confidence intervals are to the left of 0, especially for heatmap, indicates smaller distances to the target compared to the baseline of minVis ($M = 9.21$ mm; CI [3.87, 15.86]). The larger spread of confidence intervals in the wireframe condition is linked to a larger spread particularly in the minVis condition. The individual distance results, especially for heatmap, have narrower confidence intervals (cf. Figure 8.3). The style of objects, solid or wireframe, shows the greatest difference relative to minVis in the bubble condition.

Time to Target

Evaluating $timeToTarget$ shows that using the visualization techniques, except for heatmap, seems to increase the time required to reach the intended target compared to minVis ($M = 7.16$ s; CI [6.16, 8.18]). Especially for shadow+solid, users seem to take more time compared to the baseline. Heatmap performs similar to minVis and is perhaps marginally faster for wireframe objects.
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Percentage that the Visualization was Active

Since there was no additional assistance in the minVis condition, the graph shows the individual percentages that each visualization was active while approaching the target. The diagram clearly shows that bubble was used considerably less than the other visualizations. All other visualizations were used a comparable percentage of the time. For depth ray and shadow, it seems as if the visualization is used less for solid objects. In 133 trials, participants did not activate the visualization technique at all. Most of these trials belong to the bubble condition (87 trials) followed by shadow (33 trials), depth ray (10 trials), and heatmap (3 trials).

Confidence, Helpfulness, Comprehensibility

Participants’ subjective ratings show that they felt the most confidence to be able to find the location when using heatmap (cf. Figure 8.4, top). Shadow and depth ray seem to be rated lower, with bubble and minVis even more so. The perceived helpfulness of the visualization follows a similar pattern (cf. Figure 8.4, middle). All participants gave heatmap the top.
Figure 8.4: Subjective ratings for confidence, helpfulness, and comprehensibility. Heatmap achieved the high ratings overall, followed by shadow and depth ray. For comprehensibility, minVis is also high, with depth ray being rated lower.

mark, while there is no difference in ratings of depth ray and shadow. Bubble and minVis clearly scored the lowest. Comprehensibility of minVis, heatmap, and shadow was rated very high (cf. Figure 8.4 bottom). Depth ray and bubble were rated lower. Most of our participants ranked heatmap as their preferred visualization technique (cf. Figure 8.5), followed by shadow and depth ray with similar rankings. Bubble and minVis are mostly ranked on the last places.

Qualitative Comments

Participants noted that the visualization of the pen tip and its interaction with the environment provided good information during the final approach to the target object, as the tip would disappear once it was inside the object (P3: “The pen tip entering the cube made it feel like I could precisely estimate the position but [it] took long”). Comments regarding heatmap were generally positive, and participants noted that they would also get information if the pen tip was inside a solid object. For depth ray, wireframe created problems: Participants mentioned that it was hard to differentiate between lines that were rendered close to each other but varied in distance (P6: “The full cubes helped a lot more, because you exactly know what surface the measurement is based on”). Participants also stated that it was difficult to inter-
Figure 8.5: Subjective ranking of the visualization techniques. *Heatmap* is ranked first most frequently, with *depth ray* and *shadow* contending for rank two and three. *Bubble* and *minVis* share the last two places.

pret the numerical value, and that therefore it was often used just as a trend of movement. In the *shadow* visualization, participants mentioned that they preferred to use the technique for *wireframe* objects, as it also provided information inside the object, whereas shadows of *solid* objects often overlapped each other (P5: “Filled cubes made finding the shadow of the pen tip more difficult”). Participants also said that tilting the device downward to see the shadow plane limited their viewing options with the device. *Bubble* received mostly critical comments, stating that the visualization was hard to understand (P5: “The bubble is not helpful at all, I do not get it”).

8.4 Discussion & Design Implications

The results of our study indicate that *bubble* is not a good visualization technique to show the position of a mid-air pen, as participants rated the helpfulness of the visualization low and mentioned that they were not able to comprehend the depth cue. This also becomes apparent in the
high number of trials in which participants did not even activate the visualization. *Heatmap* achieved the highest ratings and had good performance results, as it showed the greatest possibility for improving accuracy and movement time. While *depth ray* only showed the distance in one specific direction, and *shadow* required the user to tilt their device to see the visualization, *heatmap* and *bubble* showed the position of the pen tip in all directions. However, *bubble* did this in a non-permanent, time-based way, whereas *heatmap* was visible all the time and on all objects in the scene while active. Coloring the whole scene worked well in our setup. If, however, the texture of an object provides the target that the user wants to move the pen to, then this might require the user to switch off the visualization for the final approach. If such a case occurs regularly, the application designer might want to switch to other visualization techniques such as *shadow* or *depth ray*. We suggest additional solutions in Chapter 8.5.

*Depth ray* and *shadow* performed quite similar, and also received comparable ratings. While *depth ray* seems to be slightly faster than *shadow*, *shadow* scored higher in comprehensibility. However, the qualitative comments show that the usefulness of these techniques was seen differently based on the style of objects in the scene. While *shadow* was considered more useful in scenes with *wireframe* objects, because the shadows do not overlap or occlude the shadow of the pen tip, *depth ray* was said to work better in scenes with *solid* objects. A reason for this is that it is more difficult to understand which element in the scene the current distance is referring to in scenes with *wireframe* objects. The additional time required for *shadow* and *depth ray* could be due to the need to interpret the visualization: the numeric value for *depth ray*, and the shadow on the plane beneath the smartphone for *shadow*. *Heatmap* does not seem to be affected by this added need for interpretation, or the visualization helps the user enough to outweigh the added task.

The result that no visualization technique clearly produces more accurate results in finding the starting position can be explained by the impact that occlusion of the pen tip already has on precision. All visualizations could use the pen tip to see when they penetrate the target object’s surface.
For wireframe objects, the large confidence interval for distanceToTarget in the minVis condition indicates that the performance of participants differed a lot. On the other hand, the narrow confidence intervals of heatmap indicate that it could lead to accurate interaction more reliably.

In other projects investigating depth cues, using shadows achieved the best results for egocentric depth estimation with stereoscopic systems [e.g., Diaz et al., 2017; Hubona et al., 1999]. In our study, heatmap achieved better results than shadow particularly for subjective ratings and rankings of our participants. This is closer to the results by Wither and Höllerer [2005], since they state that in their study the color condition was more preferred than their shadow planes but the performance was largely the same. While not significant, participants in their study needed the most time for the shadow condition. This is similar to the trend in our findings that it took participants longer to reach the target when using the shadow visualization for solid objects.

In conclusion, heatmap seems to be the best visualization used in this study, followed by depth ray and shadow.

8.5 Summary & Future Work

Moving a mid-air pen to a specific location in Handheld Augmented Reality is hard, as perceptual issues make it difficult to estimate the correct distance to a virtual object. However, aligning the pen with a virtual object is an essential mid-air interaction when trying to connect virtual objects to their real environment, such as in mid-air modeling applications. In addition to a baseline condition with minimal visualization, we designed four visualization techniques to show the 3D position of the pen in relation to its virtual environment, and compared their performance. A heatmap visualization, which shades every object in the scene based on its distance to the pen tip, achieved good results and was most preferred by participants.

For this study, we chose the basic task of aligning the pointing device with a virtual object in the scene to gather find-
Figure 8.6: We used a linear gradient for the shading of objects in the heatmap technique.

ings that are applicable to many other settings. Further studies could look at more specific scenarios to see how specialized visualizations compare to the performance in the basic setup. For example, while our environment consisted of virtual objects, the inclusion of real world surfaces and objects is a promising direction to look at. Our study with 10 participants provides first insights into the effects of the different visualization techniques but studies with more users might uncover additional findings. Therefore, we provide our study software and data\footnote{hci.rwth-aachen.de/heatmaps (accessed 28.05.2021)} to encourage replication and use of our results for further exploration.

Future studies could include real world objects. Different color gradients could improve the heatmap visualization.

The heatmap visualization adjusts the appearance of the whole scene instead of providing more localized feedback such as with the depth ray. Future studies could investigate this relationship closer to see whether different textures of objects and targets affect the targeting action and usage pattern of the visualization technique. Heatmap visualizations could also take textures into account and present the distance using different brightness or color adjustments that preserve texture structure. Our heatmap implementation used a computational linear gradient in RGB space which is not perceived as linear by humans (cf. Figure 8.6). Future studies could use more perceptually precise gradients [e.g., Lissner and Urban, 2012] to see whether this more accurate encoding of the distance between pen and envi-
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Our work presented here looked at position visualizations for a single point in space. It would be interesting to see how rendering the real-time occlusion of virtual objects by the real pen and hand holding it affects the task of moving towards a specific location. While occluding objects behind the whole hand would certainly improve depth estimation overall, it would also hide more information in an already small window into the virtual environment. It seems like a promising research direction to investigate how visualizations from X-ray applications perform if applied to the near space and a more dynamic environment: In Handheld AR with a mid-air pen, the state between occluded and not occluded switches regularly for objects in the scene.

In our study, the task was to move to a specific location. However, for other interactions it may also be necessary to understand the overall layout of objects in a scene. While local visualizations like the depth ray are probably not the best techniques for such a task, global visualizations like the heatmap or shadows are promising candidates for further research. Unlike in our task, users would then have to comprehend and interpret different visualizations on objects to understand their relative positions to each other. Finally, scene composition also likely influences performance. In our study, we only showed eight cube objects for all visualizations to compare performance. Future studies could evaluate environments with varying object density, to understand how this affects performance of these visualization techniques.
Having explored interactions and visualizations from all classes of mid-air interactions defined by LaViola et al. [2017], we sum up our findings and provide directions for future work in the next chapter.
Chapter 9

Summary and Future Work

Virtual environments such as Augmented Reality and Virtual Reality remove abstractions in the interaction with digital information. Instead of showing information in 2D on a screen, they place objects in 3D in the environment. In the case of Augmented Reality, this environment is to a large degree the real world and virtual objects can be shown as if they are really in the real world.

This opens up interesting interaction scenarios and one is situated modeling in which new virtual models are designed directly in the real world. Modeling directly in the real world allows seeing the new object immediately in context of the environment. An area where this is particularly important is Personal Fabrication, since objects fabricated using digital tools are often required to fit existing objects. Situated modeling allows designing these objects directly where they are meant to be used before printing them out. This also allows using the real object’s physical properties during the design process to immediately attach the newly created object. For example, a user can model an inset for a cupholder in a car so that it can hold smaller sized cans. In this thesis, we explored elements of this interaction.

In this chapter, we first summarize the work described in this thesis (Chapter 9.1), highlighting our contributions.
In Chapter 9.2 we present options for further research in Handheld AR with a mid-air pen, before ending this thesis with closing remarks in Chapter 9.3.

9.1 Summary and Contributions

After presenting definitions of Augmented Reality (AR) and a brief overview of the history of AR, we described the two major technological components of AR: displays are needed to show virtual objects embedded in the real world, and tracking systems are required to understand where the objects have to be shown. However, Augmented Reality has several issues with perceiving the scene. For example, studies have shown that it seems to be especially difficult to detect the correct depth position of virtual objects. Designers of interaction techniques in Augmented Reality need to keep these issues in mind.

Guidance types on objects can assist the user in performing a stroke. Situated modeling in AR allows using the haptic properties of real world objects during the modeling process by tracing over the surfaces. Previous studies in VR have shown that having a flat physical surface improves the quality of drawn lines compared to those drawn without a physical surface. We investigated the drawing performance in Augmented Reality and under different surface conditions. For these surface conditions, we focussed on local changes that can guide a stroke on an object. We classified these into plain surfaces with no guide, surfaces with a visual line to follow, and changes in the shape of the surface to indicate a line along a convex or concave edge. These guidance types can occur both in physical as well as virtual objects.

Drawing on physical objects improves stroke accuracy. To study their influence on the drawing performance, we combined an optical see-through display with inside-out tracking—a Microsoft HoloLens—with a Vicon outside-in tracking system, and let users draw around example objects featuring these guidance types. Throughout our measurements, we saw that drawing on physical objects compared to virtual objects improves the sketching accuracy the most. Strokes on virtual objects deviated on average around twice as much. The other guidance types also help to reduce the
deviation compared to having no guide, except for virtual objects with a concave shape, for which the deviation does not improve. Another interesting finding for virtual objects is that while participants were able to keep the height of a target line consistent regardless of the guidance types, they consistently misjudged the position of the guide if one was present. This is likely a result of the issue of depth perception in virtual environments. Another part where this issue occurs is when comparing strokes drawn on the front of objects compared to those drawn on the back of objects. On virtual objects, strokes on the front are consistently drawn outside of the object, while strokes on the back also deviate inside the object. As a take-away from the study on physical guides, we calculated distances around the target stroke that contain 95% of the drawn points to give an indication on tolerances for stroke optimization algorithms. The main distinction is between physical and virtual objects, and we calculated that the threshold for virtual objects needs to be about twice the size of the one for physical objects (virtual: 22.87 mm, physical: 11.15 mm).

However, the system we used for this study required expensive equipment and extensive calibration. To bring the possibilities of situated modeling to a broader audience, we need to consider technologies that are already in the hands of the users. At the moment, Handheld AR is the most used form of AR since it is supported on all current smartphones. To enable mid-air 3D pen input for Handheld AR, we developed the ARPen system. The ARPen uses marker tracking to calculate the position of a 3D-printed pen—or even just a marker on a business card. In an initial study, we determined that the best grip while holding the device is to rest it on the pinkie in landscape orientation, gripping it with the index finger. This also leaves the thumb free to touch the left side of the screen for touchscreen interaction.

The ARPen system is implemented with a basic plugin system so that the position of the mid-air pen can be interpreted in different ways. Since this simplifies the implementation of further interaction techniques for the system, we made the code of the ARPen system available open-source on Github.  

We developed the ARPen system to enable situated modeling using only a smartphone and a 3D-printed pen.

The ARPen system is available open-source.

---

1 [github.com/i10/ARPen](https://github.com/i10/ARPen) (accessed 28.05.2021)
and evaluate their interaction techniques for Handheld AR with a mid-air pen. A stable version of the ARPen is also available in the iOS App Store to demonstrate the different interaction techniques. We presented the ARPen system at CHI’19 and the audience at the conference could download the App directly from the store and test out the interactions with paper markers we handed out. Between its release in April 2019 and writing this thesis in May 2021, the ARPen iOS App has been downloaded by over 1000 people. Over the course of a master’s thesis, the ARPen system was extended with a modeling kernel that allows for the creation of complex geometries. With these capabilities, it is already possible to design objects directly in AR.

However, many objects require the combination of multiple components. For example, boolean operations, such as merging or intersection, require the arrangement of two objects and a subsequent combination. But, it was not directly clear how simple tasks such as selecting an object or moving it to a different position, are best achieved in Handheld AR with a mid-air pen. Therefore, we focussed on evaluating essential interaction tasks to build a solid understanding of the basic interactions. We structured these evaluations based on the classification by LaViola et al. [2017] who separated interaction in 3D user interfaces into selection & manipulation, system control, and navigation.

For selection & manipulation, we designed and evaluated different techniques to select and translate virtual objects in the ARPen system. These techniques included isomorphic techniques, e.g., to drag and drop a virtual object as well as non-isomorphic ray-casting techniques using the touchscreen or mid-air pen. The ray-casting techniques, especially shooting a ray from the camera through the tip of the pen or using two-handed techniques on the touchscreen, achieved good results and were also preferred by the participants. However, participants also mentioned that the understanding of the spatial relationships of objects in the scene is reduced in the non-isomorphic techniques compared to the isomorphic techniques. Aside from the success of ray-casting techniques, another important factor of the interaction are ergonomic issues of keeping both arms
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Figure 9.1: With the ARPen system, the user can specify volumetric objects by tracing over physical objects (left). With our selection & manipulation techniques, the objects can be arranged relative to each other (middle) to be combined into more complex objects. The resulting model can be printed with a 3D printer (right).

For the category of system control, we looked at the performance of different designs for context menus. Since context menus do not have to be attached to a mid-air position, we also considered techniques that fix the menu to the touchscreen or to a specific place in the real world so that haptic feedback from the surface can be used. However, we found that the haptic assistance of the surface does not overcome the drawbacks of a world-centered menu that requires additional movement and 3D position estimation. On the other hand, fixing the menu to the screen achieved good results, especially for picking an item from the menu. Overall, the two-handed menu achieved the best results.

For graphical menus, the two-handed touch menu performs best followed by mid-air pen & one-handed touch.
However, except for the world-fixed surface menu, the other menu styles were not far behind, ergo the “best” technique will depend on the usage context around the menu. We presented potential use cases in which each menu type might be the best choice. For our scenario of mid-air modeling, for example, the benefits of the two-handed touchscreen menu might not be worth the trouble to continuously switch between input in mid-air and touch input on the screen.

According to LaViola et al. [2017], the category of navigation consists of two parts, the motoric component of moving to a new position, and the cognitive component of understanding the environment and determining how to move to a new position. This last component, called wayfinding, is particularly important for situated modeling in Handheld AR because of perception issues of detecting the correct depth of objects in the scene, an issue we have already encountered in the previous studies. Reducing the impact of this problem is why ray-casting approaches performed so well. To address this, we designed different depth visualizations showing the position of the pen tip relative to other objects in the scene. The heatmap visualization, which colors all objects in the scene based on their distance to the pen tip, achieved the best results particularly in the ratings by the participants. Our study also showed the importance of occlusion in determining the correct depth ordering and future studies should further evaluate how occlusion can be used in Handheld AR to improve the depth perception.

We provide further directions for future work in the following chapter.

9.2 Future Work

The research of interaction techniques for mid-air pen input in Handheld AR presented in this thesis covers only a small part of this interaction space. In this chapter, we present open questions and further research possibilities. We used the categorization from LaViola et al. [2017] to address tasks that lead to solid foundational knowledge about the interaction in Handheld AR with a mid-air pen. The Future Work
sections in each study chapter in this thesis contain further research directions based on the setup of each study. However, for each of the categories, there are further questions to be asked.

For **selection & manipulation**, we have looked at each of the essential manipulations translation, rotation, and scaling individually so far. However, combining these into compound actions, e.g., to move and rotate an object simultaneously, is a logical next step in this category. Some of the interaction techniques we evaluated can be combined easily. For example, moving and rotating can be achieved simultaneously through the *pen ray pickup* and *direct pen* techniques. However, other techniques, such as *touchscreen* for rotation and *scrolling* for scaling, overlap or, in the case of *direct device* for rotation, limit the applicability of other techniques. Future projects should evaluate, how these actions can be combined intuitively and consistently. Potential solutions should either utilize individual manipulations modes applying the “best” individual manipulation technique or have a single manipulation mode in which each transformation type is controlled with a method distinctly different from the techniques of the other types—but not necessarily the “best” technique.

Questions that combine the *manipulation* and the *system control* categories are about *constraints* and *snapping*. Constraints limit, for example, which dimensions are affected by a manipulation. For a translation action, this could mean that an object is only moving along one axis, even though the input also contains changes of the remaining two axes. Snapping in the context of a translation could result in a movement that is not applied continuously but, for example, only positions the object on an application wide grid. The VR Multiplanes system by Machuca et al. [2018] uses snapping targets in the environment to enable the user to create straight lines or right angles. In Augmented Reality, these snapping targets could also be physical objects in the scene. How such modifications can be triggered and controlled in Handheld AR with a mid-air pen, has not been answered yet. Topics that solely fall into the *system control* category involve the state of the whole application. A potential for investigation is how pen-based gestures can be

The individual *manipulation* techniques can be combined to create a consistent set of interactions.

*Constraints and snapping* could improve interaction accuracy.
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An important aspect of wayfinding in the navigation category is occlusion of virtual object by real world objects. In Handheld AR with a mid-air pen, the hand holding the pen is frequently obstructing virtual information. However, current systems can not track real world occlusions at runtime but with added sensors and computation, this will become possible in the near future [e.g., Du et al., 2020]. At that time, it will be an interesting question how the occlusion affects the interaction with the system. On the one hand, the added occlusion will likely improve the understanding of depth ordering relative to the hand and pen, but, on the other hand, a large part of the small viewport could then be obstructed by the hand, hiding the virtual information behind it. How X-ray visualizations can be used in such a scenario, is an interesting question to research. Related to the travel component of navigation, future work could look more closely into ways of using the camera-in-hand metaphor of Handheld AR in combination with the mid-air pen. Since the space of directly interacting with the pen is limited to the area within the user’s arms reach, moving the camera around can show the virtual information from a wide range of perspectives without requiring extensive movement of the user. However, in our studies, participants did not continuously use this option to adjust the viewing direction. Benscheid [2019] observed in his study of modeling techniques that participants adjusted the viewing angle in less than 8% of trials. One participant commented that she stopped the movement because she felt that she would achieve better and quicker results by relying on her proprioception. Future studies could investigate if and how the flexible viewing direction can be utilized in Handheld AR with a mid-air pen or if the perceptive improvements of perspective rendering techniques are more beneficial even though they remove this flexibility. Another interesting possibility related to this is to evaluate non-isomorphic techniques for the interaction with mid-air models. Isomorphic techniques are potentially preferred when interacting with physical objects used to trigger actions. For example, “undo” and “redo” are currently triggered through buttons on the screen with the hand holding the pen. With global gestures, these actions could be triggered while keeping the hand holding the pen in mid-air.
because they allow using the haptic properties of these objects. However, as soon as the physical object is no longer required, e.g., because the outline has been traced, this benefit no longer exists and other interactions could be used. For example, the virtual model could be scaled up to allow for the drawing of finer details that would otherwise not be possible due to precision issues or hand shaking. The object would still keep a reference to the original size and position so that it could easily be placed back at the intended position again. Similarly, the representation on the handheld screen could also be adapted, for example, to show a zoomed-in portion of the screen and projecting the movements of the pen to that location to control a virtual cursor. This would allow seeing the context of the design while still enabling finer input. On the other hand, this might increase issues of keeping the markers of the pen inside the frustum of the camera, since the boundaries are not as visible.

Our evaluation of interaction techniques so far have covered basic interaction tasks in isolation. Future work could build up on this foundation and focus on more specific usage scenarios. Benscheid [2019] already conducted the first study comparing basic modeling techniques. Future studies could, on the one hand, look more closely at techniques to achieve certain modeling actions, such as dynamic objects, and, on the other hand, the system can be used as a functional research prototype to study situated modeling scenarios outside of the lab. For example, the ARPen system could be used by participants over a longer period of time in which they have to complete modeling tasks and use the system. These experiences could be evaluated to uncover problems and potential solutions for situated modeling in Handheld AR. This can, for example, include questions about interaction techniques to attach a virtual object to a physical object. If the scene scanning capabilities of Handheld devices increase, not only occlusion calculation as mentioned above becomes possible but also the option to use the scan of the environment as input. In the use case of our cup holder, the system could then automatically scan the surfaces of the cup holder and the can, and the pen is used to refine the objects and specify their arrangement. The Mix&Match system by Stemasov et al. [2020] provides a first step into this direction for a head-mounted AR setup.
Another potential of Handheld AR with a mid-air pen is in collaboration and communication. Similar to sketching an idea on paper and passing it around in a meeting, a system such as the ARPen could be used to enable this for 3D sketches. Multiple users could look into the same scene on their own device and share annotations and geometries. For example, a design company could place a prototype of a new product on the meeting room table and everyone is able to communicate their comments by directly sketching and annotating on the model for everyone to see. Research projects could investigate how the use of such a tool affects the communication and collaboration process [e.g., Wells and Houben, 2020; Villanueva et al., 2020]. This includes the interaction in remote working scenarios in which the object and pen actions are shared over longer distances. The mobility and simplicity of interaction in Handheld AR with a mid-air pen could also be beneficial for the use as a prototyping tool. Being able to quickly visualize an AR application allows exploration of different designs early in the process [Leiva et al., 2020]. With a system such as the ARPen, a user could sketch interfaces directly in mid-air to demonstrate the interaction with an AR application. Another application area could be to quickly arrange components of a movie set to plan shots at the previsualization stage [Volkmar et al., 2020].

In general, comparing the experience of interacting in Handheld AR with a mid-air pen to interacting in a head-mounted AR environment, e.g., by comparing questionnaire results as in [Putze et al., 2020], could indicate to what degree a system such as the ARPen could be used to quickly prototype interactions for HMD applications.

9.3 Closing Remarks

How will the future of Augmented Reality look like and how will the work presented in this thesis fit into this future? In the ultimate display by Sutherland [1965], the virtual and the real world are seamlessly merged and there is no handheld device required to see and interact with the virtual world. However, this vision is still quite far from
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reality. Studies since the time Sutherland wrote his essay have shown that interacting with the virtual world in the same way as with the real world might not be the optimal way, since it loses the “magic” possibilities that manipulating the virtual has.

In the near future, head-mounted displays will be the closest we come to the vision of the ultimate display. However, current head-mounted, optical see-through displays have a narrow field-of-view and have not yet reached the consumer market. Recently, rumors have suggested that Apple is progressing in the development of AR glasses which could be a more consumer oriented device. The adoption of such new devices will then also depend on the direct benefit to the user purchasing new hardware. Schmalstieg and Höllerer [2016] state that “AR for consumers must be a strict software-only solution delivered to devices the users already own” [p. 411]. Another component will be social acceptability of wearing a head-mounted device. Studies have shown that for the time being, especially people seeing a person with an HMD are critical of such a device [Koelle et al., 2015]. Based on these factors, we expect that Handheld AR will remain the most prominent form of Augmented Reality for the foreseeable future.

However, it is certain that future HMDs will improve aspects such as field-of-view, size, and weight, and that it will become more common to use such a device in public similar to the common usage of mobile phones and smartphones. How will our results fit into this development? Our studies show that the combination of touchscreen and mid-air input has a lot of potential and that, for example, in the case of menus, interacting with the touchscreen was the preferred way of interaction of our participants. Other projects also use the benefits of a touchscreen by including them in the immersive environment, for example, to improve the precision of interaction [Arora et al., 2018] or to offer additional interaction possibilities in combination with the head-mounted display [F. Zhu and Grossman, 2020]. See-through elements in an immersive environment have also been used to control the appearance of elements behind

We expect Handheld AR to remain the most prominent form of AR for the foreseeable future.

The combination of touchscreen and mid-air input has potential and could be used together with an HMD.

them [Schmalstieg et al., 1999]. So, a handheld touchscreen will still have a place for the interaction in Augmented Reality in the future and our evaluations of combining mid-air interaction and touchscreen can provide pointers on how to design this interaction.

We look forward to the technological advancements of AR in the future and are excited about the potential interactions Augmented Reality will make possible.
Appendix A

Evaluation with Confidence Intervals and Estimation

Over the recent years, the evaluation practices in HCI have been frequently criticised [e.g., Cockburn et al., 2020; Human–Computer Interaction Working Group, 2019; Dragicevic, 2016; Kaptein and Robertson, 2012]. A central point of critique is the reliance on null-hypothesis significance testing (NHST) and the dichotomous decision to accept a result as significant if the p-value is below 0.05. Instead, Dragicevic [2016], Cumming [2014], and others propose to communicate the uncertainty in the data by using confidence intervals and estimation of the effects.

Since these concepts are not as widespread as significance testing in the HCI community, we use this chapter to provide information on how we applied these concepts to the evaluation of our user studies and how to interpret the results. An in-depth overview of the issues with significance testing and justification for the analysis using confidence intervals and estimation is not the focus of this thesis so we refer to Dragicevic [2016] and Cumming [2014] as entry points for further information on this topic.
After running a user study, we aggregated the results for each condition per participant, for example, by averaging measurements or summing up successful selections. This left us with one measurement per condition per participant. We bootstrapped these aggregates with 1000 repetitions and calculated the 95% confidence intervals using the BCa method [Carpenter and Bithell, 2000; Efron, 1987]. Plotting these intervals shows the overall results for a measurement and visualizes the uncertainty. We include these plots at the beginning of each results section. For example, the graph below shows a deviation measurement when using four different techniques A, B, C, and D.

However, for a more detailed evaluation and to be able to judge the effect of different conditions, we also calculate the within-subject effect. For this, we first specify a baseline condition that is either the current standard for interaction or is the minimal condition. For each aggregated measurement, we subtract the corresponding value of the baseline condition. This way, the results show the within-subject difference between the baseline condition and each other condition. We bootstrapped these differences with 1000 repetitions as well and also calculated the 95% confidence intervals using the BCa method. For the graphs, that we are using in the main analysis section of our user studies, this means that values to the right of zero indicate that the baseline technique had less of the measured variable, while values to the left indicate higher values for the baseline compared with the other technique. Our analysis consists of interpreting the graphs and confidence intervals. This includes acknowledging the uncertainty of the data by avoiding dichotomous statements such as “D is better than B” while still pointing out trends in the data. For example, using the values that were used to create the graph...
above and setting technique A as the baseline, results in the graph below. The graph indicates that all other techniques (B, C, and D) seem to have less deviation compared to the baseline technique A. Additionally, it seems as if this effect is slightly larger for technique D while technique B and C seem more similar.

The evaluation in two previously published papers covered in this thesis have been performed using significance testing [Wacker et al., 2018b; Wacker et al., 2019]. To use a consistent style of evaluation, we have repeated the analysis of the user studies using confidence intervals and estimation as presented here.
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