
by
Jonas Vogel

Exploring
Midair Tangible

Interaction
over Tabletop

Displays

Master’s Thesis
submitted to the
Media Computing Group
Prof. Dr. Jan Borchers
Computer Science Department
RWTH Aachen University

Thesis advisor:
Prof. Dr. Jan Borchers

Second examiner:
Prof. Dr. Ulrik Schroeder

Registration date: 14.02.2020
Submission date: 16.06.2020





Zentrales Prüfungsamt/Central Examination Office 

 

 

Eidesstattliche Versicherung  
Statutory Declaration in Lieu of an Oath 
 

___________________________   ___________________________ 
Name, Vorname/Last Name, First Name  Matrikelnummer (freiwillige Angabe) 

Matriculation No. (optional) 
Ich versichere hiermit an Eides Statt, dass ich die vorliegende Arbeit/Bachelorarbeit/ 
Masterarbeit* mit dem Titel 
I hereby declare in lieu of an oath that I have completed the present paper/Bachelor thesis/Master thesis* entitled 

__________________________________________________________________________

__________________________________________________________________________

__________________________________________________________________________ 

selbstständig und ohne unzulässige fremde Hilfe (insbes. akademisches Ghostwriting) 
erbracht habe. Ich habe keine anderen als die angegebenen Quellen und Hilfsmittel benutzt. 
Für den Fall, dass die Arbeit zusätzlich auf einem Datenträger eingereicht wird, erkläre ich, 
dass die schriftliche und die elektronische Form vollständig übereinstimmen. Die Arbeit hat in 
gleicher oder ähnlicher Form noch keiner Prüfungsbehörde vorgelegen. 
independently and without illegitimate assistance from third parties (such as academic ghostwriters). I have used no other than 
the specified sources and aids. In case that the thesis is additionally submitted in an electronic format, I declare that the written 
and electronic versions are fully identical. The thesis has not been submitted to any examination body in this, or similar, form. 
 
___________________________    ___________________________ 
Ort, Datum/City, Date      Unterschrift/Signature  
        *Nichtzutreffendes bitte streichen 

*Please delete as appropriate 
Belehrung: 
Official Notification:  

§ 156 StGB: Falsche Versicherung an Eides Statt 
Wer vor einer zur Abnahme einer Versicherung an Eides Statt zuständigen Behörde eine solche Versicherung 
falsch abgibt oder unter Berufung auf eine solche Versicherung falsch aussagt, wird mit Freiheitsstrafe bis zu drei 
Jahren oder mit Geldstrafe bestraft. 
Para. 156 StGB (German Criminal Code): False Statutory Declarations 
Whoever before a public authority competent to administer statutory declarations falsely makes such a declaration or falsely 
testifies while referring to such a declaration shall be liable to imprisonment not exceeding three years or a fine. 
§ 161 StGB: Fahrlässiger Falscheid; fahrlässige falsche Versicherung an Eides Statt 
(1) Wenn eine der in den §§ 154 bis 156 bezeichneten Handlungen aus Fahrlässigkeit begangen worden ist, so 
tritt Freiheitsstrafe bis zu einem Jahr oder Geldstrafe ein. 
(2) Straflosigkeit tritt ein, wenn der Täter die falsche Angabe rechtzeitig berichtigt. Die Vorschriften des § 158 
Abs. 2 und 3 gelten entsprechend.  
Para. 161 StGB (German Criminal Code): False Statutory Declarations Due to Negligence 
(1) If a person commits one of the offences listed in sections 154 through 156 negligently the penalty shall be imprisonment not 
exceeding one year or a fine. 
(2) The offender shall be exempt from liability if he or she corrects their false testimony in time. The provisions of section 158 (2) 
and (3) shall apply accordingly. 
 
Die vorstehende Belehrung habe ich zur Kenntnis genommen: 
I have read and understood the above official notification: 
 
___________________________    ___________________________ 
Ort, Datum/City, Date      Unterschrift/Signature 

Vogel, Jonas

Exploring Midair Tangible Interaction over Tabletop Displays

Aachen, 16.06.2020

Aachen, 16.06.2020





v

Contents

Abstract xi
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Abstract

Previous research has already established that users benefit from tangible interac-
tion, for example in terms of precision and speed and because they allow eyes-free
interaction. Usually, tangible interaction takes place directly on the tabletop sur-
face, mostly because they can only be tracked when being in contact with it. We
extend tangible interaction to the space above the tabletop, which allows a whole
new set of interactions in 3D. Midair tangibles, for example, can be used to explore
three-dimensional data, to easily inspect and manipulate a virtual 3D object, or to
select targets that are out of reach for the user. To relate the position of midair de-
vices with the tabletop, we use the world tracking and image recognition features
of current augmented reality frameworks. Based on Apple’s ARKit and iPhones
used as tangibles, we implemented a reusable tracking framework which also al-
lows the transmission of touch events between tabletop and the devices. Our tests
and preliminary studies reveal that the general performance of our system is satis-
factory, but highly depends on the display of suitable, feature-rich content on the
tabletop. Based on the implemented framework, we developed five applications to
explore different use-cases for midair tangible interaction, of which three have been
evaluated in a user study to get qualitative feedback. The results from the study
identify (1) the visualisation of the newly introduced third dimension as a key chal-
lenge in such scenarios, (2) that midair devices are suitable to solve the reachability
problem and (3) that they can provide user-specific content in multi-user scenarios.
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Überblick

Die bisherige Forschung hat bereits gezeigt, dass Menschen von der Interaktion
mit Tangibles profitieren, beispielsweise in der Genauigkeit und Geschwindigkeit
ihrer Eingaben und da sie ohne Hinzusehen verwendet werden können. Normaler-
weise findet die Interaktion mit Tangibles direkt auf der Oberfläche von Tisch-
bildschirmen statt, in den meisten Fällen, da diese mit der Oberfläche in Kon-
takt stehen müssen, um vom System erkannt zu werden. Wir erweitern die In-
teraktion mit Tangibles in den Raum über den Tisch, was eine neue Reihe von
Interaktionsmöglichkeit in 3D eröffnet. Zum Beispiel können Midair-Tangibles
benutzt werden, um dreidimensionale Daten zu erforschen, um virtuelle 3D-
Objekte zu untersuchen und zu manipulieren oder um Elemente auszuwählen,
die außerhalb der Reichweite einer Person sind. Um die Position des Geräts in
der Luft mit der des Tischs in Verbindung zu setzen, verwenden wir die World-
Tracking- und Bilderkennungsmöglichkeiten von aktuellen Augmented-Reality-
Frameworks. Basierend auf Apples ARKit und mehreren iPhones, die als Tangi-
bles genutzt werden, haben wir ein wiederverwendbares Tracking-Framework im-
plementiert, das außerdem den Austausch von Touch-Daten zwischen dem Tisch
und den Geräten erlaubt. Unsere Tests und vorläufige Studien zeigen, dass die
allgemeine Leistung unseres Systems zu unserer Zufriedenstellung ist, allerdings
sehr von der Verwendung von passendem, markanten Inhalt auf dem Tischbild-
schirm abhängig ist. Basierend auf dem implementierten Framework haben wir
fünf Anwendung entwickelt, um verschiedene Anwendungsfälle für Interaktio-
nen mit Midair-Tangibles zu erforschen, von denen drei in einer Studie ausgew-
ertet wurde, um qualitatives Feedback zu erhalten. Die Ergebnisse dieser Studie
identifizieren die Darstellung der neu-eingeführten dritten Dimension als zentrale
Herausforderung in solchen Szenarien, dass Midair-Tangibles es ermöglichen, das
Problem der Erreichbarkeit zu lösen und dass sie personenspezifischen Inhalt auf
den Geräten in Szenarien mit mehreren Personen ermöglichen.
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Conventions

The whole thesis is written in British English.

We use plurals in formulations with unidentified third per-
sons.
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Chapter 1

Introduction

Interactive tabletop displays combine a large display with Tangibles provide
haptic feedback on
interactive surfaces.

touch interaction. Many users are familiar with touch from
their mobile devices. With the extent of a table instead of
a small, portable display, interactive tabletops offer much
visible space for users to work on and also afford to be used
by multiple users at the same time. Such systems have been
used in a variety of fields like museum exhibitions [Ma
et al., 2015, Loparev et al., 2016], live music performance
[Jordà et al., 2007] and – as they are becoming more afford-
able – even for fun in some fast food restaurants1. Initially,
just as it is the case with touch interaction on smartphones
or tablet computers, interactive tabletops provide no hap-
tic feedback. Their display is usually covered by glass and
does not allow users to feel any differences with their fin-
gers, for example to get feedback if they tapped on the right
button. For this reason, researchers put physical objects
(tangibles) onto the tabletop and connected them with the
display, so that they can be used to interact with the con-
tent on the screen. Research has shown that users benefit
from interacting with tangible objects in terms of precision,
speed and because they allow eyes-free interaction [Weiss
et al., 2009, Voelker et al., 2015b]. In contrast to touch-only
interaction, a tangible can be felt in the hand and even be
heard moving over the surface [Cherek et al., 2018].

1https://thenextweb.com/shareables/2013/08/23/mcdonalds-
happy-table-is-an-nfc-powered-virtual-playground-for-kids-and-
adults-in-asia/

https://thenextweb.com/shareables/2013/08/23/mcdonalds-happy-table-is-an-nfc-powered-virtual-playground-for-kids-and-adults-in-asia/


2 1 Introduction

One domain for tangible user interfaces, which will be inWe extend tangible
interaction to the
space above the

tabletop.

the focus of interest for this thesis, is the use of the verti-
cal space above the tabletop surface. Usually, tangible in-
teraction takes place directly on the tabletop, mostly be-
cause tangibles can only be tracked when being in con-
tact with the table. But tangibles also afford to be picked
up, for example when being relocated from one end of
the tabletop to the other, or when a user would want to
inspect another side of a virtual, three-dimensional object
that the tangible represents. Making use of the space above
the tabletop introduces new interaction possibilities in 3D
and adds a third dimension to the design space of tangi-
ble user interfaces. The literature research (see chapter 2
“Related work”) shows that people started to make use of
the vertical space above the tabletop display by stacking
tangible blocks on top of each other [Baudisch et al., 2010,
Chan et al., 2012]. Other examples include tangibles that
can change their height or small items that can be moved
inside a close range from the surface and are tracked by
magnetic fields (cf. section 2.2 “On- and near-surface tan-
gibles”). Interaction with full midair tangibles, i.e. tangi-
bles being tracked freely in space are only covered by a few
publications. One of these is the PaperLens prototype first
published by Martin Spindler, Raimund Dachselt and oth-
ers at ITS 2009 [Spindler et al., 2009]. Including other appli-
cations, they visualised different data layers above a table-
top display using paper-based midair tangibles. Section 2.4
contains the details of their research and other publications
on midair tangibles allowing movement and rotation in all
three dimensions.

Now, more than ten years later, we started looking for newAugmented reality
technologies to track

tangibles in midair
approaches to track tangibles freely over an interactive dis-
play using methods that allow a quicker setup and without
requiring much technical load in terms of hardware and
setup. Impressed by the improvements achieved in aug-
mented reality (AR) these days, we came up with the idea
to use state-of-the-art smartphones as tangible objects and
use their capabilities in AR to detect the tabletop surface.
Then, tabletop and smartphone could be connected and
share their real-world positions, so that both know where
the other is located. As a side effect, our midair tangibles
would automatically come with a high-resolution display
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and multi-touch support, which can be used for even more
elaborated scenarios. Having set the technical foundation,
we will then further explore midair tangible interaction
over tabletop displays. Based on the learnings from pre-
vious publications, we developed several ideas for appli-
cations that cover a broader range of scenarios and aspects
that we would like to investigate. These include applica-
tions for 3D exploration, with a direct mapping between
midair tangible and virtual object, for temporal data explo-
ration, layer exploration and target selection (cf. chapter 4
“Applications”). Some of our applications were also de-
signed for collaborative tasks, so that we can gain more in-
sights about how midair tangibles can help users to work
together. To evaluate our system and judge the general per-
formance of the tracking approach, we conducted several
preliminary user studies and gained early user feedback.
Additionally, a remote user study for three of our applica-
tions helped us to get qualitative feedback for the different
scenarios.

In conclusion, we provide the following contributions (in
reading order of this document):

1. A comprehensive literature research on the use of
midair tangibles and related fields

2. A reusable framework to track midair tangibles using
augmented reality

3. Five applications to explore different use-cases for
midair tangibles

4. An evaluation of three of the applications to get qual-
itative feedback
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Chapter 2

Related work

As midair tangible, we understand physical objects that are Our understanding of
tangible user
interfaces with midair
interaction

trackable in the space above a tabletop display and allow
movement and rotation in all dimensions. Being able to
transmit their position and orientation to the system that
runs the visualisation on the tabletop screen, midair tangi-
bles can have displays themselves and be used as a peep-
hole into the virtual world that the tabletop display belongs
to or have a direct mapping to a virtual 3D object on the
digital table. Some midair tangibles can also be placed and
tracked on the surface and then are usable as regular tangi-
bles.

This chapter presents research, publications and related Focus of related
work: Off-surface
tangible interaction
and learnings from
related domains.

work on the way to midair tangible interaction. It will
start with a short overview of general findings on tangible
interaction and interactive tabletops. Putting the spot on
midair interaction, research on on- and near-surface tan-
gibles that extend to the third dimension is followed by
prototypes that implement interaction on multiple layers
in the space above a tabletop. The core of this chapter con-
sists of a detailed summary of the existing work on full
midair and off-surface tangibles. Next, important findings
from related areas will be presented: the concept and ex-
amples of magic lenses, publications that combine an in-
teractive tabletop display with augmented reality, applica-
tions with multiple devices and multi-user scenarios with
tabletop displays. This selection of related papers and pro-



6 2 Related work

totypes is supposed to emphasise on the variety of applica-
tion examples that can be used for midair interaction and
help in the understanding of interaction design in this new
domain.

2.1 A history of tangible user interaction
research

Tangibles provide users with haptic feedback on a table-From classic desktop
computers to

post-desktop user
interfaces, that
bridge the gap

between the virtual
and the physical

world and centre on
human activities.

top surface. Users benefit from interacting with tangible
objects in terms of precision and speed and because they
allow eyes-free interaction [Weiss et al., 2009, Voelker et al.,
2015b]. First research on tangibles has been published now
nearly two decades ago: At MIT Media Lab [Ishii and
Ullmer, 1997], the authors envisioned so-called tangible bits
to allow the user to manipulate virtual content in the cen-
tre of their interest. Users wouldn’t have to sit behind their
desktop computers any more, but could use everyday, tan-
gible objects to to alter digital artefacts (see figure 2.1). In
the publication, the term tangible user interfaces was shaped,
which could succeed the commonly-used graphical user in-
terfaces. MIT Media Lab also published some of the first
application scenarios with tangibles: One publication [Un-
derkoffler and Ishii, 1999] demonstrates the use of a system
for urban planning where small physical building mod-
els can be placed on a tabletop surface. The system then
cast shadows of these buildings onto the surface, which get

Figure 2.1: From graphical user interfaces to tangible user
interfaces. [Ishii and Ullmer, 1997]
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updated in real time when the building models are being
moved. A second publication [Patten et al., 2001] presented
electromagnetic tracking for the tangibles which allowed
users to modify the tracked objects more accurately and
with low-latency.

Since then, many other researchers contributed to the do- Twenty years of
researchmain of tangible interaction. The research areas included

technical findings, like tracking capabilities of tangible ob-
jects and the development of vision-based tabletop displays
(which used a beamer either mounted on the ceiling or
placed underneath the surface) to large LCD-based display
panels with capacitive touch. Other research focussed on
the implication of these new interaction techniques for user
interaction design or new opportunities for multi-user sce-
narios and collaboration.

2.2 On- and near-surface tangibles

Most tangible interaction takes place directly on the table- Classic tangibles
have to stay in
contact with the
surface.

top, i.e. when a physical object rests on the table surface. In
many cases, this is due to the technical limitation that the
tangible’s position has to be trackable. On capacitive touch-
screens, tangibles close an electrical circle [Voelker et al.,
2015a] and therefore have to be in physical contact with
the surface. Multiple tangibles and the user’s hands can
be differentiated by the tabletop because of their respective
capacitance.

One approach to make use of the third dimension with Third dimension:
Stack tangible blocks
on top of each other.

classic tangibles is to use building blocks, which are track-
able cubes that can be stacked on top of each other. Re-
searchers of the Hasso Plattner Institute in Potsdam, Ger-
many, worked on this idea (see figure 2.2). For applications
that require more complexity than the flat tangible user in-
terfaces could provide, they present a solution of stackable
building blocks on capacitive screens [Chan et al., 2012]: In-
side a block, wires and connectors cause the capacitance
of the bottom-most block to change when another block is
stacked on top of it. The system then is able to recognise
and differentiate the whole unit from single blocks or other
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Figure 2.2: Tangible blocks can be stacked on top of each
other. [Baudisch et al., 2010]

stacks. Application examples for building blocks include
checkers, multi-dial knobs and a multi-purpose construc-
tion kit, which is founded on a system developed by the
same group before [Baudisch et al., 2010].

Instead of stacking tangibles on top of each other, otherThird dimension:
Tangibles that can

change their height.
approaches to extend tangible interaction to the third di-
mension change the height of the tangible itself. This sort
of tangibles still rest on the tabletop and can be easily
tracked, and include some kind of movable component in
z-direction. The Interaction Technology Lab at University
of Tokyo [Mi and Sugimoto, 2011] presents active height-
adjustable tangibles with four degrees of freedom: move-
ment in x- and y-direction on the tabletop, rotation, and
movement in z-direction. The interaction is bi-directional,
which means that the tangibles could move by themselves,
or that users could manually move them to their liking. Fol-
lowing the urban planning example from Ishi et al. [1999],
the prototype depicts building shadows which got longer
when the height of the tangible is increased. Apparently in-
spired by nature, the prototype G-raff [Kim and Nam, 2015]
follows a similar idea and is additionally able to elevate a
smartphone (see figure 2.3). The phone is mounted on a de-
vice with a motorised, height-adjustable neck which is then
placed on a tabletop display. With the device display show-
ing only a part of the content that is displayed on the table-
top, and the possibility of augmenting that content with ad-
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Figure 2.3: A tangible with an elevated smartphone (right).
The device height represents different floors of the building
plan (left). [Kim and Nam, 2015]

ditional data, the publication includes example use cases on
3D exploration: Users can search through floor and build-
ing plans by moving the device on the tabletop surface, and
changing floors by prolonging the neck of the device. They
also implemented an application were the device acts as a
buffer for copied content from the tabletop. The device dis-
play shows the copied content and can be pasted again by
gently pushing the smartphone downwards along the neck.
A preliminary user study indicates that users easily recog-
nised the connection between the height of the neck and the
visualised data above the tabletop.

Attempting to avoid the direct physical connection to the Tangibles tracked in
near-surface spacetabletop, GaussBits [Liang et al., 2013] extend the design

space of tangible user interfaces to the near-surface space.
Using a magnetic sensor grid that is attached to the back of
the tabletop display, small magnetic items in close range to
the surface become trackable. Non-ferrous materials such
as the user’s hand will not interfere and not be tracked by
the sensor grid. It is to be noted however, that the system
does not support free movement in all dimension (no six
degrees of freedom) due to technical limitations. Also, the
interaction space above the surface is limited to approxi-
mately 5cm. The implemented demo includes users con-
trolling a small airplane (tilt, raising and lifting of the nose)
and a widget to navigate on a map.
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Figure 2.4: The space above the tabletop is divided into lay-
ers (right). Users can select elements from a layer in midair
using a digital pen (left). [Subramanian et al., 2006]

2.3 Multi-Layer Interaction above Table-
tops

Another step towards midair tangibles that are able toThird dimension:
Parallel layers over a
surface where each
distinct layer can be

reached with a
device to display or
control data on the

tabletop.

move independently over a tabletop surface is the idea to
divide the space above an interactive table into several lay-
ers parallel to its surface, with the lowest layer being the
tabletop itself.

Soon after the first digital tables were sold, researchers
[Subramanian et al., 2006] took the accompanying digital
pencil and extended the interaction space above the table
to several layers (see figure 2.4). The different layers rep-
resented different information of a map displayed on the
digital table (bus lines, traffic information etc.). By mov-
ing the pencil to the respective layer, users could select or
alter elements from that data group. A pilot experiment
yields though that users soon get fatigued by holding the
pencil up, especially higher above the surface. The authors
suggest four layers at approximately 4 cm each for future
designs.

The authors of the G-raff (see previous section) continued
their work and mounted a transparent touch display on an
arm structure, which they fixed on the frame of an interac-
tive table [Kim and Nam, 2016]. With this construction, it
is possible to move the transparent display in different po-
sitions and in different height above the tabletop, while the
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display stays parallel to the surface. Using a mechanical
stand, this setup resolves the issue with fatigue that occurs
when users have to hold a device with their own arms. The
presented application scenarios include prototypes for 3D
exploration and manipulation (scans of medical data) and
the use of the device as secondary display to free the main
screen from irrelevant information.

Spindler et al. investigated further into the amount and
thickness of such interaction layers and did a comprehen-
sive user study [2012c]. Their paper-based midair tangi-
bles are held and moved in parallel to the surface by the
user. The study results yield a similar layer thickness as
was suggested by Subramanian et al. (4 cm, see above), but
a higher overall interaction height of 44 cm. As a general
rule, they suggest to use as few layers as possible and a
“comfort zone” at a medium height for the most relevant
information layers.

2.4 Midair Tangibles over Tabletop Dis-
plays

This section presents related work on midair tangibles (as PaperLens, the lab’s
and other research
on full midair
tangibles.

we defined them by our understanding) in conjunction
with an interactive tabletop display. It starts with an sum-
mary of the extensive work of one research group on this
subject and continues with publications on off-surface tan-
gibles of other research groups. Next, the existing research
in midair tangible interaction that has been done at our lab
is presented. The section is concluded by a short attempt to
summarise quantitative data on midair interaction. Later
sections will cover topics from related areas or publications
that do not fully meet our expectations of a tangible user
interface with midair interaction.
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Figure 2.5: When raising the paper-based tangible over the tabletop, it shows dif-
ferent information layers (left). A beamer and an infrared camera is needed for the
system to work. (right). [Spindler et al., 2009]

2.4.1 The PaperLens Prototype

About ten years ago, Raimund Dachselt, Martin SpindlerContributions by
Spindler et al. et al. from University of Magdeburg, Germany, did exten-

sive research on using tangibles over an interactive tabletop
[Spindler et al., 2009, 2010a,b, 2012a,b,c] [Spindler, 2012].
They contribute a tangible user interface with full midair
support using paper-based tangibles, a vocabulary and
classification for midair tangible interaction and various
application examples. The following paragraphs will sum-
marise their work, from technical findings over design con-
siderations and study results to mentioned application sce-
narios.

Their first publication describes a system with paper-basedA technical journey
from simple,
paper-based

tangibles to active
ones that support

multi-touch.

tangibles called PaperLens over a vision-based tabletop dis-
play [Spindler et al., 2009]. The tangibles have roughly the
size of a standard letter and are made of cardboard. An
infrared camera is mounted on the ceiling above the table-
top and can track the tangibles using IR-reflecting mark-
ers attached to them. Next to the camera, a projector is
used to display content on the tabletop and onto the tan-
gible surface, as long as the tangible is not being moved
outside the projection volume. The projected content on
the tangible differs from the one on the tabletop surface,
since the system can calculate the position of the tangible
and adapt the projected image accordingly. This setup was
later improved in favour of a back-projected tabletop dis-
play which used the top projector for the tangible only, be-
cause the content on the tabletop display got occluded by
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Figure 2.6: By moving the tangible (blue rectangle) through the interaction space,
users can study four types of exploration space. [Spindler et al., 2009]

the tangible (see figure 2.5). In the following years [2010b,
2012b], Spindler et al. extended the tracking capabilities
to be more reliable and tried different forms of tangibles
(circular, squared) and visual representations (colour, ma-
terial). They also added gesture recognition (flip, shake
and tilt), direct pointing capabilities for digital pens and
touch input. Finally, the researchers added the possibil-
ity to use active displays (iPads) that support multi-touch,
have a higher display resolution than the passive ones and
are tracked using a Microsoft Kinect [2012a].

Next to the technical work, the authors contribute several Information spaces
and interaction
vocabulary for midair
tangibles

categorisations and design considerations from their expe-
rience with tangible user interfaces that use midair tangi-
bles. One distinction regards the space above the table-
top surface and identifies four information spaces (see figure
2.6) [Spindler et al., 2009]. In the volumetric information
space, a tangible can be used to explore three-dimensional
objects that are placed on the surface (and therefore extend
to the space above it) without physical restrictions and with
six degrees of freedom. The layered information space di-
vides itself again into several, distinct layers, that can pro-
vide similar information as the volumetric space, but only
has discrete values in the z-dimension. Multi-layer inter-
action has been presented with more detail in the previ-
ous section. The zoomable information space describes in-
teractions with a tangible where its movement affects how
much detail or scale is displayed on the tangible screen in
comparison to the tabletop display. Finally, in the tempo-
ral information space, tangible movement is able to control
time-based information, such as video playback. In figure
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2.7 [2010b], Spindler et al. give an overview of the interac-
tion vocabulary for their midair tangibles and summarise
which interactions are possible with their system. Ranging
from simple translation and rotation over gestures to com-
mon metaphors, the figure displays the variety of interac-
tions that are becoming possible for tangible user interfaces
combined with midair interaction.

To evaluate their system, Spindler et al. present a few us-User studies suggest
intuitive use of the

system.
ability studies, which tend to confirm a ease of use of the
system. When studying the first implementation of their
tangible user interface, the authors report that the given
tasks were successfully accomplished by all twelve partici-
pants with almost no error, and agreement on statements
about ease of use and ease on learning was high [2009].
After having demonstrated the system at conferences on
human computer interaction and on their local university
campus multiple times, the authors state that several hun-
dred visitors have tried out their prototype, including av-
erage users, domain experts and children. The given feed-
back is stated to be very positive, and that “visitors appre-
ciated how easy it was to learn the interaction techniques
and to use the system” [2012]. The authors also did a quan-
titative study on multi-layer interaction [2012c], which was
presented in the previous section 2.3 “Multi-Layer Interac-
tion above Tabletops”.

In their publications, the researchers from the University ofPresented
application scenarios Magdeburg present a variety of application ideas for midair

tangibles. Starting with advanced magic lenses that extend
the information of a map displayed on the tabletop screen
by additional information layers or by adding the possibil-
ity to zoom into certain regions of the map [2009], Spindler
et al. also implemented prototypes for graph exploration,
medical or geological volumetric data [2010b]. An in-depth
prototype demonstrates the use of a tangible as a secondary
display that shows the colour palette of an image process-
ing software [2010a]. The publication on tangible windows
[2012b] presents applications to copy and paste content us-
ing tangibles, to show alternative representations of virtual
objects, for example wireframes, and that make use of ges-
tures (flip the tangible to see the backside of a virtual ob-
ject).
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2.4.2 Other Research on Midair Tangibles

Newer research on off-surface tangibles in conjunction withThe MIT Media Lab
presents tracking

using the camera of
a smartphone and a
marker on the main

screen.

an interactive tabletop display has been published by the
MIT Media Lab [Leigh et al., 2015]. The presented proto-
type includes a smartphone that is used as a tangible to
work, primarily, on a regular laptop screen, but they also
show the system with a tabletop display. The camera of
the phone is used to track a small marker that is displayed
on the main screen, from which the position of the tangi-
ble can be determined. When the phone starts to move, the
marker will grow and move along with the phone move-
ment, so that tracking is possible at all times. Note that
this design prohibits the display of the camera feed on the
smartphone, since it will only show the marker, and not the
content of the main screen. However, in some cases, the re-
searchers were able to reproduce the content on the screen
of the smartphone to keep the illusion of a see-through de-
vice. This vision-based technique is quite similar to the
approach we will choose for our prototypes (see chapter
3 “Implementation”), which uses Apple’s augmented real-
ity framework, but was published two years before Apple
even released its ARKit framework to the public. The au-
thors also present a classification of basic interaction tech-
niques that are possible with their system, as depicted in
figure 2.8. These include the use of the tangible as bound-
ary condition or spatial relation for virtual objects on the
main screen, as magic lense (also see next chapter) and as
secondary screen. To demonstrate their prototype, multiple
example applications were developed. The smartphone is
used as tool to cut-and-paste content, even across multi-
ple devices. When hovering over hyperlinks on the main
screen, the user can open the corresponding website on the
smartphone browser by tapping on the screen. Another im-
plementation uses the tangible as a controller for an image
processing software and allows a user to change an image’s
blur by rotating the device.

Chan et al. introduced a tablet-based midair tangible thatMidair tangible views
provide an immersive

experience
can be used to explore a three-dimensional version of a
two-dimensional satellite image of a large city that is dis-
played on a tabletop surface [Chan et al., 2010]. Tracked via
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Figure 2.8: Interaction classification for the system published by [Leigh et al., 2015].
Each represents different modes of direct, near-surface interactions.

infrared, the tablet shows 3D silhouettes of the buildings
in the city when moving around the tabletop, just as it is
known from the 3D content of Google or Apple Maps. The
authors found the tablet view to be immersive, to a degree
that the it lets users loose awareness of their surrounding.
They report the 3D view to isolate the users from others
around the table and from the table itself.

Our own lab at RWTH Aachen University has done vari- Research on using
midair tangibles for
3D object rotation

ous research on tangible interaction in the past [Weiss et al.,
2009, Jansen et al., 2010, Voelker et al., 2013, 2015a,b, Cherek
et al., 2018, 2019] and started investigating into off-surface
tangibles and midair interaction three years ago. A mas-
ter thesis [Asselborn, 2018] explored the use of tangibles
for 3D object rotation and compared this new interaction
technique with touch input and a 3D mouse. In particular,
the transition design between on-surface and off-surface in-
teraction was a point of interest, and how users perceive
the analogy between physical object input and virtual ob-
ject output. Technically, we developed an active tangible in
form of a cube, which contains a gyroscope combined with
an accelerometer for orientation detection and whose data
is transmitted via bluetooth. Combined with the capabili-
ties of on-surface tangibles, users then are able to move the
cube on the tabletop surface and to lift the cube in midair
and manipulate it with six degrees of freedom to control
virtual objects. We implemented applications for 3D object
rotation and one which used the tangible movement to nav-
igate through a virtual, three-dimensional world that was
displayed on the tabletop (see figure 2.9).
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Figure 2.9: Manipulating content on the tabletop using a
midair tangible. Left: The orientation of the physical cube
affects the orientation of the virtual one. Right: The tangi-
ble is used to navigate in a virtual 3D world. [Asselborn,
2018]

Based on the knowledge gained in implementing the tan-A design space of
on- and off-surface

tangibles
gibles for 3D object rotations, we looked further into the
design space of on-surface and off-surface tangible interac-
tion [Cherek et al., 2019]. Figure 2.10 shows the new dimen-
sions of midair tangible interactions. The figure is divided
into on-surface interactions on the bottom and off-surface
interactions on the top. X, Y and Z denote the respective di-
mension with linear positioning, and are followed by its ro-
tational counterparts (i.e. roll, pitch and yaw). The design
space is filled with existing input techniques, like a stan-
dard computer mouse, or on-surface tangibles, and com-
pleted by the novel interaction possibilities which include
3D manipulation or 6D midair manipulation. Studying the
design space, it becomes possible to compare input tech-
niques with each other and come up with new modalities
by filling the blank regions in the design space.

2.4.3 Comparing 3D Manipulation Tasks

While qualitative research on midair tangible interactionIn comparison to
other input

techniques, midair
tangibles tend to be

intuitive to use for 3D
rotation, but are not

necessarily faster.

has been done and yields positive feedback from users (as
noted in one of the previous sections), only a few publi-
cations cover quantitative aspects. Researchers from TU
Munich, Germany, compared interaction devices for trans-
lation and rotation of virtual objects in augmented real-
ity [Reifinger et al., 2008]. They created a custom-made
midair tangible with accelerometers and a gyroscope and
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used it for midair 3D manipulation. The study shows that
this device performed as good as a combination of mouse
and keyboard input and when using gestures. In our own
study on 3D object rotation that compared midair tangibles
with a similar design to touch input and a 3D mouse [As-
selborn, 2018], many users stated that the tangible meth-
ods were more intuitive to use. Analysing task completion
time, the tangible interaction was significantly faster than
using touch, but the 3D mouse outperformed the other two
input techniques. However, the 3D mouse was considered
to have a steep learning curve by most participants.

2.5 Magic Lenses

The term magic lense describes a see-through interface be-Magic lense:
see-through interface
to provide additional

information

tween the main content of a user interface and the user.
With such a tool, users can reveal an information layer in
addition to the main content. Often, it is used to filter
the content by some means or to offer supplementary data.
Just as a magnifying glass that increases font when look-
ing through it on a newspaper article, magic lenses use the
same metaphor for virtual applications. Magic lenses are
not limited to the physical domain: most modern opera-
tion systems provide a digital tool that increases the dis-
played content as accessibility feature and can be dragged
around the screen using the mouse. Newer research intro-
duced physical magic lenses that can be placed on top of a
display and provide tangible feedback when being moved
on the surface.

The concept of magic lenses has been used in human com-Close to today’s
understanding of

augmented reality
puter interaction for a long time. Even today’s popular
developments in augmented reality base on the idea of a
see-through interface that augment the content of the real
world. One of the first publications that introduced magic
lenses was presented by researchers at Xerox PARC and
Bill Buxton [Bier et al., 1993]. They describe magic lenses
as visual filters that “modify the presentation of applica-
tion objects to reveal hidden information, to enhance data
of interest, or to suppress distracting information.” Bux-
ton et al. complemented their concept later with an “eye-
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Figure 2.11: An old handheld device used as magic lense
over a physical map. The device screen shows details of
the attraction when being moved close to its location on the
map. [Reilly et al., 2005]

in-the-hand” metaphor where a user operated a palmtop to
see additional information and which could even be used
to navigate on a virtual screen [Fitzmaurice and Buxton,
1994]. This sounds close to our today’s understanding of
augmented reality, which will be covered in the next sec-
tion. This section will summarise some publications and
prototypes with magic lenses that could lead to further in-
sights in this thesis’ context of midair tangible interaction.

With the increasing computational abilities and improve- From palm
computers to
smartphones

ments in display technology, researchers started using
handhelds or palm computers as magic lenses in the 2000s
[Reilly et al., 2005, Olwal, 2006, Rohs et al., 2007, Morrison
et al., 2009]. These predecessors of today’s smartphones
were often used in prototypes in conjunction with a reg-
ular, physical map and extended the static map with dig-
ital content (see figure 2.11). Tracking was implemented
using RFID chips or via external tracking of build-in LEDs
that the device was manufactured with. Newer prototypes
made use of the device’s camera and could match a spe-
cific location on a physical map using dedicated markers.
With some devices, even more sophisticated image process-
ing without visible markers was possible, just as it is the
case with modern augmented reality frameworks. The pre-
sented applications include displaying attraction details on
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the device when hovering over the attraction on the phys-
ical map, or a detailed interactive road map of the area of
interest. Rohs et al. [2007] additionally present a study to
investigate map navigation. The results indicate that users
benefit from magic lense interaction to explore the search
space and that they finish searches faster in comparison to
joystick interaction.

In the MagPad prototype, Xu et al. [2015] place regular
paper-based documents (i.e. a printed research article) on
a dedicated surface and use a smartphone to display addi-
tional, location-specific content. When browsing through
the referenced literature, users can open a publication’s
abstract by holding the device close to the citation and
performing a gesture. Another application example pro-
vides users with the possibility to translate the text of the
printed document into another language, with the trans-
lation being visible on the screen of the phone. Also us-
ing a smartphone, other researchers implemented a magic
lense to augment information displayed on a tablet com-
puter [Strohmeier, 2015]. Similar to an implementation of
the PaperLens prototype (see the section on related work on
midair tangibles), the device could show another anatomic
layer of the human body to complement the one that was
displayed on the tablet. After having set a common ground
between the two devices, the position of the device was
tracked using the build-in sensors of the smartphone (ac-
celerometer, gyroscope and magnetometer). The authors
also investigated into cross-device interaction, which will
be covered in one of the upcoming sections.

2.6 Interactive Tabletops and Augmented
Reality

Similar to the concept of a see-through interface knownAR enhances the
user’s perception

and interaction with
the real world by

integrating additional,
virtual information.

from magic lenses, augmented reality (AR) integrates ad-
ditional information into the user’s view of the real world.
Following the characteristics of augmented reality systems
in [Azuma, 1997], we understand augmented reality as a
combination of real and virtual objects in a real environ-
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ment, which aligns them with each other and runs inter-
actively and in real-time. In distinction to virtual reality
where the surrounding environment is virtual, augmented
reality positions the user in the real world [Milgram et al.,
1994] and enhances the user’s perception and interaction
with it. This section focusses on challenges that arise with
the use of AR techniques and sets them in context to midair
tangible interaction.

First implementations realised augmented reality systems World tracking is
based on the camera
and image
processing
capabilities of
modern
smartphones.

using head-mounted displays [Feiner et al., 1993]. Mod-
ern systems based on 3D glasses are commercially available
and popular, but with the increasing computational power
of today’s smartphones, a more unobtrusive approach has
become at hand for a broad range of users. Modern aug-
mented reality frameworks for mobile devices (ARKit on
iOS and iPadOS, ARCore on Android-based devices) pro-
cess the device’s camera feed to detect feature points that
enables them to calculate movement of the device as well
as distance and angle to each tracked point. In conjunc-
tion with the device’s other sensors (accelerometer, gyro-
scope and magnetometer), the frameworks are able to lo-
calise the device in the surrounding world in real-time and
with a precision of centimetres or less. Newest improve-
ments make it possible to detect surfaces (plane detection),
general objects like tables, custom objects that have been
scanned before and even people in front of virtual content.

Hansen et al. [2005] present first design issues and pos- Interacting with
augmented displays
over a digital table
introduces new
challenges.

sible solutions that occur with positioning using the de-
vice’s camera and image processing. These can easily be
transferred to midair tangible interaction. They describe
a mixed interaction space above a detected surface that
opens a new dimension to interact with the system and
ranges from direct manipulation, rapid, incremental and
reversible actions to the use of gestures. For example, one
of the presented design issues concerns the mapping be-
tween the physical movement of the device in space and
the action on the interface. The authors propose the use of
natural mapping based on analogies or cultural meanings
[Norman, 2002] with a relative or absolute conversion or se-
mantic mapping (for example: move the device to the right
to play the next song) as a solution.
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Other research [Yang and Maurer, 2010] summarises theUsers are in risk to
forget about their

environment when
interacting with

augmented systems.

existing publications specifically in the context of combin-
ing digital tables with augmented reality. Comparing the
findings of their literature survey, the authors present chal-
lenges with the systems at time of publication, of which
some are still applicable to newer systems: Since visual
tracking requires the tracked surface to be visible in the
camera view, awkward positioning may lead to arm fatigue
of the users. Also, since the display size of mobile devices
is limited, it may task the users to recognise smaller details
on the screen, and users may have to walk further away
from the table in order to fit it entirely into the device’s
viewfinder. Morrison et al. [2009] report corresponding ob-
servations in their on-field study using magic lenses where
users were walking around the city and used a map and
a device that augmented some of the map’s content. For
example, some users dropped their device on the ground
while gesturing or organising their items, and a player
walked into a lamppost while looking at the device. This
indicates that the users’ possibility to be aware of their im-
mediate environment is challenged when interacting with
devices that augment the reality around them and require
their attention. Apart from challenges on the outside of a
system, augmented reality interfaces require new thoughts
on the design of software interfaces, too. For example, as
virtual content blends seamlessly in within the real world,
interfaces have to convey clearly with which objects a user
can interact with [Aultman et al., 2018] .

A recent publication combines an interactive display withA prototype that
combines interactive

touch displays with
augmented reality.

augmented reality to ease 3D modelling [Reipschläger and
Dachselt, 2019]. Wearing 3D glasses, users are able to draw
and alter three-dimensional content in midair using a dig-
ital pen or using the display’s multi-touch capabilities (see
figure 2.12). Users get immediate feedback of their changes
through the augmented view. Combining these two input
methods, the authors argue to mitigate issues of perception
and ergonomics of which the former is commonly found
when displaying three-dimensional content on a flat, 2D in-
terface and the latter in midair interaction. For example, the
touch surface adds natural, physical constraints and haptic
feedback in at least one dimension, while midair gestures
are performed without natural constraints in plain air.
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Figure 2.12: Combining augmented reality with interac-
tive displays for 3D modelling. [Reipschläger and Dachselt,
2019]

2.7 Cross-Device Interaction

Many of the research and prototypes that are presented in Combining multiple
devices results in
benefits from using
different display sizes
and input modalities.

the previous sections combine interactions with more than
one device. Midair tangible interaction relies on one tan-
gible device in the users’ hands, and on a second device,
the interactive tabletop display, to present the main content.
As an overview, figure 2.13 shows the many possibilities to
combine multiple devices. The figure is based on a litera-
ture survey of over 500 papers in the cross-device comput-
ing domain [Brudy et al., 2019]. The top part of the fig-
ure shows sub disciplines of cross-device interaction, while
the bottom part shows focus areas of the different research
projects. The sub disciplines range from simple dual moni-
tor systems over multi-mobile devices to tabletop and tan-
gible interaction. Following this taxonomy, this thesis’ re-
search topic would be classified as cross-device interaction
with a focus on interactions, collaboration and use-cases.
The authors also note as on one of the key challenges of
cross-device interaction: Communicating the possible ac-
tions to the user is crucial. This section will present research
on cross-device or multi-device interaction (both terms are
used synonymously) with a focus on what can be learned
for midair tangible interaction.
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Figure 2.13: An overview of cross-device interaction research, with its sub disci-
plines at the top and focus areas at the bottom. (Contains references to literature and
tables of the original paper that are not included in this thesis.) [Brudy et al., 2019]
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Magic lense prototypes (see one of the previous sections) Early cross-device
prototypes use small
devices and
vision-based, larger
displays.

can be categorised into cross-device interaction, too. A
more advanced example of a magic lense combines a tablet
PC with a projected, wall-sized image [Sanneblad and
Holmquist, 2006]. The prototype is used to demonstrate
the interaction with very large computer graphics images,
which forces users to choose between either a view of the
whole image or a view of a detailed part of it, but not both
at the same time. The presented solution used the tablet-
sized device to show the details of the region covered by
the device, while the whole image is projected onto the
wall. The system was presented to several thousand peo-
ple in a week-long public exhibit. Another earlier publica-
tion combines a vision-based tabletop display with phone-
like devices [Wilson and Sarin, 2007]. Using bluetooth and
computer vision, the system gains the ability to recognise
phones on the surface of a table. The system can then be
used to copy photos from the device to the tabletop, and
sort or delete them on the bigger screen. It is also possible
to copy the photos back to the original or to another device.

Systems that combine multiple devices benefit from the ad- Using multiple
devices together
combines the
benefits of each
device and allow
users to interact with
devices that are
further away.

vantages in input modalities that each devices offer, or to
mitigate issues that exist for one input device. For exam-
ple, a regular, non-touch display of laptops or projectors
can be combined with a second device that supports touch.
This way, users can select elements on the large display us-
ing touch on the hand-sized device. The setup would also
allow users to reach displays that are further away. Figure
2.14 shows a prototype that introduced such a system us-
ing live video images of surrounding displays on the mo-
bile device [Boring et al., 2010]. Even though the authors
report that their system does not offer enough stability and
control to enable precise manipulation yet, the publication
provides interesting scenarios for the use of midair tangi-
bles in conjunction with an interactive tabletop display, for
example to address the reachability problem or when other
users around the tabletop would block a user from doing
a certain action directly. In a later publication, the authors
reverse their metaphor from extending a large display with a
device to extending the device content with a large screen [Baur
et al., 2012]. For this device-centric approach, the content
of the device screen is projected to a large display. While
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Figure 2.14: “[The device] allows users to manipulate
content on distant displays that are unreachable, such as
(a) displays outside a window, or (b) a tabletop system
crowded with people. It allows users to manipulate de-
vices that are incapable of touch interaction, such as (c) a
wall projection or (d) a laptop. Users point the device at
the respective display and manipulate its content by touch-
ing and dragging objects in live video. The device projects
the touch input onto the target display, which acts as if it
had occurred on itself.” [Boring et al., 2010]

the device only shows a part of an image, the large screen
could then show the whole image (similar to the magic
lense metaphor used before), or the content could be mir-
rored one to one and viewed and edited on both displays
collaboratively. In another use-case, a user starts a video on
the device, which then gets displayed on the large display
and the device turns into a remote control which can pause
or forward the video.

Leaving the area of combining small devices withCommunicating the
possible actions and

making use of spatial
awareness

large screens, research on interaction between tablet- or
smartphone-sized devices also gives interesting application
examples and clues for midair tangible interaction. Even
though its device is not tracked in space, a publication on a
tangible bookmark that is used on a tablet provides two in-
teresting insights and some very nice storyboards (see fig-
ure 2.15) [Bianchi et al., 2015]: First, the authors observed
a rapid flow in the interaction between touch (browsing or
scrolling through a document) and the tangible bookmark
(making notes, . . . ). Second, users reflected on poor affor-
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Figure 2.15: One of the storyboards for the use of a bookmark-style tangible on a
tablet from [Boring et al., 2010]. “Liza reviews an academic paper. She uses her book-
mark to look through the pages and check citations whilst reading. She stores a copy of an
important figure so she can examine it throughout her read. She also makes notes to help
organise her review.”

dances of gestural style interactions. When implementing
document-focussed or gestural applications, this could be
considered. Another aspect of our envisioned system us-
ing midair tangibles will be the spatial awareness between
the tabletop and (possibly several) midair devices, so that
each device can make use of the knowledge of its position
in relation to the others. Spatial awareness between mo-
bile devices has been a continued field of study with use-
cases including collaborative visualisation, visual data ex-
ploration and a shared overview device for multiple users
with tablets [Wozniak et al., 2016, Plank et al., 2017, Langner
et al., 2018, Brudy et al., 2018]. Additionally, smaller mo-
bile devices (i.e. smartphones) have been used in a gesture-
like interaction to select cells or perform other actions in
a spreadsheet processing application running on a tablet
[Perelman et al., 2018], or to hand over content from one de-
vice to another using a “pouring” metaphor [Korzetz et al.,
2019]

A yet-to-be-published paper for The Conference on Hu- Tracking users’ gaze
when working with
multiple devices
allows new
interaction methods.

man Factors in Computing Systems (CHI) 2020 from our
lab presents a new approach of cross-device interaction
using gaze [Voelker et al., 2020]. With the capability of
gaze-tracking that is included in the recent, state-of-the-art
smartphones, our prototype allows users to move content
between multiple devices by performing a touch gesture
and just looking at the other device. In a multi-user setup,
tracking users’ gaze and face authentication make it possi-
ble to show and hide content on different tablets with re-
spect to which user is looking at it. Another prototype uses
this ability in a card game to hide players’ cards on their de-
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Figure 2.16: Users can interact with multiple devices using
gaze. [Voelker et al., 2020]

vice when leaving the game or when another user peeks at
a neighbours’ device. A study in the setup shown in figure
2.16 with four users around the table and twenty tablets on
the desk reveals that the system can reliably identify which
tablet or collaborator a user is looking at.

2.8 Multiple Users and Collaboration

Large interactive tabletop displays, like the one we will beTabletops allow users
to work together on a

large screen.
using for our implementation of midair tangibles, afford
multiple users around them. Users benefit from the display
that can show shared content large enough for everyone to
see it and that can be used to visualise changes on which
the users agreed upon, while being positioned in a circled
way around the table instead of all facing a vertical display
on a wall. Being able to look each other in the eyes, table-
tops can facilitate communication. The surface of a table
is metaphorically divided into three territorial regions to
help coordinate users’ interactions within the shared table-
top workspace, as has been shown by [Scott et al., 2004]:
A personal territory for each user, a group territory as pri-
mary region for shared content and a storage territory for
content that is not within the current scope of interest for
the collaborators. Introducing midair tangible devices, it
could be argued that the personal territory is extended to
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Figure 2.17: In a collaborative setting, tangibles make users
aware of other users’ actions. The image shows a game in
which users could influence the opposing users’ actions by
placing a barrel. [Cherek et al., 2018]

the devices users hold in their hands and therefore by an
additional level of privacy, since the devices usually are
more protected from glances of other users.

In a collaborative setting, benefits from using tangibles In a multi-user
scenario, users
benefit from tangible
interaction even
more.

could emerge even more. For example, eyes-free interac-
tion with the tabletop – which tangibles provide [Weiss
et al., 2009, Voelker et al., 2015b] – is even more important
when trying to communicate with a person on the opposite
side of the table at the same time. Our lab has done more
research on tangibles in a multi-user scenario [Cherek et al.,
2018]. Our study reveals that in a collaborative setting, tan-
gibles make users more aware of other users’ secondary
actions (see figure 2.17). Interestingly, some participants
stated that not necessarily the physical object helped them
to perceive a tangible, but also the gentle sound caused by
its movement on the surface. Other research on tabletop
collaboration focussed on the nature of the tasks at hand:
Studies with the Youtopia system reveal that tasks that rely
on each other, i.e. when users had to wait for another user
to finish a task, lead to higher social, verbal and physical
interaction [Antle et al., 2013, Fan et al., 2014].
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With multiple users interacting with a table, detecting theDetecting the users
around a tabletop position of single users or even identifying single persons

becomes of interest and would allow user-dependent views
or content. On the LumiSight Table, four users around a
vision-based tabletop can each see different versions of the
same content, for example correctly rotated names on a
map [Kakehi et al., 2005]. The Medusa system provides dif-
ferent views and interactions with respect to which side
(or corner) of the table the user is located [Annett et al.,
2011]. The authors also implemented a content control and
do-not-disturb-mode for multi-user scenarios. With tech-
nological improvements, estimating the users’ position be-
fore touching the table becomes possible and can be used
by the system for intention guessing or to rotate virtual ob-
jects to the correct orientation from the users’ view. [Suto
et al., 2018]. As has been shown in the previous section, our
lab successfully implemented a prototype that uses gaze
to track individual users around a tabletop [Voelker et al.,
2020].
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Chapter 3

Implementation

This chapter summarises the implementation of midair tan- Chapter summary:
From relating the
device and tabletop
positions over device
touch support to the
final framework

gibles over an interactive tabletop that are tracked using
augmented reality techniques. After presenting basic de-
sign decisions and which devices we used specifically, the
first section holds the first implementation step: recognis-
ing the tabletop display in the augmented reality frame-
work. Now that the devices are aware of the position of the
tabletop, they can transmit their position data to the system
running on the interactive table. The following sections de-
scribe our findings for good marker creation, how we im-
plemented device touch support and finally summarise the
structure of the framework that we used to develop our dif-
ferent application scenarios (cf. chapter 4 “Applications”).

Before starting with more detailed implementation steps, Motivation why we
choose the ARKit
approach

the idea to base our approach for midair tangibles on aug-
mented reality techniques should be given some thoughts.
From experiences from our other research projects [Wacker
et al., 2019, 2020], we learned that the AR tracking tech-
nology has improved rapidly during the last years and
could be suitable for our use-cases. By using an augmented
reality framework, we hope to benefit in multiple ways:
The device interaction would allow six degrees of freedom
(free movement and rotation in all dimensions; cf. “design
space” in section 2.4.2 “Other Research on Midair Tangi-
bles”), and no special hardware would be needed, since
ARKit runs on all recent smartphones and tablets by Ap-
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ple. We could use the devices’ touch capabilities or other in-
put and output modalities (display, speaker, front-camera,
motion sensors, . . . ) that the devices provide. In our use-
case of using the devices over an interactive tabletop dis-
play, we are able to control the markers that are used to
track the devices’ positions, since they are displayed on the
screen of the table. In comparison to tracking static im-
ages on a regular table, controlling the markers would al-
low us for example to use dedicated markers for different
levels of a game, or even to animate them. In general, our
AR-powered midair tangibles support nearly every appli-
cation scenario that has been summarised in the chapter on
related work: magic lenses, 3D exploration, user-tracking,
user specific-content on the device, user-centred content on
the tabletop, spatial-awareness between devices and table-
top etc. With this thesis, we would like to find out if using
augmented reality is suitable and stable enough for midair
tangible interaction. Specifically, we would like to check
if the tracking quality and the position updates tend to be
good enough to deliver a natural experience to users.

Technically, we developed our system in Swift1 both for theTechnical setup and
pre-requisites iOS apps that run on the devices and the macOS app that

is responsible for the content on the tabletop display. The
core functionalities of the device apps will base on ARKit2.
Apple’s augmented reality framework integrates the de-
vice’s camera and motion features to create a virtual rep-
resentation of the surrounding world. As devices, we used
an iPhone X and an iPhone 6s during implementation and
tested our system with several other iPhones and a 6th-
generation iPad, all running on iOS / iPadOS 13. Our in-
teractive tabletop is a Microsoft Surface Hub 84 from 2016
with capacitive multi-touch and multi-pen support. The
display has a size of 84 inch and allows a resolution up
to 4K. Its physical dimensions including the framing are
220×117 centimetres. Figure 3.1 shows a sketch of the table-
top and a break down of the dimensions. The tabletop is
connected to an Apple iMac Pro to control the displayed
content and to process the touch data. Tabletop and de-
vices transmit data using a local ethernet access point over
wifi.

1https://developer.apple.com/swift/
2https://developer.apple.com/documentation/arkit/

https://developer.apple.com/swift/
https://developer.apple.com/documentation/arkit/
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Figure 3.1: The physical and virtual dimensions of the Microsoft Surface Hub 84
that we use as interactive tabletop display. It comes with multi-touch support and
allows a resolution up to 4K on its 84-inch-display.

3.1 Recognise the Tabletop in AR

Our first step towards midair tangibles using ARKit was to
teach the device to recognise the tabletop display. We could
then go ahead and display augmented 3D objects on the
surface. The devices can the be used to explore these vir-
tual objects in 3D by moving around the table (cf. section
2.4.1 “The PaperLens Prototype”). It would even be possi-
ble replace the whole content of the tabletop display when
looking through the device and provide scenarios where
the device is being used as a magic lense (cf. section 2.5
“Magic Lenses”).

We started with the idea to use ARKit’s plane detection Plane detection
works better than we
anticipated.

functionality which is able to detect plane surfaces in ver-
tical and horizontal direction. With this approach, we
could even avoid to use image or marker recognition and
we wouldn’t be forced to include trackable content on the
tabletop display. We tested plane detection with Apple’s
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Figure 3.2: Trying out the plane detection feature. The
yellow rectangles indicate planes that were recognised by
ARKit.

sample app for Building Your First AR Experience3 which
visualises detected planes by convex polygons and esti-
mates rectangular boundaries based on the detected fea-
tures. The test was performed by moving around the table
on three sides with varying distance, and the tabletop dis-
play showed a mosaic-like pattern. Apart from parts of the
floor and the curtain that were recognised, too, the result is
– by our expectations – surprisingly okay and are shown in
figure 3.2. The system successfully identified the tabletop
surface and drew a virtual rectangle that does not appear to
deviate from the original tabletop by more than five to ten
centimetres. However, the angled edges (that host cameras
and speakers needed for the case the Microsoft Surface Hub
is used as intended on a wall for video-conferences) seem
to trouble the algorithm a little and resulted in bad recogni-
tion in these areas. Despite the rather good results, we de-
cided to go on with image recognition because we wanted
to see if the tabletop surfaces could be matched even closer.

To detect the tabletop using image recognition, our planCalculating the
tabletop size by

using image
recognition

was to show a dedicated image on the tabletop display of
which we know the exact size and position on the screen.
This image will act as a marker and is fed to ARKit’s recog-

3https://developer.apple.com/documentation/arkit/building your
first ar experience

https://developer.apple.com/documentation/arkit/building_your_first_ar_experience
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Figure 3.3: Overlaying the tabletop display with a virtual, semi-transparent plane
(left). The dimensions can be translated into the virtual coordinate system (right).

nition algorithm. When it gets detected, we can use its mea-
surements in the virtual coordinate system of the device to
translate the tabletop’s physical size to its virtual counter-
part. The translation between the two coordinate systems
then can be calculated by the values that we know: The vir-
tual tabletop width equals to the tabletop’s width divided
by the marker width (both in pixels, see figure 3.3, right)
multiplied by the marker width in the virtual coordinate
system that is provided by ARKit. The height and the po-
sitioning can be computed accordingly. Using these values,
we can place a virtual plane onto the table’s surface, as de-
picted in figure 3.3, on the left. This virtual plane can then
be filled with any content we like to replace or overlay parts
of what is displayed on the tabletop display. Additionally,
we have to calculate the physical size of the marker image
when it will be displayed on the tabletop. ARKit expects
these values when creating trackable reference objects to
improve its recognition capability.

ARKit uses SceneKit4 to position and render 3D content, Our system is able to
recognise the
tabletop using
marker tracking with
a satisfying accuracy.

which uses a node-based hierarchy as underlying struc-
ture. Each node contains information about position, ro-
tation and scale with respect to its parent node. At first, de-
signing and implementing in three-dimensional space was
challenging. For example, when setting the virtual plane to
the correct position, the nodes’ coordinates have to be cal-
culated in relation to their parent’s node, and with the sup-

4https://developer.apple.com/documentation/scenekit/

https://developer.apple.com/documentation/scenekit/
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port of multiple trackable markers (see below), complexity
increased. For a test application, we implemented a tempo-
ral view of the arctic sea ice (see section 4.2 “Temporal Data
Exploration”) that shows aerial views of different years on
the tabletop and on the device. We are satisfied with the ac-
curacy of the virtual plane’s position, especially when the
device was held closer to the tabletop so that its frame was
not visible any more. However, when the tracked marker is
not visible in the camera’s viewfinder, the tracking becomes
more and more inaccurate. For this reason, we added the
ability to our system to support multiple marker images
by dividing the background image that is displayed on the
tabletop into several, trackable regions. The creation of
multiple markers is explained in one of the following sec-
tions. In the future, we would like to improve the tracking
abilities even more by combining marker recognition with
plane detection (see chapter 6.2 “Future Work”). For now,
as we are able to recognise the tabletop display with a satis-
fying result, we continue on connecting the device and the
tabletop so that both become spatially aware of each other.

3.2 Relate Position of Device and Tabletop
using World Tracking

The core of the presented approach for tangible midair in-Using world tracking,
the device is able to
transmit its position

and rotation in
relation to the marker

to the tabletop.

teraction is the position synchronisation between the table-
top and devices used around and above it. As has been ex-
plained in the previous section, the devices run on ARKit
and are able to recognise the tabletop surface using image
recognition of predefined marker regions. These marker
images will be the shared common ground between the
tabletop and a device. We implemented our system with
ARKit’s world tracking option5 that is able to synthesise
a virtual world from its surrounding by tracking feature
points on surfaces and objects. Feature points are unique
highlights in the camera feed that ARKit uses to create the
virtual representation of the world around it, like regions
with high-contrast or edges of physical objects. Now, when
one of our markers on the tabletop is being recognised,

5https://developer.apple.com/documentation/arkit/world tracking

https://developer.apple.com/documentation/arkit/world_tracking
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Figure 3.4: Relating the position of a device and the table-
top: The marker ID (red) and the vector between device
camera and marker (blue) is transmitted to the tabletop.

ARKit places the reference image of the marker in its virtual
world. We are then able to calculate the vector between the
device and the marker in the unit of ARKit’s coordinate sys-
tem that includes the device’s position and rotation in 3D.
This location data is transmitted to the tabletop, together
with an identifier of the tracked marker. Since the tabletop
can retrieve the position of a marker on the surface by its
identifier, it finally is able to recalculate the device’s posi-
tion from the location data with respect to itself. Figure 3.4
shows a conceptual visualisation of this approach.

To reduce the amount of computations on the device, our Position updates are
transmitted 30 times
per second using the
websocket protocol.

implementation actually transmits the position data of both
the marker and the device to the tabletop in the device’s
virtual coordinate systems. The tabletop then mimics the
device coordinate system, uses this to calculate the vector
between device and marker and transfers the result to its
own coordinate system. This approach puts more load on
the data transmission and the computer running the table-
top visualisation, but proofed to be stable. To update the
position in real-time, the position updates are transmitted
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30 times per second via wifi. As simple HTTP connections
are not equipped for such a high rate, we chose to trans-
mit the position data using websockets. The transmitted
data itself is encoded as JSON strings based on Swift structs
and can be extended to include further information from
device to tabletop and vice-versa (cf. section 3.4 “Device
Touch Support”). In the future, we could imagine using
Apple’s MultipeerConnectivity6 feature to let the devices
and the tabletop connect ad-hoc instead of using static IP
addresses. Going even further, in a multi-device setup, de-
vices could share their virtual map7 of the world contain-
ing their model of the tabletop with each other to improve
the overall tracking experience. Also, as all devices connect
to the tabletop and transfer their position, it would easily
be possible for the tabletop to transmit the positions of the
other devices to each device, even translated into the cor-
responding virtual coordinate systems. We did not imple-
ment this, but imagine that it’s possible to construct inter-
esting application scenarios for such devices with spatial
awareness. For example, it would be possible to allow or
forbid certain actions when a device is close to another.

3.3 Marker Creation

Now that we have given the conceptual background andImage detection
relies heavily on the
quality of the marker

images.

some details on exchanging the positions between devices
and the tabletop, we’d like to provide some more insights
into our findings in marker creation and how we achieved
to split the tabletop display into multiple markers. Having
good, trackable marker images displayed on the tabletop
surface is of essence to our AR-based approach to track the
device position, but at the same time introduces a limiting
factor to the design of the visual content on the tabletop
With a low tracking quality, ARKit is not able to provide
us with a satisfying positioning. We experienced a rather
small margin between a good tracking state and complete
loss of tracking, which results in unforeseeable position up-
dates.

6https://developer.apple.com/documentation/multipeerconnectivity
7https://developer.apple.com/documentation/arkit/creating a multi

user ar experience

https://developer.apple.com/documentation/multipeerconnectivity
https://developer.apple.com/documentation/arkit/creating_a_multiuser_ar_experience
https://developer.apple.com/documentation/arkit/creating_a_multiuser_ar_experience
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Figure 3.5: Example of a feature-rich image that we use in
one of our applications. The yellow dots indicate feature
points that were recognised by ARKit.

Our first attempts as markers were based on AR stick- Feature-rich,
high-resolution
images are best.

ers, which are based on geometrical forms and look a bit
like QR codes. However, these did not yield good results
with our AR framework. ARKit uses feature points (cf.
section 3.2 “Relate Position of Device and Tabletop using
World Tracking”) to detect surrounding objects surfaces.
Therefore, we choose large, feature- and contrast-rich im-
ages in a high resolution for our marker images (see figure
3.5). Furthermore, repetitive structures should be avoided,
and marker images ideally have a large colour spectrum.
When importing images as AR resources to Apple’s IDE,
Xcode, the images get analysed beforehand and feedback
on their tracking capability is provided. To find good, high-
resolution images (our tabletop runs in 4K) as background
of which parts can be used as marker, we found the satel-
lite images provided by NASA’s earth observatory8 to be a
good resource.

Another aspect of marker creation concerns the size of the The size of the
markers depend on
how far or close
users will interact
with the tabletop.

markers. Just using the content of the whole tabletop screen
as a marker is a possible solution for scenarios where the
device (and the user holding it) is further away from the
tabletop, so that all or most of the tabletop surface is visible
in the device’s viewfinder at once. With the focal lengths of

8https://earthobservatory.nasa.gov/images

https://earthobservatory.nasa.gov/images
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the iPhones that we used, this results in a distance of about
1.5 m to 2 m from the tabletop, which we were not satisfied
with for our use cases (see chapter 4 “Applications”). It is to
be noted though that ARKit is able to recognise only parts
of a marker and does not necessarily have to see the whole
image, but the scope if this feature is rather limited. We
then tried different marker sizes (12 cm, 27.5 cm, 42 cm, 90
cm) by splitting the tabletop background image into multi-
ple squares of the given sizes. Our informal tests indicate
that the bigger the size, the better the tracking. However,
the 90 cm markers (resulting in two regions on the tabletop)
are too big again and do not get recognised when holding
the device closer to the screen. So by now the best marker
size, with users standing close to the tabletop, seems to be
around 40 cm, which we used for the implementation of
our applications later. As we experimented with different
marker sizes, we created a helper tool that can generate
markers in the desired size based on a large image as in-
put, and provides the marker images and their relative po-
sition on the screen in a format readable by Xcode, so that
the result can easily be imported into a new AR project.

Now with the possibility to have multiple marker imagesTo improve tracking
quality, the device will
look for new markers
after some seconds.

on the tabletop surface, we improved our implementation
that recognises the markers and sets them in relation to the
tabletop surface. Before, the devices could only keep track
of one marker, i.e. the first one that got recognised. If this
first marker was located on the left side of the tabletop for
example, the tracking quality decreased when moving to
the right of the table, since the device had to calculate its
position only by feature points and its sensors, without the
ability to ground itself again by re-tracking the marker. At
first, we thought of letting the device switch the positioning
to a new marker as soon as it has been detected. But since it
is possible to have multiple marker images in the device’s
viewfinder at the same time, this approach resulted in a
very high rate of repositioning attempts, accompanied by
flickering of the virtual tabletop representation and high
computational need. To improve this, we instead added
an expiry date of some seconds to a new-tracked marker.
When this deadline has passed, the device starts looking
if it finds a new marker that it can track and base its po-
sition on. In our preliminary tests, this approach showed



3.4 Device Touch Support 43

to be a good trade-off between accurate positioning and
power consumption of the device. Other marker-related
challenges that occurred during implementation are listed
within the evaluation chapter in section 5.1 “First Test and
Early User Feedback” and include issues with lightning
and sun that reflected on the tabletop surface and tracking
in the near-surface areas.

3.4 Device Touch Support

To explore different use cases and interaction designs, we Combining device
touch with the
tabletop allows users
to reach targets that
are further away.

would like to make use of the device touch capabilities. By
looking through the device screen onto the tabletop, users
should be able to select elements on the tabletop surface
by tapping on the device. This allows users to interact
with the tabletop surface without actually reaching it. More
on the reachability problem and benefits of combining in-
put modalities from multiple devices has been summarised
in the chapter on related work (section 2.7 “Cross-Device
Interaction”). In order for our system to support device
touch, the tabletop has to determine which part of its screen
is currently visible in the device’s viewfinder. From this, we
can match the touch positions on the device screen into the
tabletop coordinate system and perform a hit test on certain
elements.

To calculate the current device viewport on the tabletop, Touch locations are
translated using a
raycast of the device
viewfinder onto the
tabletop.

we implemented a raycast from the camera position onto
the surface. From the position updates (see one of the pre-
vious sections), we are able to retrieve a real-time, physical
position of the device camera in the tabletop’s coordinate
system. Then, we project a line from at the camera posi-
tion orthogonally to the device while targeting the surface.
The intersection of this line with the surface determines the
centre of the device viewfinder, which is shown in figure
3.6. We can transmit touch point positions relative to the
centre from the device to the tabletop, which can then be
translated into the right coordinate system using the inter-
section point. The raycast is performed at each incoming
position update.
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Figure 3.6: Raycast of the device’s viewfinder onto the
tabletop surface: The device representation can be seen at
the bottom, with a blue circle at the camera position. A
red line indicates the raycast from the camera to the table-
top surface, where a red rectangle highlights the part of the
content that is currently in the focus of the device. When
looking at the device screen, this can be verified by check-
ing that the red rectangle indeed is in its centre. (The red
outline indicates which marker is currently tracked by the
device.)

We implemented two different touch modes: direct touchTwo touch modes
where users can
either focus their

eyes on the device or
on the tabletop

and indirect touch using a cursor. In direct mode, tap lo-
cations on the device screen get exactly matched onto the
tabletop using the viewfinder representation as described
above. The system then performs a hit test to retrieve se-
lected elements. In order to select elements using the direct
touch mode, users have to focus on the device and usually
look through the device screen on the tabletop. In indirect
mode, the users control a cursor on the tabletop screen by
moving the device. This cursor is always located at the in-
tersection point described above, i.e. at the orthogonal pro-
jection of the device screen centre. Users can tap at any po-
sition on the device screen, which will trigger a hit test in
the middle of the cursor. An implementation of the cursor
can be seen in figure 4.7 located in the next chapter (section
4.4.2 “Collaborative Target Selection: Feeding Animals”).
With this approach, they can focus their eyes on the table-
top display and move the cursor to and select elements of
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interest without looking at the device. The touch data is
transmitted from the devices to the tabletop together with
the position updates. The result of incoming touch trans-
missions can be send back to a device, for example to indi-
cate that a certain element has been hit or to transmit any
additional, action-specific data.

3.5 AMT Framework

To facilitate the development of multiple applications using The core functions of
our implementation
have been split into
several Swift projects
to improve
reusability.

the described concepts and designs to track midair tangi-
bles using augmented reality, we based the needed source
code into a reusable framework. The AMT (AR-powered
midair tangible) framework combines the functionality to
track different devices and to translate the positions into
the tabletop coordinate system. Figure 3.7 shows the struc-
ture of a project that uses the framework. Each project con-
sists of an iOS app that runs the needed ARKit components
and determines the device position using SceneKit. On the
tabletop, a macOS app receives the position coordinates
and translates the location data in its own, SceneKit-based
coordinate system. To support touch, tangibles and sim-
ple 2D content on the tabletop, the macOS app includes a
framework that was developed by our lab (see below) and
is based on SpriteKit9. A project-based, common resource
group can be used to store the marker images together with
their positions on the tabletop and other shared assets. The
main functions that handle the position updates are out-
sourced into three Swift packages that provide the same
code base for all projects and have to be called by the re-
spective delegate handlers in the iOS and macOS apps. The
communication part depends on third-party plugins that
implement the websocket protocol.

To ease the development of 2D user interfaces on the table- Integrating 3D
content into Apple’s
2D rendering
framework

top display and to support touch, we included the Mul-
tiTouchKit (MTK) that was developed by our lab specif-
ically for the use with interactive tabletops like the Mi-
crosoft Surface Hub and other touch devices. [Linden, 2015,

9https://developer.apple.com/documentation/spritekit

https://developer.apple.com/documentation/spritekit
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Figure 3.7: The project structure for our AMT (AR-powered midair tangible) frame-
work consists of device-specific, tabletop-specific and shared resources and is based
into Swift packages to improve reusability. The icons indicate the used technologies
(from left to right): ARKit, SceneKit and SpriteKit.

Asselborn, 2018]. The framework directly uses the touch
traces of the capacitive display and provides APIs to track
multi-touch events as well as active and passive tangibles.
Apple’s 2D framework SpriteKit is used as a foundation
for object placement and rendering. Fortunately, SpriteKit
provides support to include 3D content that is based on
SceneKit, which we need to handle the incoming position
data of the devices. Unfortunately, Apple’s implementation
is not free of bugs and we experienced some issues with the
positioning of elements in z-direction which have already
been reported by [Asselborn, 2018] two years ago, haven’t
been fixed yet and still caused us some headaches in de-
bugging, even though we were aware of them.
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Chapter 4

Applications

Our literature review (see chapter 2) revealed several ap- Contribution: Five
prototypes that cover
a range of use-cases
for midair tangible
interaction.

plication scenarios for midair tangible interaction. Many of
the presented prototypes could also be implemented with
our approach to use augmented reality as tracking technol-
ogy for off-surface tangibles. Based on the different types
of interaction designs that we identified during the litera-
ture research, we decided to implement five applications to
explore midair tangible interaction. Our applications cover
use-cases for 3D exploration, temporal data exploration, a
tangible midair controller with direct mapping to its virtual
counterpart, layer exploration and target selection.

The main purpose of our first two apps is a proof-of- Two applications
focus on
collaboration
between multiple
users.

concept for our new technological approach and demon-
strate the system’s features for 3D and temporal data ex-
ploration. Apart from contributing prototypes with a range
of different application scenarios, we added a focus on col-
laboration and multi-user interaction for our last, more ad-
vanced implementations. This chapter describes our ap-
plications and their use-cases more thoroughly, mentions
specific challenges during implementation and relates each
application to its evaluation part in the upcoming chapter.

Tip: All mentioned application examples for midair tangible in-
teraction – including those of the related work, our own imple-
mentations and ideas from study participants – can be found us-
ing this document’s index.
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Figure 4.1: Mockup for 3D exploration using augmented
reality: Users can move around the tabletop to observe all
sides of the virtual cruiser through the device display.

4.1 3D Exploration

Full midair support with six degrees of freedom opens newAugmented reality
offers new ways to

interact with 3D
models.

possibilities for interaction with three-dimensional content.
In contrast to the common flat displays that need spe-
cial interaction techniques to let users explore 3D models
from all sides, the introduction of augmented reality frame-
works made it possible for users to take a device in their
hands and physically move around virtual objects to ob-
serve them from all angles. Figure 4.1 shows a mockup for
a 3D exploration scenario: looking through the device and
moving around the tabletop, users can explore all sides of
a virtual cruiser and count the number of lifeboats on both
side of the ship.

While the same is possible using 3D glasses, we argue thatCombing the tabletop
with midair devices

for 3D exploration
using an AR device in combination with an interactive
tabletop display offers advantages in a number of cases:
The large screen is able to show the most important infor-
mation of a 3D data layer without the need for any device
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Figure 4.2: Our simple demo application for 3D explo-
ration: Users have to find Easter eggs that are “hidden”
on the tabletop display by centring the “hiding places” in
the device camera feed. The image shows a capture of the
device screen after all eggs have been found.

(neither smartphone nor 3D glasses). Users then can dis-
cuss on the provided visualisation or manipulate the data
layer by direct touch interaction to zoom in or to move
the selection to another region of interest. Using a midair
device, they can temporarily explore the data in the third
dimension above the tabletop display. With a tablet-sized
device, the observable information content even increases.
The literature research (cf. chapter 2 “Related work”) pro-
vides some application examples for this setup: While the
tabletop displays a building’s ground plot, the device can
be used to search the floor plans of higher levels. Similarly,
a city map could be displayed on the tabletop, with the de-
vice being used to explore each building’s profile. The de-
scribed system could be generally used for any volumetric
data like 3D scans of medical data (e.g. MRIs) or geological
content.

At an early time in our development process, we imple- A simple application
to get a first
impression of our
system’s context.

mented a simple 3D exploration application that tasks users
to find hidden, virtual Easter eggs on the tabletop with
the use of device. For this, certain spots on the displayed
scenery (a house with a garden) were taken as markers for
the image recognition algorithm of the device’s AR frame-
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work (cf. section 3.3 “Marker Creation”). When the device’s
camera is moved to capture one of these regions, a virtual
Easter egg appears at its position on the device display and
a subtle audio feedback is given. Figure 4.2 shows the dif-
ferent spots with the found Easter eggs that we crafted by
using the 3D software Blender1. The regions underneath
the eggs (the bike, the stairs, the bed, . . . ) have been used
to train the AR algorithm. Our goal with this demo ap-
plication was to get a first impression on how users in-
teract with the tabletop and a device. The findings of a
small, preliminary study are reported in section 5.2 “Pre-
liminary Study: System Context and General Use”. We did
not implement more applications that focus on 3D explo-
ration since these already are covered by some of the pre-
vious research projects in this field, for example within the
publication of the PaperLens prototype by [Spindler et al.,
2009].

4.2 Temporal Data Exploration

After having gained first experiences with marker recog-Compare the arctic
sea ice development
at different points of
time on the tabletop

and the device.

nition, we continued our implementation by creating an
application that should replace the tabletop content when
looking through a device. Comparable to the metaphor of
magic lenses (cf. section 2.5 “Magic Lenses”), the system
consists of a combination of a tabletop display with addi-
tional content provided by augmented reality on a hand-
held device. As scenario, we chose to visualise changes
in earth climate and decided to use satellite images show-
ing the development of the arctic sea ice. The high-
resolution images have been made publicly available by
the NASA Scientific Visualization Studio2. The tabletop
displays shows the arctic and its ice regions from 1980.
When looking through the device camera, the content of
the whole tabletop display gets replaced by an image of
the arctic’s ice expansion of 2012. A first implementation
of our app is presented in figure 4.3. It bases on ARKit’s
image recognition feature and uses parts of the image on

1https://www.blender.org
2https://svs.gsfc.nasa.gov/4750

https://www.blender.org
https://svs.gsfc.nasa.gov/4750
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Figure 4.3: The iOS app uses parts of the 1980s picture as
marker for ARKit’s image recognition and then calculates
the correct size and position for the overlaying image from
2012.

the tabletop display as markers to provide context for the
device. The implementational background has been pre-
sented previously in section 3.1 “Recognise the Tabletop in
AR”.

Conceptually, this application example makes use of the More ways to interact
with temporal datasecondary display as comparison tool. Being able to com-

pare images from two different points in time, the system
enables users to make assumptions about temporal causal-
ity. We will reuse the idea of a comparison tool in another
application that will be presented in section 4.4.1 “Collab-
orative Layer Exploration: Placing Windmills”. In their re-
search, [Spindler et al., 2009] identified the temporal infor-
mation space as one exploration possibility in conjunction
with a tabletop display (see section 2.4.1 “The PaperLens
Prototype”). With their prototype, users were able to ma-
nipulate the playback of a video on the tabletop display by
moving the tangible in a vertical direction. We followed
this idea and extended our arctic sea ice application with
another interaction possibility. To be able to compare the
ice development more granularly, we added a slider to the
device app, which can be seen in figure 4.4. Similar to
video playback controls, users then are able to slide back
and forth in time. The left-most position shows the same
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Figure 4.4: Sliding through the years, users are able to ob-
serve the changes of arctic sea ice more granularly. The
background shows the year 1984 with a much bigger ice
region than in 2019 (on the device).

year as is been displayed on the tabletop, the right-most
position the year 2019 and the positions in-between relate
linearly to the corresponding year. When moving the slider
slowly to the right, the changes in arctic sea ice are ani-
mated fluently. During the implementation of the Easter
egg and the arctic applications, we successively improved
our tracking framework (cf. section 3.5 “AMT Framework”
which allowed us to continue to explore and implement
more scenarios for tangible midair interaction. These are
summarised in the next sections.

Credits of the used arctic satellite images:
NASA’s Scientific Visualization Studio
Quicklook Arctic Weekly EASE-Grid Sea Ice Age, Version 1:
NSIDC/Mark Tschudi, Walter Meier, J Stewart
EASE-Grid Sea Ice Age, Version 4: NSIDC/Mark Tschudi, Wal-
ter Meier, J Stewart, Charles Fowler, Jim Maslanik
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4.3 Tangible Midair Controller: Flying a
Spaceship

A common use-case for on-surface tangibles is that they Midair tangibles with
direct mapping to
their virtual
counterpart and free
movement in all
dimensions.

physically represent a virtual object within the digital
world of the system displayed on the tabletop. Both the vir-
tual object and the physical representation are fully linked
to each other: when users move or rotate the tangible,
its virtual counterpart behaves correspondingly. For ex-
ample, the tangible could represent a figurine on a digi-
tal chess board [Voelker et al., 2014]. As visualised in the
design space of on- and off-surface tangibles (see section
2.4.2 “Other Research on Midair Tangibles” and [Cherek
et al., 2019]), regular tangibles only allow interactions with
three degrees of freedom: They can be moved in x- and y-
direction on the tabletop surface and rotated around their
z-axis. With our concept of midair interaction, we would
like to combine a direct natural mapping between the off-
surface tangible and its virtual link with the increment
of interaction space in midair to six degrees of freedom.
Midair tangibles can be moved in x-, y- and z-direction and
rotated simultaneously around any of these. Having this
ability, users could for example lift the device to let their
avatar overcome an obstacle.

Following this idea, we developed an application that lets With the device,
users control a
spaceship and have
to avoid colliding with
other spaceships.

users control a spaceship (see figure 4.5). The top of the de-
vice is linked to the spaceship’s front and users can move
the spaceship around over the tabletop surface, change its
altitude or perform a roll manoeuvre by doing the respec-
tive movement with the device. Keeping up with the direct
mapping between the two, the virtual spaceship mirrors
the device positioning in real-time (cf. section 3.2 “Relate
Position of Device and Tabletop using World Tracking”).
On the tabletop, other moving spaceships which users have
to avoid collisions with are being displayed. They can do
so by moving away from the other spaceships or by fly-
ing above or underneath them. Furthermore, users are able
to eliminate hostile spaceships by firing a laser cannon at
them (not visible on the figure). The laser cannon is trig-
gered by tapping on the device screen. To provide users
with a challenge, we implemented a simple scoring system
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Figure 4.5: We implemented a direct mapping between the
device and the virtual spaceship (the smaller one on the
right). When moving, tilting or rotating the device, the vir-
tual object behaves accordingly and with delay.

that increments the users’ score when destroying another
spaceship and decreases when colliding with one.

With the introduction of interaction in the third dimension,Relating the altitude
of different objects to

each other
the tabletop scene has to provide depth information in or-
der for users to determine the altitude of the displayed ob-
jects in relation to each other. We decided to implement
shadows that vary in dependence to the object’s altitude. A
darker shadow close to the object indicates a lower altitude,
while a lighter, distributed shadow should signify a larger
distance to the ground. We also thought about changing
the spaceship’s size in relation to its altitude (the higher
the spaceship, the bigger its size), but did not implement
it. This application has been evaluated as part of a user
study to gain, among others, first insights on the percep-
tion of depth information on a two-dimensional tabletop
display. The study results are summarised in section 5.4
“Study: General System and Software Evaluation”.
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4.4 Midair Tangibles in Multi-User Sce-
narios

The extend and composition of interactive tabletop dis- When collaborating
with other users,
midair tangibles
enable user-specific
content on the
devices and
user-aware content
on the tabletop.

plays invites multiple users to work together on the table.
The large display affords large, detail-rich content which
users can discuss on and interact with using touch gestures,
digital pens or other input devices (cf. section 2.8 “Multiple
Users and Collaboration” of the chapter on related work).
Collaboration scenarios can involve a task that is too com-
plicated or too complex for one user and needs input from
another pair of eyes. Similarly, users might not be able to
immediately see the result of their actions and need a sec-
ond person to provide feedback. Finally, collaboration en-
ables tasks that need more than two hands to be mastered
and make it possible to reach parts of the table that are not
reachable by just one person. We implemented two appli-
cations that can also be used alone, but are primarily in-
tended to be used by two users. With these applications,
we want to gain more insights into user collaboration and
how midair tangibles can provide help in this context.

4.4.1 Collaborative Layer Exploration: Placing
Windmills

In the first collaborative application that we implemented Different layers that
influence the location
for new windmills

using midair tangibles, users have to compare different
data layers with each other. These can be displayed and
switched on the tabletop and independently on the device
screens. As concrete use-case, we chose the application
area of green energy and tasked users to place new wind-
mills around a city’s periphery. Users can create, move
(and delete mistakenly placed) windmills using touch on
the tabletop display. The windmill positioning depends on
three conditions: the existence of enough wind to power
the turbines, appropriate distance to housing areas and
other buildings so that residents won’t complain about the
windmills and a required distance between the windmills.
The different layer visualisations are shown in figure 4.6.
At the initial state, the tabletop display shows a satellite
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Figure 4.6: Users can explore multiple data layers to decide
on windmill positioning by combining the tabletop layer
(in the background) with different layers on their devices.

image of the area (background of left image). By tapping
on corresponding buttons, users can change the tabletop to
display wind regions (in green, background of right image)
or forbidden regions (in red, background of centre image).
The visualisation of the required surrounding of windmills
is visible in blue on the device screen of the left image in
figure 4.6, but can also be displayed as a layer on the table-
top.

The layer selection is mutual – it is not possible to combineUsers can compare
two layers by

combining the
tabletop view with

another layer on the
device screen.

multiple layer visualisations into one. To compare two vi-
sualisations at the same time, users have to pick up a de-
vice and can then overlay the tabletop layer with a second
one when looking through the device screen (visible in all
three images of figure 4.6). This interaction is similar to
the metaphor of magic lenses which has been already de-
scribed before (cf. section 2.5 “Magic Lenses”). Technically,
the system follows the implementation steps to recognise
the tabletop and replace the content using augmented re-
ality as explained in section 3.1 “Recognise the Tabletop in
AR”. Using the devices to compare different layers with the
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one displayed on the tabletop display, users have to work
together to find spots for new windmills and sometimes
could be required to negotiate a compromise which bound-
aries of a data layer will be crossed. Our system is able to
compute a scoring for the chosen windmill positioning and
gives feedback by changing the windmills’ colour in a traf-
fic lights’ scheme and by rotating the propellors with dif-
ferent speeds. We evaluated the interaction design as part
of a user study in section 5.4 “Study: General System and
Software Evaluation”.

Side note to a challenge during implementation: After a Windmill positions
are transmitted to the
devices.

first iteration, we soon realised that the created windmills
are not visible when looking through the device and having
chosen to replace the tabletop content with another layer.
Therefore, we had to extend the transmission protocol be-
tween tabletop and devices to also include the positions of
the windmills, so that the devices could display the wind-
mills again on their visualisation layer.

4.4.2 Collaborative Target Selection: Feeding Ani-
mals

Our second collaborative application focusses on target se- Addressing the
reachability problemlection. Users are be able to use their devices as tool to

collect elements that are displayed on the tabletop dis-
play without the need of direct physical interaction with
the tabletop. To demonstrate how midair tangibles can be
used to address the reachability problem, we implemented
a game-like application that asks users to feed multiple an-
imals. Each side of the tabletop display holds four animals
that have to be fed with their particular food items. Under-
neath each animal, a progress bar indicates the food colour
and how much food the animal has eaten (see figure 4.7).
The progress bar will decrease over time, so that animals
have to be given food within a constant interval. At the
other end of the tabletop display, new food items will ap-
pear over time. The users’ task is to move the food items
from one end of the tabletop to the other and distribute
them to the animal with the same colour denotation.
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Figure 4.7: The device can be used to collect and drop off
food items at the cursor position (in the centre of the device
screen, next to the chicken). Users control the cursor by
moving the device and without direct interaction with the
tabletop.

We intentionally designed our system with a large distanceDirect touch vs.
device to select

elements that are
further away

between the location of new food items and the target zone
with the animals. Users are given the choice to move the
food items in a direct way by touching and dragging them
over the surface. Since our tabletop provides multi-touch
support, users can even handle food items with multiple
fingers or hands at once. The second choice is to use the de-
vice: We implemented a selection mode that allows users to
control a cursor that is being displayed on the tabletop by
moving the device (cf. section 3.4 “Device Touch Support”).
Users can collect food items in the centre of the cursor by
tapping on the device screen. The collected items are stored
within the device (visible in figure 4.7 at the bottom of the
device screen) and can be dropped off again at the cursor
position by a swipe-up gesture on the device. Collected
items are stored last-in-first-out with an unlimited capac-
ity. As with the other applications, we implemented a scor-
ing system. Users are given points when animals are being
fed and loose points when animals are getting hungry. In a
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planned user study (see section 5.3 “Intended Studies: User
Collaboration and Midair Tangibles”), we’d like to observe
how users will solve the task together and whether they
will choose to use direct touch or the devices. In a semi-
structured interview containing a video demonstration of
our application (see section 5.4 “Study: General System and
Software Evaluation”), we gathered first insights which in-
teraction users could prefer.

During implementation, we iterated over different touch Design iteration on
cursor modesmodes that have been previously described in section 3.4

“Device Touch Support”. Our first approach was to use
a direct mode where users could select elements by tap-
ping on the corresponding location on the device screen.
A small visualisation of the touch point was then shown
on the tabletop. Early testers used this small visualisation
to eliminate the need of looking through the device screen
by constantly tapping on the device and then approaching
the touch visualisation to a target by moving the device.
Therefore, we implemented the indirect touch mode that is
visible in figure 4.7 in a second iteration. The indirect touch
mode always shows a prominent cursor on the tabletop dis-
play which is located at the intersection of the tabletop sur-
face and the orthogonal projection of the device camera. El-
ements in the centre of the cursor are being selected when
tapping on the device screen at any location. With this ap-
proach, users can focus their eyes on the tabletop display
and select elements without looking at the device.
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Chapter 5

Evaluation

This chapter presents our different steps to get a first eval- Main contribution:
Remote user study to
get qualitative
feedback for the
applications

uation for the use of midair tangibles as we implemented
them. We focus on qualitative feedback for our different
use-cases, as we intended to explore the different scenar-
ios and not to get quantitative measurements about their
performance in the first step. Our main contribution is a
remote user study in which we evaluated the spaceships,
windmills and animals applications. The first section sum-
marises early user feedback and interesting results from the
first tests, especially regarding ARKit’s tracking quality in
the context of our implementation. Additionally, we con-
ducted a preliminary study with the Easter egg applica-
tion to gain first insights into the general use and context of
our interactive system. Another focus of our research was
the use of midair tangibles for collaboration between mul-
tiple users around a tabletop. We planned a corresponding
study with sessions of two participants, but were not able
to proceed with it on location. The experimental design and
other thoughts on this study are archived here, so that the
study can be conducted later. For all studies, associated
documents are included in the appendix and the digital me-
dia library (cf. appendix A “Digital Media Library”).
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5.1 First Test and Early User Feedback

During implementation, we did some first tests and re-Early user feedback
allowed us to cycle

fast through
implementation

steps.

ceived early user feedback from students and staff from our
lab. Our tabletop is placed in a larger project space that is
publicly open to everyone in the lab. As they are walking
by, people tend to come over and check out the latest pro-
totypes. In our experience, the system seems to increase
people’s curiousity, possibly because humans are used to
gather around a table, because of the large tabletop’s visu-
alisation capabilities, or because of the combination with
the iPhones and iPad as midair tangibles. Additionally, we
benefit from the low-tech setup that is possible by the use
of ARKit which allows bypassers to easily try out a first
demo and helps us to get fast feedback for an implementa-
tion state in the DIA (design, implement, analyse) cycle. We
gathered early user feedback from around ten persons from
our lab, all with HCI background, academic background
(students, PhDs or higher), predominantly male and in-
cluding this thesis’ supervisor and examiner. Prototypes
have also been shown to different groups visiting our lab
as part of an introduction to the lab’s research. These in-
cluded the local macOS developer community, participants
of a founder’s workshop and single visitors from the inter-
national HCI community. The received feedback is sum-
marised in the following paragraphs.

General performance: When coming up with the ideaThe tracking quality
is to our satisfaction. of using augmented reality techniques for midair device

tracking, we wondered if the tracking quality would be
good and stable enough (cf. chapter 3 “Implementation”).
Our first test indicate that this is true, and also that the
position updates are fast enough for a natural experience.
The position, rotation and tilt of the device show to be suf-
ficiently accurate, especially when holding it still. Users
made statements like “That works surprisingly good”, es-
pecially when being told that the tracking is done by us-
ing ARKit. While we observe a satisfying tracking accu-
racy in general, we experienced not much margin between
a good tracking state and a complete loss of tracking, from
which user can only recover by re-initialising the AR ses-
sion. This happens mostly when moving the device with
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higher speed, or when rotating it by more than 180 degrees
around one axis. Similar problems have been reported be-
fore by [Leigh et al., 2015]. One user noted to have ob-
served a similar behaviour when using a popular AR app,
and could only recover by force-quitting and restarting the
app, too.

Issues in near-surface area: Apart from fast acceleration, The device camera is
not designed to
capture images
within close range.

moving the device closer than around 15 cm to the tabletop
display results in a decrease of the tracking quality. This has
also been reported by [Leigh et al., 2015] and has its origin
in the device camera’s lack of near-focusing capability and
its limited field of view resp. focal length: When being close
to the display, the camera is not able to provide ARKit’s
algorithms for image recognition with sharp, feature-rich
images and the tracking quality decreases. [Leigh et al.,
2015] solved this by using customised colour patterns in-
stead of feature-based image recognition. Our spaceships
application was affected the most by near-surface issues,
while the other applications did not demand users to hold
the devices closer to the tabletop. As a result, our vision
of a combined on- and off-surface tangibles that users can
grab from the table to manipulate 3D objects in midair (cf.
chapter 6.2 “Future Work”) cannot be met with the current
implementation. We came up with the idea of placing a
trackable marker on the ceiling above the tabletop display.
This could improve the tracking capabilities in the near-
surface area, but we would have to turn the device around
and hence loose the possibility to use the device screen (un-
fortunately, ARKit does not support world tracking using
the front camera). Also, the technical overhead would in-
crease significantly (the position and angle of the marker on
the ceiling in relation to the tabletop display would have to
be calculated thoroughly).

Dependence on tabletop background: The tracking qual- The tracking
depends on sufficient
marker images on
the tabletop.

ity highly depends on the content displayed on the table-
top display. ARKit is able to detect enough feature points
for marker images with contrast-rich, colourful content (cf.
section 3.3 “Marker Creation”). With this requirement, the
freedom in designing content for the tabletop display is
limited. When creating background assets for the tabletop,
game designers either have to choose a proper, static back-
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ground or find a clever way to provide a satisfying marker
image for more dynamic scenarios.

Lightning and sun: In our tests, tracking quality is influ-Reflections on the
tabletop surface

affect the tracking.
enced by lightning and sun. The display of the tabletop
is protected by a glass panel, which reflects ceiling lights
and results in artefacts in the device camera feed that influ-
ence the tracking quality. We had to switch off the ceiling
lights that are placed directly above the tabletop. Also, the
tabletop is placed next to a window front, with inside office
curtains that, when being closed, still allow light to come
through at the edges. This negatively affects the tracking
when it’s a very sunny day or when the sun is pointing to-
wards the window front, which regularly happens in the
afternoons. For our user study and video recordings, we
installed a black curtain around the tabletop environment
and took some time to adjust two indirect, artificial light
sources.

Device issues: As we tried out different devices during ourAR tracking causes
devices to heat up. tests (iPhone 6s, iPhone X, iPhone Xs, 6th-generation iPad),

we noticed that the newer devices perform better than the
older ones. However, we would judge the tracking quality
of the five years old iPhone 6s (running on iOS 13) still as
ok. More of concern is the heat production: The devices
tend to warm up quickly, caused by the high power con-
sumption of the AR tracking. When using the device for a
longer period, this could get discomfortable for users and
certainly will affect battery status. As a rough estimate, we
observed 20 percent of power consumption over an hour
use of the device.

5.2 Preliminary Study: System Context
and General Use

Next to our continuous, informal first tests that have beenStudy task: Finding
Easter eggs described in the previous section, we did a short study at

a very early time in the development process. By observ-
ing users with an early prototype of our system, we hoped
to gain basic insights into the system context and general
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use. We wanted to get a first impression how users behave
when interacting with the tabletop using a device and iden-
tify interaction challenges that should be considered during
implementation. For this preliminary study that took place
a week before the Easter holidays, we asked participants
to use our first 3D exploration application and find virtual
Easter eggs that were “hidden” on the tabletop surface (cf.
section 4.1 “3D Exploration”). Seven students from our lab
(six male, one female) volunteered to help.

General observations: Most participants performed well, Arm posture and
device orientationsome even noted that finding the Easter eggs was too

easy. Some tapped onto the screen when an egg appeared,
expecting that something more would happen, which it
didn’t. Most participants hold their arm static (with a 90
degree angle between forearm and upper arm) and moved
along one side of the table to find the eggs. Only one par-
ticipant stretched an arm to reach for the table’s edges and
moved less. Five of seven participants hold the phone in
portrait mode, as it was handed over, and two in landscape
mode, which fit better to the table’s dimensions. All partici-
pants were using one hand to hold the phone, some tapped
on the phone’s screen with the other hand. Three partici-
pants moved the phone closer (around 30cm) to the table’s
screen to inspect an egg after it has been found. Two partic-
ipants tried to fit the whole table onto the screen and hence
moved away from the table for around 1.5m to try to catch
all eggs at once. One of these two then hit a chair when
moving backwards away from the table. It took the app
longer to display the virtual egg on screen than to play the
sound when an egg was found. Some participants were
confused by this; two even moved the phone so fast that
they did not understand what happened, because the egg
was already out of scope and they only heart the sound.

Discussion: Although our preliminary study is not repre- AR decreases users’
awareness of their
surrounding.

sentative, we try to summarise some tendencies from our
observations. It seems that users prefer having a comfort-
able arm position and move their body around instead of
stretching their arm too much. More importantly, when
focussing on the device, users tend to loose awareness of
their surrounding, especially in augmented reality. Simi-
lar observations have been reported by [Chan et al., 2010].
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For our setup, this underlines the importance to free the
space around the table from any physical obstacles that
users could stumble upon. In the future, we could also
start thinking of other ways to help users to process their
environment, and reduce the time that is needed to extract
the information displayed on the device. A possible ap-
proach could be to provide a way of accessing the infor-
mation again once it has been gathered using AR without
the need of moving around, similar to the freezing mech-
anisms presented in the PaperLens prototype by [Spindler
et al., 2009].

5.3 Intended Studies: User Collaboration
and Midair Tangibles

To evaluate our approach of midair tangible interactionsA single-user and a
multi-user study have

been planned.
and the different prototypes that we implemented, we
planned to conduct two user studies. One study was to
focus on the direct mapping between the device and a vir-
tual object based on our implementation of the spaceships
application. For the second study, we planned to expand
our focus of interest to multi-user scenarios. Combining
our midair tangibles with user collaboration, we hoped to
get insights on how devices can help with the reachabil-
ity problem on tabletops and how users handle specific
content on their devices when working together. Conse-
quently, we planned to invite two participants to each ses-
sion. The second study based on the application scenarios
for creating windmills and feeding animals that were pre-
sented in the previous chapter.

Unfortunately, the 2020 global COVID-19 pandemic pro-Switching to a
remote study to

eliminate physical
contact

hibited us to conduct our studies on-location as planned.
Looking for alternatives to evaluate our work, we de-
cided instead to gather feedback from presenting video-
recordings and conducting semi-structured interviews us-
ing a video-conference system. These will be discussed in
the upcoming section 5.4 “Study: General System and Soft-
ware Evaluation”. While we are aware that this compro-
mise will not yield the results that were to be expected from
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users that could try out the system with their own hands,
the video study proved to able to provide us with decent
general feedback on our interaction design and on the soft-
ware that we implemented.

The following pages summarise the research questions, hy- The original study
can be conducted
later.

potheses and experimental design for our planned stud-
ies. Together with the original documents (questionnaires,
forms, observation protocols, . . . ) in the appendix, all nec-
essary information should be given to conduct the studies
at a later point in time.

5.3.1 User Study on Direct Midair Interaction

With our first user study, we planned to retrieve insights on Study focus:
User perception of
midair tangibles with
direct mapping to a
virtual object

user perception of midair tangibles with a direct mapping
to its virtual counterpart. We expect participants to adapt
quickly to the system since the approach follows a natu-
ral mapping between the physical and the virtual object.
Within the study, participants are asked to control a space-
ship using the device which can move in all dimension.
Section 4.3 “Tangible Midair Controller: Flying a Space-
ship” presents the application and also contains more in-
formation on the conception of the interaction design.

After being introduced to the system, the participants’ task Study task:
Flying a spaceshipwill be to gain as many points as possible in a given time-

frame. They can win points by shooting at other spaceships
and loose points if they collide with them. Collisions can
be avoided by changing the spaceship’s course as well as
by changing its altitude, which is easily achievable by lift-
ing the device up or down above the tabletop surface. Over
time, it gets more difficult to avoid collisions because more
and more spaceships will appear. We expect the whole ex-
periment to occupy 30 minutes of the participants’ time.

Research questions:
How will users perceive a direct mapping between a virtual
3D object and a virtual tangible with six degrees of free-
dom? How will users interpret height visualisations on the
2D tabletop display?
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Hypotheses:
Users quickly learn the conceptual mapping between the
midair device and the linked virtual object. The chosen
height visualisation using shadows will help users to dif-
ferentiate altitude between the displayed spaceships.

Hardware setup and surrounding:
The main visualisation is displayed on our Microsoft Sur-
face Hub 84, whose technical specifications are presented in
section 3 “Implementation”. There is no touch interaction
with the tabletop display in this scenario. The users con-
trol a spaceship that is displayed on the tabletop display
with an iPhone X that is connected to wifi. Both the table-
top and the device run the spaceships application based
on our swift implementation of the ARKit-powered midair
tangible framework. The area around the tabletop has been
cut off from the public space by curtains to prevent dis-
tractions from outer factors. The space around the table-
top has been freed of obstacles and allows participants to
move around three sides of the tabletop (cf. section 5.2 “Pre-
liminary Study: System Context and General Use”). The
lightning in the study area has been adapted to prevent
reflections on the glass surface of the tabletop (cf. section
5.1 “First Test and Early User Feedback”). Additionally, a
wide-angle camera (GoPro Hero 3) has been installed on a
stand to record the tabletop and the user.

Measure:
Qualitative feedback will be gained from observation notes
from the study conductor during the study, by analysing
video and audio from the study recordings and from a
questionnaire that users will be asked to fill out at the end
of their participation.

Experimental procedure:
Before starting the session, the video recording system has
to be checked. Also, the applications on both tabletop and
the device have to be ready. The device has to be charged
and restarted; the tabletop surface and the devices have to
be cleaned. After welcoming the participants, they can be
given an overview of the study by following the consent
form. After having signed the consent form, participants
have to answer some questions on demographics and be



5.3 Intended Studies: User Collaboration and Midair Tangibles 69

asked for approval of the video recordings.
Then, they should be introduced to the system and be
shown the capabilities of the device interaction. After
having familiarised themselves with the system for some
minutes, the participants should try to gain as many points
as possible within five minutes. During that time, the
study conductor can take notes of interesting observations.
At the end, participants can be asked for any general
feedback on the system or the study itself. Finally and after
being expressed gratitude, they are free to go.

5.3.2 Study on User Collaboration

We planned a second user study with two of our applica- Study focus:
Midair tangibles in
multi-user scenarios

tions that focusses on midair tangibles and multi-user sce-
narios. As a tabletop affords multiple users around it, we
want to observe how users will collaborate with the use of
midair tangibles to solve a complex layer exploration task
and how midair tangibles can be used to select elements
on the tabletop that are out of their physical reach. More
conceptual background for the scenarios are given in the
introduction of section 4.4.

Both parts of the study are done in one session and should We gather qualitative
feedback.take 45 to 60 minutes in total. The experiment is split into

two rounds, one with the windmills and the other with
the animals application. In contrast to the study using the
spaceships application, we explicitly will not pressure par-
ticipants to solve their tasks as fast as possible. Instead,
we want to give them time to try out different aspects of
the systems and find out which strategies and interactions
work best for them. As before, we focus on user obser-
vations and attempt to gather qualitative feedback from
our participants. The following paragraphs summarise the
study focus and experimental design for the whole exper-
iment, starting with common parts and then continuing
with the specifics for each use-case. The appendix contains
the original forms, questionnaires, documents and proto-
col templates that are mentioned throughout the following
descriptions.
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Hardware setup and surrounding:
The setup is the same as explained before for the spaceships
study – except that two iPhone X are available (one for each
participant).

Measure:
During both experiments, qualitative feedback will be gath-
ered primarily from user observations. The study conduc-
tor is tasked to write down notes during the study or to
mark the time of interesting actions. By analysing video
and audio from the study recordings, detailed observations
can be summarised and compared to each other. Addi-
tional feedback will be provided by a questionnaire that
users will be asked to fill out at the end of their participa-
tion. Also, participants are asked to give individual com-
ments after each round.

Experimental procedure (start and end of session):
Before starting the session, some preparations have to be
done. The video recording system has to be checked if the
camera is charged, has enough storage capacity and if the
angle is still in its correct position. Also, the applications
on both tabletop and devices have to be ready. The devices
have to be charged and restarted; the tabletop surface
and the devices have to be cleaned. After welcoming the
participants, they can be given an overview of the study
by following the consent form. After having signed the
consent form, participants have to answer some questions
on demographics and how close they are to their team-
mates. Being asked for approval of the video recordings,
the participants then should stand on the opposite sides
of the tabletop. It could be a good idea to emphasise that
their should not feel to be examined and are free to talk to
each other.
Now, the actual experiments can start (see below). After
the two rounds, participants can be asked for any general
feedback on the system or the study itself. Finally and after
being expressed gratitude, they are free to go.
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Layer Exploration: Windmills

In the first round, participants will work on the windmill
application (see section 4.4.1 “Collaborative Layer Explo-
ration: Placing Windmills”) and are given the task to find
spots for new windmills that are limited by wind, housing
areas and the windmills’ surroundings while achieving the
best possible scoring.

Research questions:
How can midair tangibles help users to explore different
data layers? How do users combine different data layer
views on midair tangibles and a tabletop display? How do
users share user-specific content with each other?

Observations goals:
How do they use the system: Each one using the device?
One with the tabletop and one with a device? Both with
the tabletop? Comparing the tabletop layer with a device
layer?
How do they work together: Both on their own in their own
region? Discussing about a positioning when looking on a
tabletop layer? Discussing about a positioning when one
person refers to something visible on the device (so that the
other person does not see the referenced area)? Showing
the device to the other person or handing it over?

Hypothesis:
Users will collaborate and choose to distribute the three lay-
ers needed to make decisions on the three screens (tabletop
and both devices).

Experimental procedure:
After the welcome part (see above), the application on the
tabletop should be started and the participants should be
given an introduction. During the introduction, the sys-
tem and the tasks have to be explained. After being asked
if they are ready, the participants should start their task.
During their performance, first observations notes can be
written down. After around fifteen minutes, they should
be asked to stop. Then, the participants should fill out
the questionnaire and should being asked if they have any-
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thing else to add or discuss. Next, the experiment continues
with the animals application.

Target Selection: Animals

The second round bases on the animal application (see
section 4.4.2 “Collaborative Target Selection: Feeding Ani-
mals”). The participants’ task will be to feed animals either
by making use of the tabletop’s multi-touch capabilities or
by using midair devices to collect and drop off food items.
Again, they are encouraged to get a score as high as possi-
ble.

Research question:
How can midair tangibles help users to reach targets that
are further away?

Observations goals:
How do they use the system: Primarily using touch or using
the devices? How difficult is it for users to control the cur-
sor with the device? How much do they move when using
touch and when using the devices?
How do they work together: Which strategy do they apply to
solve the task? Will one person use touch and the other
the device? Will they each possess one device and move
along to feed the animals? Will one person be responsible
to move the food items close the animals and the other per-
son to distribute them to the animals?

Hypothesis:
Users will learn that the device interaction is faster, will
choose to both use their devices and split the task by the
sides of the table.

Experimental procedure:
After the welcome part and the first round of the study
with the windmills scenario (see above), participants are
presented with the second application. The procedure is
basically the same as before: after being introduced and ex-
plained the tasks, the participants have about fifteen min-
utes to try out the system and feed the animals as good as
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possible, while first observations can be noted down. After
their performance, the participants should be asked to fill
out the questionnaire and encouraged to give other feed-
back. Then, the study is concluded as described above.

5.4 Study: General System and Software
Evaluation

To get qualitative feedback for the spaceships, windmills Participants were
asked to share
qualitative feedback
remotely.

and animals application, we conducted a remote user
study. Eleven participants took part from their homes.
For each application, we showed a short video and asked
the participants to describe what they see, followed by a
semi-structured interview to learn how they perceived the
current application. Each part took 10 to 15 minutes, so
we ended up with 45 minutes altogether. After the study,
we analysed the recordings of each session to find similar
statements and summarise general feedback. The follow-
ing paragraphs describe the study in detail. First, more
information on the participants is given, followed by the
experimental design for all rounds. Then, divided into the
applications, research questions, hypothesis and results are
presented. Each part concludes with a short, application-
specific discussion, and the section closes with a general
discussion of the study. The observation goals and ques-
tions defined in the previous sections for the study on lo-
cation served as a guideline for the interviews. Additional
documents (study protocol and playbook) are included in
the appendix (cf. B “User Study Documents”). The videos
and codes from the analysis are archived in the digital me-
dia library (cf. A “Digital Media Library”).

Participants:
Eleven participants (six male, five female) with a mean age
of 26 (21-29) took part in the study. To decouple personal
data from study data, each participant was given a ran-
dom number that was used to identify participants during
analysis and in the summaries below. Four participants
were studying computer science, three were students in
other fields, four participants were employees. Seven of
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the eleven participants had experience in computer science
or related fields. Being asked for previous experience with
an interactive tabletop system, three responded positively.
Due to the remote setup, participants were located in dif-
ferent cities in Germany.

5.4.1 Experimental Design

Hardware setup and surrounding:
The study was conducted remotely using the video-
conference software Zoom, which allowed participants to
take part in the study from home. Consequently, partici-
pation was only possible with a computer and a connected
microphone (sharing video was voluntary) as well as a sta-
ble internet connection. Two interviews had to be resched-
uled due to current server overload of the Zoom software.
At the beginning of the interview, participants were asked
to mute notifications on their devices, so that the session
would not be interrupted.

Experimental procedure:
Each session consisted of an introduction, three rounds of
video and semi-structured interview for the spaceships, an-
imals and windmills application and the possibility to give
general feedback at the end. All interviews were conducted
in German. In the introduction, participants were asked
permission to record their voice and – voluntarily – their
image. They were given an overview of the session and
purpose, procedure, risks and confidentiality of their state-
ments were explained to them. After that, participants were
asked for demographical data. Before starting with the first
video, participants were told that the videos were recorded
in the users’ perspective and we encouraged the partici-
pants to speak aloud and describe what they see in the
videos. Then, the rounds with each application in the order
described above started. For few participants, we paused
the video to give them time to finish a longer statement,
or encouraged them to speak more. For each application,
we prepared some questions in alignment with our obser-
vation goals beforehand that were used as a base for the
semi-structured interviews after the videos. Generally, we
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tried to keep the interviews as fluid as possible and to re-
tain a natural conversation. After the three rounds, par-
ticipants were asked if they wanted to provide any other
comments or feedback. After stopping the recording, they
were thanked for their participation.

Measure:
To analyse qualitative feedback from the participants, we
recorded their voice when they described what they saw in
the videos and during the semi-structured interviews and
took notes during the session. For each application, we cre-
ated coding tables that were filled with a few expectable
observations beforehand and (primarily) by listening to the
recordings. The German-conducted interviews were trans-
lated directly into English language in that process. We
used the observation notes as first measure during the cod-
ing. For about the first third, the code creation was done
shortly after the interview. For the following two-thirds,
we extracted the codes from the recordings after all sessions
were conducted on a per-application basis. As comparison
measure, we also gathered demographic data from our par-
ticipants.

5.4.2 Direct Mapping: Spaceships

Based on the spaceships application that has been pre-
sented in section 4.3 “Tangible Midair Controller: Flying
a Spaceship”, the video shows – from the users’ point of
view – how a spaceship is controlled by the movement of
a device. The virtual spaceship has a direct mapping to the
tangible. The video is about two and half minutes long and
contains scenes in which the user controls the spaceship to
fly above and underneath other spaceships and fires a laser
cannon at them.

Research questions:
How will users perceive a direct mapping between a virtual
3D object and a virtual tangible with six degrees of free-
dom? How will users interpret height visualisations on the
2D tabletop display?
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Hypotheses:
Users understand from the video that the spaceship is con-
trolled by moving the device. Users understand from the
video that they can fly above and underneath virtual ob-
jects. Users wonder that the controlled spaceship flew
backwards or sidewards.

Results

The following paragraphs summarise the results from the
coding process and contain analysis of what participants
stated during video playback as well as during the semi-
structured interview afterwards. The summarise is di-
vided into paragraphs on direct midair control, altitude
perception and physics perception and finishes with user-
contributed suggestions on how to use the device display.

About Direct Midair Tangible Control:The direct mapping
was always
recognised.

All participants stated that the spaceship is controlled by
the device. Some (4 of 11) explicitly noted that the space-
ship can move in all dimensions that the device offers. A
few (2 of 11) participants compared the device control to
touch (without being asked) and stated that controlling the
spaceship using touch the same way as with the device
would not be possible.

On Altitude Perception and the Third Dimension:Altitude perception
was challenging. Many participants had difficulties with the altitude percep-

tion and how the spaceship’s altitude is controlled. All
recognised that the controlled spaceship can fly above and
underneath another one, but not all of them (10 of 11)
mapped this to the raising and lowering of the device.
About half of the participants (5 of 11) stated that they have
difficulties estimating the controlled spaceships altitude in
comparison with the other spaceships. A few (3 of 11) won-
dered why the spaceship’s size did not change with relation
to the altitude (the higher the spaceship, the bigger its size).
However, the shadow of the controlled spaceship seems to
help participants (5 of 11) to get a sense for the third dimen-
sion. One participant even suggested to explicitly improve
the shadow rendering.
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On In-Game Physics and Actual Device Movement: Violation of in-world
physics was
tolerated.

When controlling the spaceship with the device, the move-
ment is not limited to in-game physics, but only depends
on how the user actually moves the device. This allows
for rapid acceleration, stopping or abrupt direction changes
which would not be possible with real-world physics. Sur-
prisingly, only 5 of 11 participants reported they saw back-
wards or sidewards movement when being asked about if
something were off with the spaceship movement. In com-
parison with a controlled airplane or a car, which physics
users are expected to know pretty well, the system seems
to benefit from the fictional origin of the spaceship and that
users do not seem to expect a realistic movement from it.
Two participants gave a hint for this by saying: “I do not
know the physics of a spaceship too much - it can possi-
bly move backwards or sidewards anyways.” Other par-
ticipants (3 of 11) noted the difference between the game
world and the real world and expect the device - if a more
realistic spaceship movement is being wished for - to be
moved accordingly. On the other hand, two participants
stated the spaceship does not appear as an object inside the
game, since it does not respond the game’s physics. Also,
four of eleven participants were confused that nothing hap-
pened when spaceships collide, or expected something to
happen. One participant had a suggestion to circumvent
this issue: instead of directly controlling the spaceship, the
device could control a virtual target to which the spaceship
flies, so that the spaceship responds to in-game physics on
its way to the target.

About the content on the device display: Suggestion: Altitude
visualisation on
device display

Some minor statements and ideas came up for the content
of the device display, in which we did not put much ef-
fort (the display only showed the live camera feed). One
participant suggested to show a view from the spaceship’s
cockpit, i.e. what one could see when actually sitting in-
side the cockpit and controlling the spaceship. This would
then allow to check the altitude of the other spaceships. The
display could also be used for collision detection and show
a hint when approaching another spaceship on a collision
course.
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Discussion

The study results indicate that our hypotheses, that usersResults suggest a
strong cognitive

mapping between
tangible and virtual

mapping.

understand that the spaceship is controlled by moving the
device and that they can fly above and underneath virtual
objects can be confirmed. This is backed up by the corre-
sponding statements from all participants. On the hypothe-
sis on the direct mapping between device and virtual repre-
sentation (that users wonder that the controlled spaceship
flew backwards or sidewards), the results indicate similar
findings to regular tangibles that can be moved on the sur-
face. Users seem to build a strong mapping between the
tangible and the virtual object it represents. Some partici-
pants tend to apply the rules of the virtual world to the tan-
gible, even though the physical world behaves differently
and would allow other movement. However, our results
show that this is not true for all participants.

As a main finding, we identified the visualisation of theMore work has to be
done on altitude

visualisation.
newly introduced third dimension – in our application the
altitude of the spaceships – as a key challenge for midair
tangible interaction with a direct mapping between tangi-
ble and virtual object. Our first approach using shadows
seems to lead in a good direction, but we suggest exper-
imenting with more ideas to map the z-axis onto the flat
display in future prototypes.

5.4.3 Target Selection: Animals

The video contains a scenario with animals that have to be
fed, which as been described before in section 4.4.2 “Col-
laborative Target Selection: Feeding Animals”. In the first
part of the video, this is done by using direct touch, in the
second part, with the help of a device. The device can be
used for interaction with objects that are further away. The
video is about three minutes long and shows – from the
users’ point of view – how animals are fed with the right
food item, what happens when selecting the wrong colour
and that animals can only be given a certain amount of food
until they are hungry again.
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Research questions:
How can midair tangibles help users to reach targets that
are further away? Would users initially prefer touch or de-
vice interaction for target selection?

Hypothesis:
Users understand from the video that they can use the de-
vice to reach targets that are further away.

Results

The following paragraphs summarise the results from the
coding process and contain an analysis of what participants
stated during video playback as well as during the semi-
structured interview afterwards. The results are structured
into three categories, starting with game logic and software
evaluation, continuing with the comparison of touch and
device interaction and finishing with findings on strategies
for collaboration.

On the Game Logic and Software Evaluation: The order of the food
items on the device
screen was unclear.

Evaluating the statements concerning the game logic and
other software aspects, most participants seem to under-
stand what is going on pretty well. All participants ob-
served that animals only do eat food in their own colour,
and that they do not eat more food when the indicator bar
is full. About the indicator bars, most participants explic-
itly stated that it increases when feeding an animal (7 of
11), and decreases over time (8 of 11). P2 suggested that
the amount of food that an animal ate could be visualised
with circles instead of the bar, so that it would be easier to
guess how many food items the animals still needs until it
is satisfied. Most (9 of 11) participants emphasised on the
multi-touch capabilities of the tabletop (“It is possible to
feed multiple animals and with multiple food items using
touch.”) and all participants identified the device to be able
to collect and drop off food items. Seven of eleven partic-
ipants suspected the device to have an unlimited capacity
to store food items, which it does. Uncertainty arose on the
display of the food items on the device screen. Five partici-
pants recognised that the last food item that was selected is
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the first one that will be dropped off. P0 and P6 suggested
that on the device screen, the collected food items should
be displayed in a vertical manner instead of horizontally,
so that new items will be pushed on top of the stack, and
the older ones are at the bottom. This mapping would also
be better supported by the swipe-up gesture, as P0 added.
P2 wished that the selected food item would be displayed
more prominently in the centre of the device screen.

Comparing Touch and Indirect Pointing Using the Device:Initial preference for
touch, but device is

more capable.
When being asked to compare the touch input with the
indirect pointing using the device to move food items to
the animals, the participants gave a variety of arguments
for both interaction techniques. When using the device,
most participants (9 of 11) stated that they would not have
to move that much than with touch input. Some partici-
pants (4 of 11) added that they would to have reach further
with touch than with the device, or that they would use
the device to select targets that are further away. P1 sug-
gested that the device could help people with shorter arms
or height to reach the targets. Another point that imme-
diately was contributed by nine of the eleven participants
was that the device is able to hold more food items than
it would be possible using their fingers. Interestingly just
by looking at the videos (that only show one user), a few
participants recognised that when working with multiple
users on the tabletop, another user’s hand could be in the
way when selecting food items using touch. Three partici-
pants, one of them without an HCI background, stated that
“The device prevents that users interfere with each other
when tapping on items close to each other”. When work-
ing with devices and touch in a mixed setting, two partic-
ipants stated that “Another user’s hands will occlude the
device cursor.” When being asked which interaction the
participants suspect to be faster, the response is divided
into half: Six of eleven participants suspected to be faster
with the device, five participants suspected to be (initially)
faster with touch. Four of the latter explained their pref-
erence for touch by being more familiar with this interac-
tion technique. Again four of the eleven participants (some
that suspected to be faster with touch, some that did not)
stated to feel a more direct connection to the game with
touch than with the device. The lesser movement with the
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device is not judged as an advantage by all participants:
interestingly, P4, P8 and P9 stated that they would move
more using touch in a positive way. Other arguments for
touch interaction included that they suspected direct touch
to be more precise than the device cursor, since it seemed
more difficult to hold the device still (4 of 11). Two partici-
pants preferred touch because they stated to need two steps
(select and drop) to move a food item to an animal with the
device vs. one step for direct touch. One participant would
have used touch for close food items, only.

Strategies for Collaboration:
Besides the participant’s preference for touch or device in-
put, they were asked for ideas when feeding the animals to-
gether with another users. Half of the participants (6 of 11)
thought about dividing the task and let each user feed the
animals on their side. Two participants came up with the
idea that one user would collect food items with the device
and drop them off next to the animals, and the other user
would then distribute the food items to the animals using
touch. A few participants (3 of 11) wondered if it would
be best to try to pick up the food items in a specific colour
order to be faster when feeding the animals or to first select
the food items randomly as fast as possible and then check
the colours later. They came to no conclusion and wished
to actually try out the system on-location for this. P2 noted
that the device cursors would be difficult to separate from
each other in a multi-user scenario, since the cursors both
would have the same colour, and suggested the possibil-
ity to personalise them. P0 suggested that, when working
together, the collected items could be synced between the
device to be even faster.

Discussion

For this application, we started with the hypothesis that Device pointing
proofed to be useful
to reach targets that
are out of reach.

users understand from the video that they can use the de-
vice to reach targets that are further away. Based on our
results, we can confirm this expectation, since most users
seem to understand that they do not have to move that
much with the device. When focussing more on the com-
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parison between touch and indirect device interaction how-
ever, some participants stated to initially prefer touch. This
suggests that device pointing could be a good use when
touch is not possible, or when many users are working on
the tabletop.

5.4.4 Layer Exploration: Windmills

The video shows the application to position windmills that
as been introduced in section 4.4.1 “Collaborative Layer Ex-
ploration: Placing Windmills”. With the help of the system,
users are enabled to find good spots for new windmills,
since possible locations are bound by wind, housing and
proximity to other windmills. The video is about four min-
utes long and shows the creation process of new windmills,
how they can be moved around and how their position can
be evaluated by the system. Switching the current layer vi-
sualisation is shown, as well as using the device to explore
different layers than the one currently visible no the table-
top. Then, the video demonstrates how the devices and the
tabletop can be used in conjunction to correct bad place-
ments for windmills.

Research questions:
How can midair tangibles help users to explore different
data layers? What strategies are possible to combine table-
top and midair interaction?

Hypothesis:
Users understand from the video that they can use the de-
vice as second screen to find good windmill positions.

Results

The results from the coding process and the analysis of
what participants stated during video playback as well as
during the semi-structured interview are summarised in
the following paragraphs. The summary starts with par-
ticipants’ statements on the combination of tabletop and
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device for layer exploration, continues with feedback on
the application task and finishes with statements regarding
collaboration and more ideas for use-cases provided by the
participants.

On Layer Exploration Using the Device and the Tabletop: Device and tabletop
can be used to
compare different
layers.

When viewing the video, all participants noted that the de-
vice can show another layer than the one displayed on the
tabletop, and that with the use of the device, it is possi-
ble to compare a windmill position on two layers with the
tabletop screen and the device simultaneously. A few par-
ticipants wished to merge the layers together: P2 and P6
would have liked the different maps merged into one layer
on the tabletop; P2 alternatively suggested to have only
the surroundings visible on all maps; P6 alternatively sug-
gested that the device could display a merged layer that
consists of the one displayed on the tabletop and the one
selected on the device. On the other hand, P8 stated as a
benefit that the device offered a clear view of the selected
layer, in case the tabletop layers were more complicated or
difficult to perceive. P10 did a similar statement by saying
to have a smaller, focussed area on the device. Two partic-
ipants suspected merging all layers into one on the table-
top would be too challenging to perceive. Due to technical
limitations when replacing the tabletop content with virtual
content on the device screen, the user’s hand is not visible
when looking through the device. Three participants noted
this when looking at the videos.

Feedback on the Application Tasks:
On the task itself (finding locations for windmills by com-
paring the different layers), all participants realised (some
sooner, some later) that the current placement gets evalu-
ated when tapping a button on the tabletop surface, and
what the conditions (wind layer in green, forbidden layer in
red, surroundings in blue) are. One participant suggested
to update the scoring when moving the windmills. Three
participants valued the device as beneficial when trying to
change the layers, because they wouldn’t have to reach to
the buttons on the tabletop and could change them on the
device instead, since the buttons were located in the corner
of the tabletop screen.
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Multi-User and More Applications Ideas:The scenario
inspired users to

come up with other
examples.

Most participants picked up the thought of using the sys-
tem together with another person and a second device, and
came up with the strategy to distribute the three layers to
the two devices and the tabletop display, so that each layer
is visible at the same time (9 of 11). Inspired by the video,
four participants explicitly stated that in a multi-user sce-
nario, users could have their own specific content on the
device while the tabletop would show information relevant
to all users. P8 extended this idea when stating that the de-
vice could help to input user-based content on the tabletop
without reaching to the specific area, which could possi-
bly be occupied by another user. P2 and P9 had a similar
thought and suggested that they would have liked to be
able to move the windmills not just by tapping on the table-
top display, but by using the device display in the same
manner, too. In comparison to the other apps and previous
experiences (participants were shown the spaceships and
animals applications before), six participants stated that
this application scenario were a good motivation to use the
tabletop and a device. Some shared more application ideas:
P0 and P9 could imagine the system for urban or agricul-
tural planning. P8 suggested the use for planning a build-
ing construction site, where the tabletop shows the struc-
tural design and representatives from each department can
use a device to check the critical parts of the building plans
for their domain, i.e. electrical wiring, water pipes etc.

Discussion

This application scenario received the most positive feed-Study results
suggest the use of
midair devices for

user-specific content.

back for the combination of a tabletop display and device
interaction. Our hypothesis that users understand from the
video that they can use the device as second screen to find
good windmill positions can be confirmed by the study re-
sults. While some participants suggested to merge all vis-
ible layers, others judged this approach to be too challeng-
ing to perceive. We think that the possibility to provide
user-specific content in addition to the shared content on
the tabletop can be especially helpful for multi-user scenar-
ios or complex tasks.
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5.4.5 General Discussion

Based on the studies of the spaceships, animals and wind- Key findings of the
studymills applications, we could gather various qualitative

feedback on the use of midair tangibles. The results are
of a more general nature and cannot reveal the same pro-
foundness as a study on-location, where participants could
hold the devices in their hands, but proofed to give a good
first impression of the designed interactions. The previ-
ous paragraphs summarised the results in details and con-
tained short discussions on each application scenario. The
key findings of our experiments are:

1. Users have a strong direct mapping between tangi-
ble and virtual object, but visualisation of the newly
introduced third dimension is a challenge on the flat
tabletop display.

2. Midair tangibles show to be suitable to select for tar-
gets that are out of reach. However, direct touch in-
teraction tends to be more intuitive.

3. Especially in multi-user scenarios, the use of midair
devices for user-specific content gets high approval
by our participants. The magic lense metaphor (cf.
section 2.5 “Magic Lenses”) shows to be suitable.

Additionally, we’d like to share some lessons learned from Lessons learned
from conducting a
study remotely

doing a remote study instead of one on location. We think
that a remote study can be a good approach to get fast, ini-
tial feedback on an interactive system from users outside
the development group. A remote study can be faster (in
our case 10-15 minutes per scenario instead of 30 minutes
per application on location) and participants do not have to
come to the lab. This can make it easier to find participants,
since they do not have to be from the same city or country.
Also, feedback from participants with a different cultural
background becomes possible. Is to be noted though that
user feedback is not that profound as on location, but can
give a good sense of the general direction and usability of a
system.
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Chapter 6

Summary and Future
Work

This thesis presented how midair tangibles can be used to We extended
tangible interaction to
the space above the
tabletop.

extend the interaction space of tangibles into the third di-
mension above an interactive tabletop. By exploring and
evaluating different use-cases of midair tangible interac-
tion, we showed multiple solutions, challenges and oppor-
tunities for this novel interaction setup using augmented
reality technologies as basis for the device tracking. The
following paragraphs summarise the presented findings on
related work, the implemented framework and applica-
tions and their evaluation. It finishes with a collection of
future work in this research area.

6.1 Summary and Contributions

Not many publications include midair tangibles that are The literature
research revealed
few publications but
many related fields.

tracked in the space above the tabletop and allow move-
ment and rotations in all dimensions. One of these is the
PaperLens prototype [Spindler et al., 2009] which we pre-
sented in section 2.4.1 “The PaperLens Prototype”. How-
ever, many related fields cover parts of midair tangible in-
teraction. Our literature research includes on- and near-
surface tangibles and multi-layer interaction above inter-
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active tabletops. Further learnings can be found in publi-
cations on magic lenses, cross-device interaction and aug-
mented reality and have been summarised in chapter 2.

The main contribution consists in the development of aWe implemented a
reusable framework

that uses AR to track
midair tangibles.

cross-platform framework to track midair tangibles using
augmented reality technologies (cf. chapter 3 “Implemen-
tation”). To establish physical awareness between an inter-
active tabletop and midair devices, we use the world track-
ing and image recognition features of Apple’s augmented
reality framework. ARKit provides us with a location vec-
tor between the device and a marker of predefined size and
position that is displayed on the tabletop screen. Addition-
ally, it uses the device sensors to re-create a virtual image of
its surrounding. We can then transmit this location data to
the system running the content on the tabletop, and are able
to compute the exact device location with the knowledge of
the marker position. Concerning tracking quality, our tests
show that the general performance of our system is good
and even exceeded our initial expectation. ARKit’s tracking
capabilities though highly depend on suitable, feature-rich
content on the tabletop.

Based on the implemented framework, we created five ap-Five applications to
explore different

use-cases for midair
tangible interaction

plications to explore different use-cases for midair tangible
interaction. The first two applications served as proof of
concept to recognise the tabletop in AR. Users can search
for Easter eggs that were “hidden” within the scenery on
the tabletop display or use the arctic app to replace an im-
age of arctic sea ice displayed on the tabletop with one
from another point in time, just like a magic lense. The
other three applications provided more sophisticated use-
cases and were evaluated in a remote user study (see next
paragraph). With the spaceships application (section 4.3
“Tangible Midair Controller: Flying a Spaceship”), we im-
plemented a direct mapping between the tangible and its
virtual representation just as it is a common use-case for
regular tangibles, but extended it into the third dimension.
We used shadows to visualise the altitude of the space-
ships. The windmills application (section 4.4.1 “Collabora-
tive Layer Exploration: Placing Windmills”) makes use of
midair tangibles to allow users to compare different restric-
tions to build new windmills around the city of Würselen.
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With this scenario, we focus on midair tangibles as sec-
ondary screens that enable users to make decisions and can
provide user-specific content in multi-user settings. Finally,
in the animals application (section 4.4.2 “Collaborative Tar-
get Selection: Feeding Animals”, the device is being used
to select targets that out of physical reach for the user. For
this, we implemented a simple game where users have to
feed animals with the correct food either by using touch on
the tabletop or the devices.

To get qualitative feedback for the spaceships, windmills We conducted a
remote user study to
get qualitative
feedback

and animals applications, we conducted a remote user
study. Eleven participants took part from their home. For
each application, we showed them a video and asked the
participants to describe aloud what they see, followed by a
semi-structured interview to learn how they perceived the
system. After the study, we analysed the recordings of the
sessions to find similar statements and summarise general
feedback. Our study results indicate that the visualisation
of the newly introduced dimension on the tabletop (for ex-
ample: the altitude of the spaceships) is a key challenge in
such scenarios. For the windmills applications, many par-
ticipants favoured this combination of tabletop and device
interaction. The difference between the touch and device
interaction in the animals application revealed that even
though many participants stated to not have to move that
much when using the device, some initially preferred the
touch interaction.

Initially, we also wanted to focus more on how midair tan- Study design for
midair tangibles with
user collaboration

gibles can help users to collaborate which each other. We
contribute a study design for sessions with two users on
location using the windmills and the animals application,
which can be conducted in the future.

6.2 Future Work

Apart from study on location, which will hopefully be con-
ducted by our lab in the near future, we present future
work and ideas from our implementation and first tests, but
also from participants from our study. Some improvements



90 6 Summary and Future Work

for different implementation aspects have already been pre-
sented directly in the corresponding sections and can be re-
viewed their for further context.

Our initial vision with a floating experience from on-Tracking loss in the
near-surface areas surface to midair tangibles that can be picked up from the

tabletop and then used for 3D interaction has not fully been
met. Especially in the near-surface area, the tracking qual-
ity of our AR-based system decreases because the iPhones’
cameras are not able to focus on such close targets. Hence,
ARKit is not able to recognise enough feature points to pro-
vide a satisfying tracking. To improve the situation here,
we came up with two ideas: First, it could be worth a try
to combine the AR tracking with the tracking of regular
tangibles using the capacitive display of the tabletop. For
this, capacitive pads would have to be attached to the lower
sides of the devices, so that they can be tracked on the sur-
face in a passive way. For the spaceships application, this
would mean that users would be able to reliably land the
controlled spaceship on the surface. Second, as the display
is not needed for the spaceships scenario with a direct map-
ping between virtual and physical object, we thought of
flipping the iPhone around and attaching a marker on the
ceiling. With a marker of suitable size, we expect the track-
ing to improve in the near surface area, and it would even
allow to land the spaceship. This setup would though come
with the cost of a more complicated hardware installation,
since size, position and angles of the marker at the ceiling
would have to be determined with precision to compute
the devices’ positions in relation to the tabletop. Of course,
a combination of both approaches would be possible, too.

As has been presented in section 3.1 “Recognise the Table-Further
improvements for the

tracking framework
top in AR”, we tried out plane detection and image recogni-
tion to recognise the tabletop and relate the position of the
devices with it. An interesting step would be to combine
both approaches to improve the tracking, since the table-
top remains static and in parallel to the ground all the time.
Especially when the marker recognition is difficult, for ex-
ample when being further away from the tabletop, or when
the content of the display does not allow for good marker
placements at all positions, the results from the plane de-
tection could help the system to recover from losses in the
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image recognition quality. Another technical idea was pre-
sented by a participant of the local Apple developer com-
munity when being told about the communication imple-
mentation using websockets: Currently, our implementa-
tion relies on communicating over the lab’s general wifi ac-
cess points including fixed IP addresses. Apple’s ad-hoc
network capabilities could provide a more sophisticated
way of establishing real-time communication between the
tabletop and multiple devices, and would reduce the risk of
package lost if the lab’s network is occupied by other traffic.
However, we did not experience any network delay that let
us start measuring the network performance.

On the other hand, using Apple’s ad-hoc network would Future work for
aspects of
cross-device
interaction and AR

allow us to easily share ARKit’s world maps (the virtual
image of feature points that it used for world tracking) be-
tween devices, as this feature is easily provided by Apple’s
frameworks. When using multiple devices, a new device
could receive an existing world map of another device and
use it to determine its position much quicker and without
tracking a marker on its own. Additionally, this would
again allow users take their devices further away from the
tabletop without loosing the ability to provide satisfying
tracking and position results. Another idea in the field of
cross-device interaction that our implemented framework
easily enables, is to make use of the spatial knowledge be-
tween the devices. As has been presented in section 3.2 “Re-
late Position of Device and Tabletop using World Tracking”,
it would be possible the share the location of other devices
with a single device, so that the system could forbid certain
actions when two devices are close to each other.

One issue that came up during our preliminary user study Feedback from user
studieswas that augmented reality creates interfaces with an im-

mersive nature. The danger for users of loosing track of
their surrounding is of importance, and more thoughts
have to been done how interfaces, also in our context in
combination with an interactive tabletop, can ease users’
perception of their surrounding (cf. section 5.2 “Prelimi-
nary Study: System Context and General Use”). For exam-
ple, interfaces could provide freeze views of the device dis-
play or reduce the complexity of the displayed data to im-
prove users’ awareness of the space around them. From our
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remote user study (section 5.4 “Study: General System and
Software Evaluation”, we learned that improvements of the
device UI of the animals application would help users to
understand the order of the select items.

In general, our approach to track midair tangibles usingMidair tangibles over
tabletop displays

open a new research
field.

augmented reality has proven to open a new research field
for tangible interaction in midair. Our different applica-
tions show that various use-cases for combining midair de-
vices and a tabletop display exist and were met with pos-
itive reception by the participants in our studies. With the
feedback from the participants and the previous publica-
tions, future work to develop prototypes of new applica-
tion scenarios can be worthwhile.
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Appendix A

Digital Media Library

All digital files with relation to this thesis are made avail-
able in the thesis’ digital media library. It contains not
only the files and images included in thesis, but also more
images and videos from the applications and a demo of
the implemented framework, sketches that were done dur-
ing implementation, diagrams and all documents from the
study preparation.

The digital media library is available at the
lab’s server “Oliver” at /Public/Research
Projects/TABULA/Data/Midair Tangibles -
Thesis Jonas Vogel.

The repositories of the framework’s source
code and the applications are available on
the lab’s server at /Public/Research
Projects/TABULA/Software/Sources/ARKit
Midair Tangibles.

https://oliver.hci.rwth-aachen.de/index.cgi?launchApp=SYNO.SDS.App.FileStation3.Instance&launchParam=openfile%3D%252FPublic%252FResearch%2520Projects%252FTABULA%252FData%252FMidair%2520Tangibles%2520-%2520Thesis%2520Jonas%2520Vogel%252F
https://oliver.hci.rwth-aachen.de/index.cgi?launchApp=SYNO.SDS.App.FileStation3.Instance&launchParam=openfile%3D%252FPublic%252FResearch%2520Projects%252FTABULA%252FData%252FMidair%2520Tangibles%2520-%2520Thesis%2520Jonas%2520Vogel%252F
https://oliver.hci.rwth-aachen.de/index.cgi?launchApp=SYNO.SDS.App.FileStation3.Instance&launchParam=openfile%3D%252FPublic%252FResearch%2520Projects%252FTABULA%252FData%252FMidair%2520Tangibles%2520-%2520Thesis%2520Jonas%2520Vogel%252F
https://oliver.hci.rwth-aachen.de/index.cgi?launchApp=SYNO.SDS.App.FileStation3.Instance&launchParam=openfile%3D%252FPublic%252FResearch%2520Projects%252FTABULA%252FSoftware%252FSources%252FARKit%2520Midair%2520Tangibles%252F
https://oliver.hci.rwth-aachen.de/index.cgi?launchApp=SYNO.SDS.App.FileStation3.Instance&launchParam=openfile%3D%252FPublic%252FResearch%2520Projects%252FTABULA%252FSoftware%252FSources%252FARKit%2520Midair%2520Tangibles%252F
https://oliver.hci.rwth-aachen.de/index.cgi?launchApp=SYNO.SDS.App.FileStation3.Instance&launchParam=openfile%3D%252FPublic%252FResearch%2520Projects%252FTABULA%252FSoftware%252FSources%252FARKit%2520Midair%2520Tangibles%252F
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Appendix B

User Study Documents

The following pages include documents and question-
naires that were created for the user studies and which had
to be filled out by the participants.

Contents:
B.1 Intended User Study Documents
B.2 Remote User Study Documents
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B.1 Intended User Study: User Collabora-
tion and Midair Tangibles

With the help of the following documents and the experi-
mental design described in section 5.3 “Intended Studies:
User Collaboration and Midair Tangibles”, all information
to conduct the studies should be given, so that the study
can take place at a later point of time. The grey areas in
some of the documents should help to separate them from
each other during the study.

Contents:

1. Study Consent Form
2. Questionnaire on demographics, previous experience

and teammate
3. Questionnaire on layer exploration
4. Questionnaire on target selection
5. Playbook for the study conduction



Informed Consent Form
Exploring Collaborative Midair Tangible Interaction

Purpose of the study: The goal of this study is to understand how users will interact with midair 
tangibles in a collaborative setting. Participants will be asked to position virtual objects on an 
interactive tabletop display, either with the help of a midair tangible or by direct touch. To analyse 
the interaction, users will be video-recorded and fill out a questionnaire.
Procedure: You will work together with another participant on two applications that involve midair 
tangibles. In the first application, you will try to find positions for virtual objects based on different 
information layers. You can switch the layers either by direct touch, or by using a midair tangible 
device as magic lens. In the second application, you will be asked to move objects into different 
target zones and can do this either by direct touch or by selecting and dropping the objects with 
the use of a midair tangible. This study should take about 40 minutes to complete. 
After each application, we will ask you to fill out a questionnaire about the tested system.
Risks/Discomfort: You may become fatigued during the course of your participation in the study. 
You will be given some opportunities to rest, and additional breaks are also possible. There are no 
other risks associated with participation in the study. Should completion of either the task or the 
questionnaire become distressing to you, it will be terminated immediately.
Benefits: The results of this study will be useful for further understanding of midair tangible 
interaction.
Alternatives to Participation: Participation in this study is voluntary. You are free to withdraw or 
discontinue the participation.
Cost and Compensation: Participation in this study will involve no cost to you. There will be 
snacks and drinks for you during and after the participation.
Confidentiality: All information collected during the study period will be kept strictly confidential. 
You will be identified through identification numbers. No publications or reports from this project will 
include identifying information on any participant. If you agree to join this study, please sign your 
name below.
Video recordings: You will be video-recorded (image and sound) during the study. The recordings 
will not be made public and only be used for study analysis. You are free to withdraw or 
discontinue the participation at any time, if you don’t want to be recorded.
O  (Optional): I agree to a publication of a short video clip or a still photography in the written 
thesis, thesis presentation (usually made public on the lab’s website), scientific paper or article.

O  I have read and understood the information on this form.
O  I have had the information on this form explained to me.

If you have any questions regarding this study, please contact the PI (contact data above).

PRINCIPAL INVESTIGATOR Jonas Vogel, Media Computing Group, RWTH Aachen University
Phone: +49 (0)241 80-21051, Email: jonas.vogel@rwth-aachen.de

Participant’s Name Participant’s Signature Date

Principal Investigator Date



Collaborative Study: Demographics 

Participant ID: ___


Gender 

   ◯  female     ◯  male   ◯  non-binary 
 
Age 

Dominant hand 

   ◯  left   ◯  right 

Do you have previous experience with interactive tabletops? 

   ◯  yes   ◯  no 

How close are you to your teammate? 

   we have never met before   ◯   ◯   ◯   ◯   ◯   ◯   ◯  very close




User Study: Collaborative Layer Exploration 

Participant ID: ___


1. It was easy for me to solve the task. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


2. It helped me having another person solve the task with me. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


3. We worked together to find the positions for the windmills. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree




4. The device helped me comparing the windmill’s position on two layers. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


 
5. In a few words, explain your strategy to solve the task. 

6. Do you have any other comments that you would like to share?



User Study: Collaborative Target Selection 

Participant ID: ___


1. It was easy for me to solve the task. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


2. It helped me having another person solve the task with me. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree

 

3. The device helped me to solve the task. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


4. The device helped me to reach targets that were further away. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


5. I am satisfied with the system and its usability. 

strongly disagree   ◯   ◯   ◯   ◯   ◯   ◯   ◯  strongly agree


 
 
6. In a few words, explain your strategy to fulfil the task. 

 

 
7. Do you have any other comments that you would like to share?
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B.2 Remote User Study: General System
and Software Evaluation

Here, some documents for the remote study in section
5.4 “Study: General System and Software Evaluation” are
listed. The analysis coding tables can be found in the digital
media library.

Contents:

1. Playbook for the study conduction
2. Protocol for notes during the study conduction



Video Study Playbook 
 
 
Invitation 
 

Hi, hast du Lust, an der neuen Studie für meine Abschlussarbeit teilzunehmen? Statt vor Ort 
nun per Video-Konferenz. 
In dieser Studie interessiere ich mich dafür, wie Nutzer*innen mit Eingabegeräten über 
einem interaktiven Tisch umgehen. Sie wird ca. 45min dauern und per 
Zoom-Videokonferenz stattfinden. Du kannst also von Zuhause mit Laptop und stabiler 
Internetverbindung teilnehmen. Instruktionen/Starthilfe dazu folgen. Ich werde dir drei Videos 
mit Anwendungsbeispielen des von mir entwickelten Systems zeigen. Nach jedem Video 
führen wir ein offenes Interview durch. Zur späteren Analyse wird die Videokonferenz 
aufgezeichnet. 

Schreib’ mir einfach einen Terminvorschlag. 
 

 
 
Confirmation 
Wir starten am X um Y. Die Studie wird ca. 45min dauern und per Zoom-Videokonferenz 
stattfinden. Du brauchst dazu einen Computer / Tablet mit Mikrofon und eine stabile 
Internetverbindung. Die Zoom-Software funktioniert im Browser, ich empfehle aber, den 
Client (kostenlos, keine Registrierung notwendig) zu installieren, da mit diesem die 
Übertragungsqualität besser ist. Die Videokonferenz findet unter folgender URL statt: ~. 
Wenn du den Zoom-Client noch nicht installiert hast, wirst du ebenfalls unter diesem Link 
dazu aufgefordert. 
 
 
 
  



 
Introduction 

1. Dauer: ca. 45min. 
2. Bitte stelle dein Handy und den Computer für die Zeit auf “nicht stören”. 
3. Ich werde die Session aufzeichnen, um später einzelne Aspekte nochmals 

untersuchen zu können. Du kannst entscheiden, ob du deine Kamera nun dazu an- 
oder ausschalten möchtest. Der Ton wird in jedem Fall aufgezeichnet. 
Ist das für dich in Ordnung? Dann starte ich jetzt die Aufzeichnung. 

4. Ich erzähle nun kurz, was passiert: 
Purpose/Benefits: Ich interessiere mich dafür, wie Nutzer*innen mit Eingabegeräten 
über einem interaktiven Tisch umgehen und möchte dazu neue Erkenntnisse 
gewinnen. 
Procedure: Du wirst dazu drei Videos sehen, in denen Anwendungen dazu gezeigt 
werden. Nach jedem Video führen wir dann ein offenes Interview. 
Risks/Discomfort/Alternatives: Deine Teilnahme ist freiwillig, du kannst jederzeit 
aufhören. 
Costs/Compensation: Es entstehen dir keine Kosten, du bekommst keine Vergütung. 
Confidentiality: Die gesammelten Informationen, insbesondere die Video- und 
Tonaufzeichnungen, werden vertraulich und nur im Rahmen meiner Abschlussarbeit 
verwendet. 
Bist du damit einverstanden? 

 
Stop/start recording 
 
Zur Vergleichbarkeit mit anderen Studien notiere ich noch folgende Infos: 
Geschlecht und Alter 
Hast du schon Erfahrung an einem interaktiven Tisch? 
 
Alle Videos zeigen mich, wie ich mit einem Eingabegerät über dem interaktiven Tisch 
arbeite. Ich hatte die Kamera auf dem Kopf, du siehst also alles wie “aus meinen Augen”. 
Versuche während das Video läuft, zu beschreiben, was du siehst - mit einem Fokus darauf, 
was ich im Video tue. Du kannst mich jederzeit bitten, das Video zu stoppen oder kurz 
zurückzuspulen. 
 
Stop/start recording 
  



Tangible Midair Controller 
Start screen sharing, turn off own camera. 
 
Introduction: 

1. “You will see some Star Wars spaceships flying around, for example the Millenium 
Falcon, a Star Destroyer and some TIE Fighters.” 

2. “The video is about two and half minutes long.”  
 
Play video 
 
Observation notes (~codes) and questions: 
 

1. User seems to understand that spaceships is moved by device. 
Q: “How does the spaceship move?” 
 

2. User seems to understand that the displayed content is represented in the space 
above the tabletop / that the third dimension, i.e. the virtual objects’ height, is covered 
by the space above the tabletop. 
Q: “What happened when the Falcon crossed the Star Destroyer?” 
 

3. User wondered why the spaceship flew backwards or sidewards. 
Q: “Did the spaceship movement felt natural to you?” 
 

4. (Added during study) What would you expect if the Falcon collides with another 
spaceship? 

 
Questions after video playback: 

1. Do you have any comments that you would like to share? 
 
 
 
 
 
 
Stop/start recording 
  



Target Selection 
Start screen sharing, turn off own camera. 
 
Introduction: 

1. “You will see a scenario with some cute animals that have to be fed. In the first part 
of the video, this is done by using direct touch, in the second part, with the help of a 
device.”  

2. “The video is about three minutes long.” 
 
Start video 
 
Observation notes (~codes): 

1. The indicator color determines the food color. 
2. Animals only eat food in their own color. 
3. Animals have enough food after being fed some times. / Animals do not eat more 

food when the indicator bar is full. 
4. Food can be selected and dropped off using the device. 
5. The last food item that was selected is the first one that will be dropped off. 
6. Users tend to move more when using direct touch in comparison to using the device. 

 
Questions after video playback: 

1. What advantages and disadvantages can you think of in using the device instead of 
direct touch? 

2. Imagine using the presented system with a second person: What strategies would 
you think of to keep the animals fed? Which strategy would you choose to use? 

3. Do you have any other comments that you would like to share? 
 
 
 
Stop/start recording 
 
 
  



Layer Exploration 
Start screen sharing, turn off own camera. 
 
Introduction: 

1. “You will see a map of the city of Würselen. To fulfill the global climate goals, we 
want to build new windmills around it.” 

2. “With the help of the system, we are able to find good spots for new windmills, since 
possible locations are bound by wind, housing and proximity to other windmills.” 

3. “The video is about four minutes long.” 
 
Start video 
 
Observation notes (~codes): 

1. Placing a windmill in a wind region is good. 
2. Placing a windmill in a forbidden region is bad. 
3. Placing windmills too close to each other is bad. 
4. The initial, semi-transparent windmills cannot be moved. 
5. The device can show another layer than the one displayed on the tabletop. 

 
Questions after video playback: 

1. What advantages and disadvantages can you think of in using the device instead of 
changing the layers on the tabletop display itself? 

2. Imagine using the presented system with a second person: What strategies would 
you think of to find the best spots for new windmills? Which strategy would you 
choose to use? 

3. Do you have any other comments that you would like to share? 
 
 
 
 

At the end 
 
Stop/start recording 
 
Any other comments? 
 
Stop recording 
 
Thank you! 



Video Study Protocol 
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e: 
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