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ABSTRACT
Flicking is a common interaction technique to move objects
across large interactive surfaces, but little is known about its
suitability for use on non-planar, curved surfaces. Flicking
consists of two stages: First, visually determining the direc-
tion in which to flick the object, then planning and executing
the corresponding gesture. Errors in both stages could influ-
ence flicking accuracy. We investigated flicking interactions
on curved interactive surface to evaluate which type of er-
ror influences accuracy. Therefore, we carried out three user
studies to analyze how each stage of flicking on a curved sur-
face is influenced. Our main findings are: 1) Flicking gestures
are more accurate if horizontal and vertical surface are joined
by a continuous curve than if they are separated by an edge or
gap. 2) Flicking gestures on curved surfaces are mostly influ-
enced by the motor execution stage of the gesture rather than
the visual perception stage. 3) Flicking accuracy decreases as
the starting point of the gesture is moved closer to the curve.
4) We conclude with a first mathematical model to estimate
the error users will make when flicking across a curve.
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INTRODUCTION
Moving objects around is a common action on large interac-
tive tabletops and surfaces. For this, users have to touch the
object and drag it to its destination. For long distances, this
operation can become slow and awkward as the target posi-
tion moves beyond the user’s reach.

To improve the efficiency of these movements, several ap-
proaches have been proposed. One of the simplest solutions
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Figure 1. A user performing a flicking gestures on on the BendDesk, our
prototype of a curved interactive surface.

is to flick the object to its target position. This simulates the
real-world throwing action that people use to move objects,
e.g., a book, over a large distance on a table. To flick a digital
object on an interactive surface, the user performs a sliding
gesture into the direction of the target, then lets go, and the
object continues to move into the direction thus indicated. In
this paper, we are not interested in questions of velocity or
how far the object travels, focusing instead on better under-
standing the direction of flicking gestures.

To conduct this gesture, a user has to first visually identify
the spatial relation between source object intended target po-
sition, then create and execute a motor plan such that her slid-
ing gesture points in the direction of the target. This implies
that flicking accuracy depends on how accurately the user can
(1) identify the correct direction with her visual system and
(2) create and execute the motor plan using her motor system.

Identifying the correct direction on a planar surface is not
very complex, because the three-dimensional line between
the source object and the target position lies directly on the
surface on which the digital object will move. Furthermore,
the user can use the usually rectangular frame around the sur-
face as a basic reference system. This leads to the assump-
tion that the accuracy of flicking gestures on planar surfaces
depends mostly on the motoric ability to derive and execute
the motor plan of the sliding gesture.

Prior research has proposed systems with multiple but dis-
crete interactive horizontal and vertical surfaces, such as the
DigiTable [2] or the WeSpace [22]. More recently, research



systems like BendDesk [20] or Curve [25] have begun to
merge these horizontal and vertical surfaces using a curved
section into a single large curved interactive surface (1). Ac-
cording to Weiss et al. [20], this new form factor has sev-
eral benefits over planar horizontal surfaces, but increases the
complexity of flicking gestures. On a curved surface, in con-
trast to a normal planar tabletop, the shortest line between an
object and its target position will span the 3D space between
the surfaces unless object and target happen to be on the same
planar display section. The user has to map this direct 3D line
onto the curved surface to identify the correct direction from
the source object to the target position for flicking.

In this paper, we investigate how accurately users can con-
duct flicking gestures on curved surfaces, and how the visual
perception and motor systems influence this accuracy.

Furthermore, we examine if there are any regularities that can
be used to derive a model of this gesture, to define guidelines
for implementing more accurate flicking gestures on curved
surfaces.

In the following, we present three studies that investigate flick-
ing accuracy in different setups.

The first study compares a system with horizontal and ver-
tical displays connected via a continuous curve, to a system
with vertical and horizontal surfaces separated by a gap (like a
multitouch table with a nearby monitor), and to a system with
both surfaces adjacent to each other but with a straight edge
(“fold”) between them. The goal of this study is to analyze
if the continuous curved connection has any effect on visual
perception on the accuracy of the visual planning stage of a
flicking gesture, even though the curve is only on the intended
trajectory without being involved directly in the interaction.

The second study compares the accuracy of flicking gestures
from different areas, and in different directions, on a curved
surface. Its goal is to derive a mathematical model to help
estimate and thus correct systematic errors users may make
when flicking across a curve.

The third and final study analyzes the impact of where the
curve lies along the flicking trajectory (closer to the begin-
ning or closer to the target location), to derive recommenda-
tions for when and where to use flicking gestures on curved
surfaces.

APPLICABILITY OF CURVED SURFACES
Combining vertical and horizontal surfaces is not new. In
fact, a desktop computer workspace consists of a combina-
tion of both surfaces: an interactive vertical display and a
horizontal table. Morris et al. [11] showed that each of these
surfaces have different advantages for different tasks, and that
an interactive system that is used to replace this workspace
has to offer a vertical and a horizontal surface to address the
user’s needs. Nevertheless, providing both surfaces in a dis-
connected manner causes users to quickly lose awareness of
surface not in focus [12].

Wigdor et al. found that it is possible to replace desktop sys-
tems with horizontal interactive surface [23]. Nevertheless,

having to look downwards onto such a surface and having
to stand while using it, is too uncomfortable for productive
work.

In 1994, Sun’s seminal Starfire video prototype [19] already
proposed a single, curved horizontal and vertical interactive
display surface for use in the office. More recent research has
followed through on this idea, merging those two orthogonal
surfaces with a curved area [20, 25]. Three benefits arose
from these such curved surfaces: (1) Users are able to sit
while interacting, allowing long-term usage. (2) The concave
curve area enables continous inter-screen touch interaction,
e.g., dragging from one surface to another. (3) The continu-
ous display supports the impression that both areas belong to
one large workspace.

These findings, combined with recent developments in bend-
able organic light-emitting diodes (OLEDs) and touch sens-
ing technology suggest that curved surfaces could replace the
traditional desktop computer workspace as envisioned by Tog-
nazzini’s Starfire [19]. Air traffic controller workstations,
with their frequent combination of horizontal and vertical in-
teractive screens, are another example of a likely candidate
for adopting curved displays. Interaction with nonplanar sur-
faces has, consequently, recently become a topic of interest
in HCI. This makes studying the basic interaction techniques
for curved surfaces, and the mental models that users develop
when using them, relevant to the CHI community.

RELATED WORK
The DigitalDesk [21] introduced one of the first interactive
tabletop workspaces. The Sun Starfire vision video [19] envi-
sioned a much larger desk consisting of horizontal and verti-
cal areas merged into one curved interactive surface. In con-
trast to a purely horizontal surface, Starfire’s curved surface
mimicked a typical office workplace with its horizontal ta-
ble and vertical computer display. This provided users with
the ability to choose which surface they wanted to use for
which task, and Starfire included the suggestion of a flicking
gesture to move objects. In recent years, this concept of a
curved surface as a desk workspace was picked up by Weiss
et al. [20] and Wimmer et al. [25]. On all of these systems,
moving digital objects around is one of the most frequent in-
teraction techniques. Over the last years several techniques
have been proposed as alternatives to dragging. They divide
into two groups of movement control mechanisms, closed-
loop and open-loop.

Closed-loop control techniques, such as dragging, provide the
user with continuous real-time feedback, allowing them to
correct their movement as they approach the target. Through
this real-time correction, these types of movement control
mechanisms are very accurate. However, they also force the
user to pay attention to movement action until the action is
completed. Dragging in particular can become cumbersome
or physically impossible if it extends beyond the user’s natu-
ral reach. This may require the user to reposition herself, po-
tentially dropping and re-grabbing the object in the process,
paying attention to avoid triggering unintended effects at the
intermediate drop location. An example of these techniques



is the Pick-and-Drop technique by Rekimoto [16], which al-
lows the user to pick up an object by tapping it with a pen,
and drop it in a different location.

Open-loop control techniques, such as Drag-and-Throw [3]
or Shuffle [6], let the user define the direction in which the
object should move at the beginning of the action. Once the
automatic part of the movement was initiated, they do not
provide the user with opportunities for interaction, so they
cannot be corrected anymore. This leads to the problem that
open-loop techniques are less accurate than closed-loop tech-
niques. However, the user does not have to focus on the mov-
ing object during its automatic movement, until it arrives at
the target position. Most open-loop techniques also allow the
user to move objects to positions beyond their reach.

Flicking is one of the most common open-loop techniques. It
is fairly natural, like moving a physical object across a large
surface by pushing or flicking it in the designated direction.
On interactive surfaces, flicking is usually executed with one
finger or the entire hand [24, 26, 1]. Hinrichs and Carpendale
[9] showed that even users that had never used an interactive
tabletop readily used this gesture to move digital objects. To
simulate the flicking of a physical object more realistically,
Sato et al. [18] compared a vision-based approach in which
users conducted a flicking gesture above the table to users
flicking a real marble.

However, none of the above approaches investigated flicking
gestures in more detail, or evaluated its accuracy. This was
only studied for flicking gestures using a pen or mouse. Reetz
et al. [15] showed that, in contrast to closed-loop techniques,
flicking is faster but, especially for small targets, very inaccu-
rate. They proposed a new gesture called Superflick that al-
lows users to control the direction while the object is moving.
Adding this online correction to flicking gestures significantly
improved their accuracy. Another study by Moyle and Cock-
burn [13] compared linear mouse and pen flicking gestures,
and found mouse flicking to be more accurate. They also
showed that downwards flicking gestures where conducted
more slowly than those pointing upwards.

HARDWARE SETUP
For our experiments, we used an interactive curved-surface
tabletop with the same specifications as the BendDesk system
by Weiss et al. [20]. However, we used four instead of three
identical infrared cameras to improve finger tracking robust-
ness. All cameras operated at the same resolution of 640×480
px and framerate of 60 fps.

For the first user study comparing the effect of the curve on
perception, we had to adapt this setup. For the Gap condition
with separated surfaces, we covered the curved area of the
table with a wooden frame (fig. 3(b)). This provided users
with the impression that the horizontal and vertical surfaces
were two separated displays. Furthermore, we disabled the
projection in the curved surface such that the top line of pix-
els on the horizontal surface beneath the gap was vertically
directly connected to the bottom line of the vertical surface
above the gap. This reduced the resolution of the system from
1024×1024 px to 1024×860 px.

Source Object

Target Object

Flicking Direction

Flicking Error in Degrees

Figure 2. Error measurement for flicking gestures. Errors were mea-
sured in degrees difference from the target direction to make them inde-
pendent of distance.

For the Edge condition with adjacent planar surfaces, we re-
placed the entire curved acrylic surface segment with a hori-
zontal and a vertical stripe that were placed directly orthogo-
nal to each other (fig. 3(c)). The vertical surface was placed at
the same distance to the user as in the other conditions. In this
setup, the depth of the horizontal surface was 50 cm, and the
height of the vertical surface was 55 cm. As in the separated
display condition, the top pixel line of the horizontal surface
was directly connected to the bottom pixel line of the vertical
surface. The resolution of this setup was 1024×1075 px.

GENERAL PROCEDURE
Participants were seated in front of the table, in a dimly lit
room for best infrared tracking results. They worked through-
out three different flicking studies. Each study was introduced
by a standardized instruction and a practice trial to familiarize
participants with the task. The study order was randomized
for each user so that no study could benefit from learning ef-
fects.

The goal of each study was to flick a digital source object onto
a digital target using the index finger of the dominant hand.
To conduct the flicking gesture, participants had to put their
index finger onto the digital source object, and slide their fin-
ger along the surface in the direction in which they wanted to
flick the object. After executing the flick gesture, the source
object moved in the computed direction at constant speed un-
til it hit the surface boundaries. Then the interactive start area
went blank, and a new trial appeared. Participants were in-
structed to solve each task as fast and accurately as possible.

To measure the direction, we recorded all touch points of
the user’s sliding movement, and computed a direction vec-
tor with a first-degree Least Squares regression. This method
to determine the direction was also used by Reetz et al. [15]
for gestures with a pen on a tabletop. They analyzed several
approaches to computing the direction, and found that first-
degree Least Squares regression was closest to users’ expec-
tations. To estimate gesture accuracy, we used the flicking
error as a dependent variable. It was defined as the angle
in degrees between the direct line along the surface from the



(a) Curve condition (b) Gap condition (c) Edge condition

Figure 3. Table setup conditions with object and target positions.

source object to the target, and the direction vector defined by
the user’s actual input (Fig. 2).

USER STUDY 1: FLICKING ACROSS THE CURVE
This first study investigated if the continuity of a curved sur-
face has any effect on flicking accuracy, even if neither the
source object nor the target lie inside the curve segment. We
compared flicking accuracy between three different table con-
ditions: Curve (fig. 3(a)), Gap (fig. 3(b)) which simulated
the combination of a table and a vertical screen, and Edge
(fig. 3(c)).

Participants
24 participants (21 males) age 20–39 (mean 27) volunteered
for the study. Of these, 15 were computer scientists, 2 busi-
ness administration managers, 4 school teachers, 2 medical
scientists, and 1 mechanical engineer. All participants had
normal or corrected-to-normal vision. 21 out of 24 partici-
pants were right-handed.

Task design and procedure
The experimental task and the conditions are depicted in fig-
ure 4. The system displayed the source object as a blue dot
(diameter 50 px) and the target as a red circle (diameter 60
px). We defined the distance between source and target as the
Euclidean distance between these two points in real-world 3D
space (fig. 3). This distance resulted from the current position
of the source and target as illustrated in figure 4. Therefore,
the distance on the surface between source and target was dif-
ferent for each table condition, being smallest in the Gap con-
dition and largest in the Edge condition.

Source and target appeared in 3 different positions on the sur-
face. For upward flicking movements (away from the user),
the source appeared within the horizontal area either 10 cm
from the left edge, in the center, or 10 cm from the right
edge, while the target appeared within the vertical area, again
10 cm from the left edge, centered, or 10 cm from the right
edge. Downward movements were tested analogously. This
resulted in 9 different tasks presented, with 3 repetitions for
each movement direction. The order of start positions was

Horizontal

Curved, Edged, or Gap

Vertical

Figure 4. User study 1: Flicking tasks for the upwards direction. In the
downwards direction the source object and the target exchanged posi-
tions.

randomized, and for each start position the order of trials was
randomized as well.

Participants were randomly assigned to one of the table types
(8 participants per table type). They worked through a trial
block with upward movements (27 trials) and through another
block with downward movements (27 trials). The experiment
lasted about 5 minutes.

The experimental design was a 3 (table types) × 2 (flicking
direction) mixed design with repeated measurements. We hy-
pothesized the following outcomes:

H1: Interacting on a continuous surface (Curve or Edge con-
ditions) will be more accurate than on a disrupted interface
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Figure 5. Diagram of the mean flicking errors dependent on flicking
direction and table type. Whiskers denote 95% confidence intervals.

(table with gap through covered curve). Additionally, we
wanted to explore if the smoothly curved surface would be
of further benefit for flicking compared to the Edge condi-
tion with orthogonal planes.

H2a: If users take the active arm as a reference line (ones
own body as frame of reference), then flicking downwards
should be more accurate than flicking upwards.

H2b: If users visually represent the task by a virtual line
(external coordinates as frame of reference), then flicking
downwards should be less accurate than flicking upwards.
This was assumed because for downward movements, the
effector will block a part of the interface from view.

Results and discussion
A 3 (table type) × 2 (flicking direction) mixed ANOVA with
repeated measurements revealed significant main effects for
the factors table type (F (2, 21) = 3.62; p = 0.001) and flick-
ing direction (F (1, 21) = 13.68; p = 0.044). The interaction
showed a trend (F (2, 21) = 3.21; p = 0.061). Flicking er-
rors were most present for the Gap condition (13.68◦) and
decreased for the Curve and Edge conditions (7.3◦ and 7.1◦,
respectively). Furthermore, upward flicking was more accu-
rate than downward flicking (7.5◦ vs. 9.9◦).

In summary, when comparing table types with a continuous
versus separated surface (H1), the results clearly showed more
accurate flicking actions for the continuous surfaces than for
the separated one. This is in accordance with H1. This clearly
shows that flicking accuracy depends on the user’s visual per-
ception and on the ability to visually identify the spatial rela-
tions between the source and the target. If flicking accuracy
would only depend on the user’s motor system, there would
be no difference between the continuous table conditions and
the separated table condition. It also shows that a continu-
ous surface improves the user’s ability to identify the correct
flicking direction to hit the target. This could be explained by
the fact that in contrast to the continuous surfaces, in the sep-
arated table condition, users have to develop a mental model
of how both surfaces are connected, which is difficult for sur-
faces with different orientations as in our setup.

We also looked for differences between the two continuous
surface conditions Curve and Edge. We did not find any fur-
ther facilitation of operations for the Curve condition. How-
ever, 7 of 8 users in the Edge conditions stated that they
needed more time to plan their flicking gesture, because they
tried to identify a point on the edge between the horizontal
and vertical surfaces as a reference point to determine the
direction to the target. Probably, the disadvantage of edge
surface was compensated through a more extensive move-
ment planning. It could be presumed that poorer accuracy in
edge surfaces would be observed, if the planning time would
have been kept equal across different surfaces. Time required
for movement planning, which indicates the demand on the
cognitive system, will be taken into account in future works.
Considering the direction, we assumed that users plan the ac-
tion either with reference to internal coordinates (e.g., posture
of the effective limb) or with reference to distal coordinates
(e.g., anticipated visual source trajectory). We found that
flicking upwards was more accurate than downwards. This
is in line with the alternative hypothesis (H2b). It seems ben-
eficial to have a full view of the surface when planning and
executing the flicking action, especially when interacting with
a disrupted surface.

USER STUDY 2: FLICKING IN DIFFERENT AREAS
In the second study, we compared flicking on the horizontal,
vertical, and curved area to investigate if there are differences
in flicking accuracy on these different areas of a curved sur-
face.

Participants
A total of 16 participants (13 males), age 20–39 (mean=27)
volunteered for the study. The group consisted of 12 com-
puter scientists, 2 business administration managers and 2
medical scientists. 14 out of 16 participants were right-handed.
All participants had normal or corrected-to-normal vision.

Task design and procedure
Figure 6 depicts the experimental task and conditions. The
system again displayed the source as a blue colored dot (di-
ameter 50 px) and the target as a red colored circle (diameter
60 px). In contrast to the first study, the distance between
source and target was measured as the distance on the sur-
face between these two points, and was 29 cm (300px) for
all conditions. Trials appeared in 3 different areas (horizontal
area, curve, vertical area), 2 different source positions (left
side or right side) and 7 different flicking angles (with 3 rep-
etitions each): (1) 90◦, (2) 75◦, (3) 60◦, (4) 45◦, (5) 30◦, (6)
15◦ and (7) 0◦. Participants worked through a block of tri-
als with upward movements and through another block with
downward movements. This resulted in 252 trials total. The
order of trials per source position was randomized. We used
a 3 (area) × 2 (flicking direction) × 7 (flicking angle) design
with repeated measurements. The experiment lasted about 15
minutes. We assumed that a larger flicking angle would yield
a lower flicking performance, especially within the curve:

H3: The flicking error is smaller for flicking within the hori-
zontal area than within the vertical area or the curve.
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Figure 6. Flicking task in the second user study in the upwards direction.

H4: The flicking error increases with larger flicking angle.
Especially flicking within the curve will be affected by the
flicking angle.

H5: Flicking downwards is less accurate than flicking up-
wards.

Results and discussion
A 3 (area)× 2 (flicking direction)× 7 (flicking angle) ANOVA
with repeated measurements showed significant main effects
for the factors flicking direction (F (1, 15) = 18.78; p =
0.001) and flicking angle (F (6, 90) = 12.81; p < 0.0001),
and a trend for the factor area (F (2, 30) = 3.05; p = 0.062).
The interaction area × direction × angle was also significant
(F (12, 180) = 2.48; p = 0.005). The main effect of flick-
ing angle showed a severe inaccuracy for flicking at 0◦ (error
at 10.9◦), for all other angles the flicking error ranged from
6.7◦ to 7.5◦. Furthermore, flicking upwards was more ac-
curate than flicking downwards (6.9◦ vs. 8.3◦). There was
a trend that flicking within the horizontal area was more ac-
curate than flicking in the curve or within the vertical area
(7.0◦ vs. 8.0◦ and 7.8◦). The three-way interaction revealed
nearly similar accuracy for flicking at angles between 15◦ and
90◦. When flicking downwards, actions were most inaccurate
at 0◦, irrespective of the interaction area. For upward flick-
ing, this inaccuracy was only observed for interactions within
the curve, but not for actions within the horizontal or vertical
area.

There are two main findings from this study: First, we suc-
cessfully replicated the impact of flicking direction that was
observed in study 1: flicking upwards was more accurate than
flicking downwards (H5). The impact of the interaction area
was only partially confirmed. There was a trend for more
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Figure 7. Mean flicking errors dependent on the different areas and
angles. Whiskers denote 95% confidence intervals.

accurate flicking within the horizontal area, especially for
downward flicking at an angle between 15◦ and 90◦ (H3).
Second, and completely contrary to our hypothesis, we did
not find an increase of flicking errors with increasing flick-
ing angle (H4). Accuracy was comparable for flicking angles
between 15◦ and 90◦, and interactions were more accurate
than for flicking at 0◦. This result is quite surprising and in
contrast to findings from dragging actions. However, in our
general discussion we will discuss the potential responsibility
of motor constraints for this outcome.

USER STUDY 3: FLICKING THROUGH THE CURVE
In this study we investigated if the relative position of the
curved area between the source object and the target position
has any influence on flicking accuracy. Additonally, we in-
vestigated if the lateral position of the source object has an
effect on accuracy.

Participants
A total of 14 participants (11 males) aged 20–39 (mean=26)
volunteered for the study. The group consisted of 10 com-
puter scientists, 2 business administration managers and 2
medical scientists. All participants were right-handed and had
normal or corrected-to-normal vision.
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Figure 8. Flicking task in the third user study in the condition close to
the curve.

Task design and procedure
Figure 8 depicts the experimental task and conditions. The
system again displayed the source as a blue colored dot (di-
ameter 50 px) and the target as a red colored circle (diameter
60 px). The distance between source and target was 368 px
(35 cm).

Trials appeared at 2 different distances from the curve (start
position closer to (10 cm) or farther away from (20 cm) the
curve center), with 4 different combinations of source posi-
tion and movement direction (flicking from left to right, from
the center to the right, from the center to the left, and from
right to left) and 5 different flicking angles, with 3 repetitions
each: (1) 45◦, (2) 35◦, (3) 25◦, (4) 15◦, (5) 0◦. Participants
worked through a block of trials with the start position near
the curve, then through another block with the start position
farther away from the curve. This resulted in 120 trials to-
tal. Order of trials per source position and order of source
positions were randomized. The study is based on a 2 (dis-
tance between source and curve center) × 4 (start position ×
sideward direction)× 5 (flicking angles) design with repeated
measurements. The study lasted about 10 minutes.

We hypothesized the following outcomes:

H6: The flicking error increases if the source position is closer
to the curve.

H7: The flicking error is higher at 0◦ than when flicking side-
ways (replication of findings from study 2).

Results and discussion
A 2 (distance between source and curve center)× 4 (start po-
sition × sideward direction) × 5 (flicking angles) ANOVA
with repeated measurements revealed significant main effects
of the factors “distance from curve” (F (1, 13) = 7.14; p =
0.019), “start position and sideways direction” (F (3, 39) =

10.63; p = 0.000) and “flicking angle” (F (4, 52) = 9.21; p =
0.000). Flicking was more accurate when the source was
positioned farther away from the curve center than when it
was directly at the curve (7.8◦ vs. 9.7◦). Flicking accuracy
was almost similar for flicking angles between 15◦ and 45◦

(error: 7.6◦ - 8.4◦), and remarkably decreased at 0◦ (error:
11.8◦). The impact of flicking angle was more pronounced
for start positions near the curve than farther away, yielding
a significant interaction (F (4, 52) = 4.11; p = 0.006). The
factor “start position and sideways direction” further showed
flicking operations were most accurate when the source was
positioned to the right side, with flicking to the left (error:
7.0◦), and least accurate when the source was centered, with
flicking to the right (error: 10.9◦). The three-way interac-
tion (F (12, 156) = 3.04; p = 0.001) showed an impact of
flicking angle for all start positions and sideways directions,
except when the source was on the right side. This was the
most accurate condition, and the impact of angle nearly di-
minished.

Finally, we found a significant performance decrease for flick-
ing actions that originated near the curved area (H6). This
finding supports our assumption that the curved surface in-
duces a perceptional bias. It seems that its impact decreases
the farther away the action takes place. Furthermore, we suc-
cessfully replicated the impact of flicking angle observed in
study 2 (H7). For all source positions we found very inac-
curate flicking actions at 0◦, except for the source positions
on the right side. Here, flicking was most accurate, and flick-
ing angle had almost no effect on performance. Please note,
that in our study all participants were right-handed. Thus,
when the source was in the right position flicking perfor-
mance was most accurate compared to the center or left po-
sition of the source. We conclude that for right-handed users
a spatial alignment between dominant hand and source facil-
itates motor control, while all other source positions required
somewhat awkward postures of the moving limb and there-
fore restricted motor control. Consequently, left-handed users
should feel most comfortable and be most effective when the
source is in the left position. This will be addressed in future
studies.

GENERAL DISCUSSION
As described previously, a flicking gesture consists of two
different stages: a visual planing stage, in which the user has
to determine the spatial relation between the source and the
target, and a motoric execution stage in which she executes
a sliding gesture in the previously determined direction to-
wards the target. Errors that influence flicking accuracy can
appear in both of these stages. To improve flicking on curved
surfaces, we first have to understand how, where and which
errors can appear, and how they affect the flicking gesture.

The visual planing stage can be biased through contextual
factors so that perception errors occur. Previous psycholog-
ical research has demonstrated various perceptual illusions
that impact visual planning performance. Classic phenom-
ena referring to such perception biases are the Mueller-Lyer
illusion of length [17], the Ponzo illusion of distance and ob-
ject size [5], and the Poggendorff illusion of vertical offsets
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Figure 9. Mean flicking errors dependent on the different start positions and directions, and on the distance between source object and the center of the
curve. Whiskers denote 95% confidence intervals.

[7]. These examples indicate that the shape of an interactive
tabletop could be such a contextual factor leading to an error
that influences the visual planning phase. We assume that this
error is extremely strong in the separated “Gap” table condi-
tion of the first user study, leading to the larger flicking error
that we observed compared to the continuous conditions.

Another of these contextual factors could be the curved area.
This would explain the different flicking error rates in the
third user study, in which only the distance between the source
object and the center of the curved area changed.

In contrast to the visual planning state, the inaccuracy of the
motoric execution stage is less context-specific, and manifests
itself primarily in movement execution. The major source of
motor inaccuracy is the motor noise originating from noise
in the nervous system, which is responsible for controlling
the movement apparatus [4]. The magnitude of motor noise
has been proven to be a function of the number of involved
joints in an action and the resolution of the involved joints
per se. Previous studies have demonstrated differences in per-
formance between the muscle groups controlling the various
upper limb joints. For instance, the hand was proven to be su-
perior to the forearm [8], and evidence was found that the fin-
gers may possess a higher resolution than the wrist or forearm
[14]. Langolf et al. [10] investigated the relationship between
Fitts’ Index of Difficulty (ID) and movement time for differ-
ent upper limbs (finger, wrist, and whole arm) over a wide
range of movement distances. As predicted by Fitts’ Law, the
movement time turned out to be a function of increasing ID.
However, the slope of the function differed remarkably be-
tween finger, wrist, and whole arm. If the reciprocal of the
slope was supposed to infer the information-processing ca-
pacity of the motor system, then the fingers showed a much
higher information-processing rate (38 bits/sec) than the hand
(23 bit/sec) and the arm (10 bit/sec).

The results of the second user study showed a tendential main
effect of the area. Movements within the horizontal area turned
out to be more precise than movements executed in the curve,
while the most difficult movements were those in the vertical
area. This finding matches the results of Langolf et al. [10].

The working areas were at different distances to the user’s
body. When the working area was within the horizontal area,
the arm was bent and relaxed in front of the chest, and flick-
ing could be carried out by simply moving the index finger.
In contrast, if the working area was in the vertical area, the
arm was stretched out straight. In order to accomplish the
same action, movement of the whole arm, including all upper
limb joints (wrist, elbow, and shoulder) had to be coordinated.
Therefore, we assume that the effect of different flicking ac-
curacies on different areas of the curved surface is an error in
the motor execution phase.

Additionally, we observed a similar error in the third user
study that follows the same pattern described in [10]. Note,
that in this study all users were right-handed. The results
showed that the most accurate flicking gestures were made
from the right position, which is the closest position to the
right arm. In this condition, users could leave their arm in a
very comfortable position, and could use only finger move-
ment to conduct the flicking gesture. In contrast to that, in
the other conditions of the test, users had to conduct a more
complex movement that involved the entire hand. Conse-
quently, we assume an opposite pattern of results for left-
handed users. This has to be proved in future studies.

Another effect that we observed was that, independent of the
source position, flicking gestures directly upwards or down-
wards (0◦) showed the largest error. This is in direct con-
trast to the findings that were made by Weiss et. al [20] in
which users shot at different targets by defining a line with
a two-finger tap. They showed that hitting objects that are
placed directly above or below was highly accurate, in con-
trast to other target positions. These differences can only be
explained by a motor error of the flicking gesture, because
according to their study, users can identify the correct direc-
tion to these targets very well. That most users had significant
problems with this flicking direction can be explained by the
way they executed this gesture. We observed basically two
different hand postures in this task: In the first posture, users
placed their hand directly above the source object, and used
their entire arm to conduct the gesture (fig. 10(a)), which ac-
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Figure 10. Hand postures for flicking directly upwards.

cording to [10] leads to inaccurate execution of the gesture.
In the second posture, users placed their hand lateral to the
source object, and moved only their finger. However, since
fingers can only be moved radially in this posture, a sliding
gesture pointing directly upwards or downwards is not possi-
ble this way (fig. 10(b)). These issues do not occur when sim-
ply tapping with two fingers to define a direction, explaining
the different results from [20] mentioned above.

PRELIMINARY MATHEMATICAL MODEL OF
FLICKING ERROR
To explain the relationship between the flicking angle and the
flicking error, we developed a first rough mathematical model
from the data acquired at the center position of the third user
study. In this model, we redefined the flicking error as a
signed angle. The negative values means error to the right.
Therefore, we have nine angles (-45◦ to -15◦ to the left of the
target, 15◦ to 45◦ to the right of the target, and 0◦ directly
above the target). The angular error are shown in Figure 11.

We approximated these results with the following sinusoidal
function: a+ b× sinus(c ∗Angle). From our data, the best-
fit parameters are: a = 1.162, b = −8.656, and c = 3.444.
Although this function is only a very rough approximation
of the results and can only be used to give a hint about the
flicking error by flicking angle, it shows that flicking can be
described by a mathematical function.

CONCLUSION
This paper investigated flicking gestures on curved surfaces.
Flicking is a common and simple gesture that lets users move
digital objects across large interactive surfaces. Its accuracy
can be influenced by two types of errors: an error in the visual
identification of the spatial relation between the source object
and the target object, and an motor error in the planning and
execution of the gesture. We presented three studies analyz-
ing flicking accuracy on curved interactive surfaces, and for
each condition identified which error types influenced accu-
racy. Table 1 summarizes our results and suggests from what
factors the effects appear to originate. This is a first attempt to
systematically explore empirical findings for this technique,
to make the results more digestible for practical purposes,
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the flicking error and the flicking angle for flicking gestures across the
curved area. Each dot is a data point, and the blue line is the fitted
model.

User Factors for Perceptual Motor Shown in
study flicking errors error error figure
1 Table configuration x x 5

Flicking direction x 5
2 Area condition x 7

Flicking direction x 7
Flicking angle x x 7

3 Distance to curve x 9
Sideways position x 9
Flicking angle x x 9

Table 1. Suspected origins of errors in our flicking user studies.

e.g., to derive guidelines for curved surface interaction de-
sign. Clearly, the validity of our suggested classification will
need to be confirmed through additional experiments.

FUTURE WORK
We are only beginning to understand how users interact with
curved surfaces as a new class of devices. Even studying a
basic gesture such as flicking in depth has shown that our me-
thodical understanding of this interaction is still in its infancy.
Our initial mathematical model for angle-specific systematic
errors is a first approximation; such a model would enable us
to correct these systematic errors and improve flicking accu-
racy, but the observed data exhibits higher-frequency patterns
that warrant further study, to improve the predictive power of
our initial model and its usefulness as a design tool.

The errors that occur in the motor stage also require further
analysis, by focusing on hand movement during gesture ex-
ecution. Furthermore, cognitive load caused by movement
planing could also be used as relevant criterion beside accu-
racy in order to characterize flicking movements. Finally, we
intend to create mathematical model of how flicking works
on the various areas of curved surfaces.
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