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Abstract

In the community of makers documentation is of great importance. Documenta-
tion can help people to find information about how to build projects or inspire
them to create new ones. It can also help makerspaces to present projects being
build there in order to gather new sponsors for the lab. But they are still missing
the tools to write good documentation and sometimes also the knowledge of
how to write a good documentation. In this thesis we suggest and test a possible
solution to both of the problems using virtual embodied agents as documentation
assistants. The assistant should appear on a screen and ask questions to the makers
to collect all data needed to automatically generate a documentation.

We conducted a study to answer the question whether such a system can be
a useful tool to support makers in their documentation process without distracting
them too much from working such that it becomes annoying. Additionally we
wanted to find out if the system can improve the makers knowledge on how to
write a good documentation in order to enable beginners to rebuild a project.
We split the study into two rounds. In the first round, expert makers had to
build a project and write a documentation for it. In the second round another
group of experts used a simulation of the documentation assistant. Between those
rounds we gave the experts documentation of the first round to beginner users to
investigate what their documentations were missing and how we had to improve
the documentation that we simulated to be generated by the assistance system.

We found that the annoyance factor was lower than we expected for both
rounds, but did not have a high difference between the two rounds. Also the
system made the documentation process a lot faster and clearly made the users
more aware of the contents of a good documentation. The usefulness of an
animated agent in our study cannot be confirmed as users did not look at them
most of the time.
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Überblick

In der Maker Community ist Dokumentation von großer Bedeutung. Doku-
mentation kann Menschen helfen, Informationen darüber zu finden, wie man
Projekte baut, oder sie dazu inspirieren, neue Projekte zu erstellen. Sie kann auch
Makerspaces dabei helfen, die dort gebauten Projekte zu präsentieren, um neue
Sponsoren für das Lab zu gewinnen. Allerdings fehlt es an Tools zur Erstellung
guter Dokumentation und manchmal fehlt auch das Wissen, wie man eine gute
Dokumentation schreibt. In dieser Arbeit wird eine mögliche Lösung für beide
Probleme vorgeschlagen und getestet, indem virtuell verkörperte Agenten als
Dokumentationsassistenten eingesetzt werden. Der Assistent sollte auf einem
Bildschirm erscheinen und den Makern Fragen stellen, um alle Daten zu sammeln,
die für die Dokumentation benötigt werden.

Wir haben eine Studie durchgeführt, um die Frage zu beantworten, ob ein
solches System ein nützliches Werkzeug sein kann, um die Maker in ihrem Doku-
mentationsprozess zu unterstützen, ohne sie zu sehr dabei zu nerven. Zusätzlich
wollten wir herausfinden, ob das System das Wissen der Maker über den Inhalt
einer guten Dokumentation für Anfänger verbessern kann.
Wir haben die Studie in zwei Runden aufgeteilt. In der ersten Runde mussten
erfahrene Maker ein Projekt nachbauen und eine Dokumentation dazu schreiben.
In der zweiten Runde verwendete eine andere Gruppe von Experten eine Simula-
tion des Assistenten. Zwischen diesen Runden gaben wir die Dokumentationen
der ersten Runde an Anfänger, um zu untersuchen, was ihren Dokumentationen
fehlte und wie wir die vom Assistenzsystem simulierte Dokumentation verbessern
mussten.

Wir stellten fest, dass der Nervigkeitsfaktor bei beiden Runden niedriger war
als wir erwartet hatten, aber es gab keinen großen Unterschied zwischen den
beiden Runden. Außerdem hat das System den Dokumentationsprozess deutlich
beschleunigt und den Benutzern die Inhalte einer guten Dokumentation bewusster
gemacht. Die Nützlichkeit eines animierten Agenten kann in unserer Studie nicht
bestätigt werden, da die Benutzer ihn nur wenig angeschaut haben.
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Conventions

Throughout this thesis we use the following conventions.

Text conventions

Definitions of technical terms or short excursus are set off
in coloured boxes.

EXCURSUS:
Excursus are detailed discussions of a particular point in
a book, usually in an appendix, or digressions in a writ-
ten text.

Definition:
Excursus

The whole thesis is written in Canadian English.
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Chapter 1

Introduction

In this work we want to investigate the usefulness of a doc-
umentation assistant system for makerspaces using a vir-
tual embodied agent.
To create a common understanding of the used terminol-
ogy, the following definitions of terms are provided.

MAKERSPACE/FABLAB:
Makerspaces or FabLabs, are places that are open to the
public and free to use. People can build their own prod-
ucts based on their own ideas here. The rooms provide
tools like laser cutters, 3d printers, CNC mills or electri-
cal soldering irons[Theresa Willingham, 2015].

Definition:
Makerspace/FabLab

MAKER/TINKERER:
A maker, also known as tinkerer is a person who ac-
tively engages in makerspaces or FabLabs or builds sim-
ilar projects at home.

Definition:
Maker/Tinkerer

VIRTUAL EMBODIED AGENT:
An embodied agent is an intelligent agent that interacts
with the environment through its body[Fu et al., 2019]

Definition:
Virtual embodied
agent

In the community of makers documentation is of great im-
portance. It can help people to find information about how
to build projects or inspire them to create new projects. It
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can also help makerspaces to present projects being build
there in order to gather new funding agencies for the lab. InDocumentation is

shown to be
important in the

maker community

a survey around makerspaces by [Kylie Peppler, 2015] the
makerspaces agreed that documentation practices are im-
portant to them. However fourteen percent of them stated
that they are in need of tools that can help with the doc-
umentation process without distracting the makers from
their work. As stated by [Kraut et al., 2011], people often
do not like documenting their work as much as they enjoy
building it. He also wrote that: ”It is axiomatic that peopleMakers need tools

and knowledge to
write documentation

won’t be able to contribute what a community needs un-
less they are aware of those needs and have the skills and
resources to contribute them”[Kraut et al., 2011]. In sum-
mary, people do not only lack the tools to easily document
their work, but also the knowledge on how to write good
documentation.

In this thesis we suggest and test a possible solution to bothVirtual embodied
agents as possible

solution to those
problems

of these problems using virtual embodied agents as docu-
mentation assistants. To this end, the assistant should ap-
pear on a screen and ask questions to the makers to collect
all data needed to automatically generate a documentation.

First, we introduce current solutions and tools for docu-
mentation as well as known examples of virtual agents.
Then we discuss the criteria a virtual agent needs to ful-
fill in terms of visual appearance and perceived personal-
ity. We also explain which general requirements the sys-
tem must fulfill in order to be motivating, easy to use, and
to bridge the knowledge gap between expert makers and
beginner documentation readers. In chapter 3 we define
agents to be used by the system in terms of their appear-
ance and personality. We explain the design and setup of a
user study and provide the results in chapter 4. The study
uses a Wizard of Oz scenario to simulate the virtual agents
animations and speech using face tracking and lip-syncing.
We prepared a project documentation before the study and
simulate that the system does the generation. The process
of using the agent system is then compared to the process
of writing a documentation themselves. We evaluate the
results of the user study in chapter 5. In the last chapter, we
summarize the work and suggest future directions.



3

Chapter 2

Related work

2.1 Current solutions of documentation
tools

The idea of building tools for documentation purposes
in makerspaces is not new. A survey by [Kylie Pep-
pler, 2015] shows that documentation is of high impor-
tance to the maker community. They ”reported a general
need for higher-quality equipment and easy-to-use tools”
[Kylie Peppler, 2015]. In this chapter, we introduce some
already existing maker documentation tools.

In 2011 Protospace Utrechts introduced a “kiosk”, which is Protospace Utrecht’s
Check-in, Check-out
Kiosk System

a stand next to the door of the FabLab, where users had to
check in and out providing information about themselves
and their work [Määttä and Troxler, 2011].

Another approach was started by the FabAcademy in 2019. FabAcademy
launched a
competition for
documentation tools

They introduced a competition called the docubot chal-
lenge1. The aim was to build a documentation tool that
could take and store photos and videos. As the making pro-
cess usually requires both hands, the device was required to
work with speech processing. The participants were Mak-

1https://wikifactory.com/+distributed-hardware-
hackathon/docubot

https://wikifactory.com/+distributed-hardware-hackathon/docubot
https://wikifactory.com/+distributed-hardware-hackathon/docubot
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Figure 2.1: Documentation Assistant Lamp 5

erspace Madrid2, Trouble Maker Shenzhen3 and Pump-
ingStation: One from Chicago4. The team from MadridThe teams

developed different
solutions to control
taking photos and
videos and help to

take notes

developed a software to control photos and videos taken
for documentation. The software forces the user to describe
the next picture or video before being able to shoot it. The
Shenzhen team developed a device that can take pictures
and save it on a computer with simple voice commands.
Additionally makers can let the device record their speech
and it will turn it into text and also save it on the computer.
The third team from Chicago built a button which gives a
command to a phone to start recording voice messages and
pictures. This challenge focused on devices to help the user
to take pictures, videos and collect notes. This is a common
approach in this area.

Kevin Cheng developed a documentation lamp 6 shownKevin Cheng
developed the

Documentation
Assistant Lamp

2https://wikifactory.com/+distributed-hardware-
hackathon/madrid-docubot-team

3https://wikifactory.com/+distributed-hardware-
hackathon/docubot-shenzhenteam

4https://pumpingstationone.org/
6http://archive.fabacademy.org/archives/2016/

fablabtaipei/students/103/final/index.html

https://wikifactory.com/+distributed-hardware-hackathon/madrid-docubot-team
https://wikifactory.com/+distributed-hardware-hackathon/madrid-docubot-team
https://wikifactory.com/+distributed-hardware-hackathon/docubot-shenzhenteam
https://wikifactory.com/+distributed-hardware-hackathon/docubot-shenzhenteam
https://pumpingstationone.org/
http://archive.fabacademy.org/archives/2016/fablabtaipei/students/103/final/index.html
http://archive.fabacademy.org/archives/2016/fablabtaipei/students/103/final/index.html
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Figure 2.2: Spin - a photo turntable system [Tseng and
Resnick, 2016]

in Figure 2.1 in 2016. In place of a light bulb, the lamp is
equipped with a phone which records the maker’s process.
The lamp can be moved in five degrees of freedom through The lamp has a

camera instead of a
light bulb to follow
the makers actions

a mobile app and is intended to be able to follow the makers
movement in the future. This is only one of many ideas
that makers had to avoid having to hold their phone while
making.

Keune et al. [Anna Keune, 2015] summarize a variety of There are different
setups to position
phones and tablets

possibilities to mount phones and tablets with simple and
cheap solutions. For example, a tablet can simply be put
into the right position by mounting it into an egg carton and
a phone with a back cover built from Lego can be attached
to anything else lego pieces can be glued to.

Tiffany Tseng and Mitchel Resnick developed a system that Spin - the photo
turntable system to
record
documentation
videos

is also picture-based, but instead of assisting the process
documentation, it is used to document the end product.
They created Spin, a “photo turntable system for creat-
ing animated documentation of tangible design projects”
[Tseng and Resnick, 2016]. The table shown in Figure 2.2
is specifically designed to encourage children to document
their work. They can connect their phone to the table, place
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their project on spin and use an app to start the capturing
process. The application then produces a three second ani-
mation which shows the turning project.

However, documenting after making brings up differentDocument while
doing tool to collect
notes and pictures

during making

difficulties. Makers might forget important steps and prob-
lems that occur during the process will likely not be doc-
umented, even though it can help other makers to know
about the tricks in difficult situations [Milara et al., 2019].
For this reason, [Milara et al., 2019] developed the docu-
mentation application “document-while-doing” that “con-
sists of a mobile phone application, a backend server, and
a web application” [Milara et al., 2019]. Makers can collect
voice messages and take pictures or notes that will auto-
matically be sent to a server and converted to a website.
The results can be edited with a web application after the
making process.

Although there are a lot of ideas for tools to help mak-A more powerful tool
is needed ers with their documentation, they all still require the user

to write down their steps (or use speech-to-text) and take
pictures at the right moments. In this thesis, we therefore
choose a different approach to automate the documentation
process further.

2.2 Existing Virtual Agents

The use of virtual agents in software is not a new ap-
proach. Agents have been used in many different areas
like health care, pedagogical, education, or as social com-
panions. In 1997, Lester et al. introduced Herman theHerman the bug -

pedagogical agent bug, a pedagogical agent that gives advice to the players
of Design-A-Plant. “In Design-A-Plant, a student’s goal in
each problem-solving episode is to design a plant that will
thrive in a given natural environment”[Lester et al., 1998].
Herman helps the players to grow their plants by providing
them with helpful knowledge about botanics.

In the same year, the agent “Steve” was developed bySteve - educational
agent [Johnson and Rickel, 1997]. Similar to Herman, Steve

is supposed to help users to learn. In particular, Steve
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“helps students learn to perform physical, procedural
tasks, such as operating and repairing equipment”[Johnson
and Rickel, 1997]. Visually, Steve is only “represented by a
head, an upper body, and a hand that can manipulate and
point at objects”[Johnson and Rickel, 1997].

Figure 2.3: Healthcare
Assistant SimSensei Kiosk
- a virtual Agent as health
care assistant [DeVault
et al., 2014]

Figure 2.4: University
Bielefelds FlurMax wav-
ing at a visitor [Jung and
Kopp, 2003]

One example of an agent used in health care is the “SimSen- SimSensei Kiosk -
health care agentsei Kiosk”. It was developed with the vision to function as a

support tool, using existing self-assessment questionnaires.
The system was designed to be able to detect indicators for
psychological distress and to help with diagnosis[DeVault
et al., 2014]. The agent is visually represented as a human
interviewer shown in Figure 2.3.

While agents can be used to help people with learning or FlurMax - social
agentassist them with decisions, they can also be fun and social.

The university of Bielefeld developed “FlurMax”, a social
agent living inside a screen in a university hallway. Flur-
Max can detect visitors with a camera and interact with
them. The agent can greet them, wave and say: “Hello, I
am Max”. FlurMax can recognize gestures like waving and
can react to it, by waving back, as illustrated in Figure 2.4.
His mood can change from happy to bored, surprised or
neutral[Jung and Kopp, 2003].

Unfortunately not all agents are helpful and causing joy to Clippit - annoying
Microsoft agentthe users. The most famous example of a failed agent is

Microsoft’s paperclip Clippit shown in Figure 2.5. It was
designed to help the user of Microsoft Office to use the pro-
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Figure 2.5: Microsoft Assistant - Clippit[Swartz, 2003]

gram correctly. But “While Clippit is a genius about Mi-
crosoft Office, he is an idiot about people, especially about
handling emotions”[Picard, 2004]. Clippit offered the same
advice over and over again and no matter how often users
clicked it away, Clippit would give them the same advice
repeatedly whenever they started the program. As there
was no way to turn the “feature” Clippit off, users got more
and more annoyed by it. In 2001 the new version Microsoft
Office XP was released and Clippit was finally removed
from the program. Although it was only part of the pro-
gram for four years it remained in the memory of the users.
To this day, there are a lot of memes7, cartoons8 and funny
sketches9 about this paperclip. Microsoft clearly showedUsing virtual agents

requires sensitivity to
not annoy the users

that using virtual agents is not always a good idea and that
it requires a lot of sensitivity to create an agent that is like-
able, helpful, and does not annoy the user.

7https://www.reddit.com/r/PoliticalHumor/comments/
7k7bls/hi_it_looks_like_you_are_trying_to_support_
donald/

8https://www.youtube.com/watch?v=tu_Pzuwy-JY
9https://www.youtube.com/watch?v=EpWbTogEEhg&t=1s

 https://www.reddit.com/r/PoliticalHumor/comments/7k7bls/hi_it_looks_like_you_are_trying_to_support_donald/ 
 https://www.reddit.com/r/PoliticalHumor/comments/7k7bls/hi_it_looks_like_you_are_trying_to_support_donald/ 
 https://www.reddit.com/r/PoliticalHumor/comments/7k7bls/hi_it_looks_like_you_are_trying_to_support_donald/ 
 https://www.youtube.com/watch?v=tu_Pzuwy-JY
 https://www.youtube.com/watch?v=EpWbTogEEhg&t=1s 
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Figure 2.6: The involvement framework by [De Angeli
et al., 2002]

2.3 Criteria for agents

In order to pick the best agent as documentation assis- The involvement
framework describes
the user-agent-
involvement facets
social, functional and
aesthetic

tant, there are many factors to take into consideration. The
agent’s shape, character, and usability are three general at-
tributes that need to be picked. De Angeli et al. proposed a
framework that divided user-agent-involvement into those
three categories and named them “social, functional and
aesthetic qualities” [De Angeli et al., 2002]. With the right
composition of those three values, De Angeli et al. aimed
to yield the highest user satisfaction. The optimal amount The optimal

combination results
in user satisfaction
and is depending on
the task, context and
user

of each quality “varies according to the task to be executed,
the context of interaction, and the nature, or personality, of
the end-user” [De Angeli et al., 2002]. This means that there
is not one universal agent for all situations and users. The
criteria for optimal documentation agents in makerspaces
presented in this chapter refer to the involvement frame-
work displayed in Figure 2.6 [De Angeli et al., 2002]. In this
framework, the factor aesthetic refers to the appearance of
the agent, as discussed in the next subsection 2.3.1, but also
to the appearance of the system itself. The appearance of
the system, as well as the functionality factor, which inter-
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feres with aesthetics, will be discussed in section 2.4. The
social factor comprises the personality of the agent and the
interaction with the user. This is considered in section 2.3.2
and 2.3.3. As all three factors are overlapping in the frame-
work, it is important that the aesthetic fits to the personality
and the functionality of the system.

2.3.1 Visual appearance of the agent

There are infinite variations to the appearance of an agent.Aesthetics: different
shapes, gender,

ages and ethnicities
Agents can be humans, animals, mythical creatures or even
objects. They can have all sorts of genders or no gender at
all. They can be young, old or something in between and
they can belong to different ethnic groups. Physical appear-
ance is part of the aesthetic dimension in the involvement
framework and has a high influence on how we perceive
the agent. The aesthetic dimension aims for pleasure which
can be received if the appearance is enjoyable. AppearanceAppearance as a first

impression counts
more in peoples

picture of a person
than what they learn

later

is also the first impression we get of an agent and as [Asch,
1946] found out, the information we gain about another
person first, plays more into our picture of the person than
what we learn later. Therefore it is important to pick the
visual appearance of our virtual agent carefully.

One important factor for the agent’s shape is attractiveness.Attractive agents are
rated more positive
on other attributes
while unattractive

agents are rated less
positive

[Wilson, 2002] found that users enjoy the experience with
virtual agents less when they are not attractive. Less attrac-
tive agents even lead to relating the system with other neg-
ative traits. In contrast, if the agent is attractive, the ‘halo ef-
fect’ could occur. This effect describes the phenomenon that
if a person or agent has one positive attribute, other values
will automatically be rated higher [Grcic, 2008]. Thus, the
more attractive the agent is, the better ratings it may get
for its overall personality. This effect is also visible in the
users’ views on the Microsoft agent Clippy. The Microsoft
agent in the shape of a paperclip was generally perceived
as very annoying and not very helpful. A study by [Xiao
et al., 2004] showed that users preferred the assistant in
the shape of a dog or a cat and had less negative thoughts
about those, even though their behaviour is identical to
Clippy’s. While attractiveness of the agent is important,
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it is difficult to measure. According to the media equation According to the
media equation and
further research
humans treat virtual
agents like humans

[Reeves and Nass, 1996] humans treat computers like real
humans. It has been shown that this equation counts for
virtual agents as well[Rickenberg and Reeves, 2000, Hoff-
mann et al., 2009]. Therefore psychological human-human
interaction theories can be applied to the interaction be-
tween humans and virtual agents. [Solomon et al., 2013] Attractiveness

depends on the
context

found that there are six different types of good looks, which
are highly depending on the context they are seen in. They
explained those looks with examples of fashion models.
Importantly, that attractiveness is rated differently depend-
ing on the context. In a study by [Little et al., 2001] users People voted

attractiveness
highest when people
looked similar to
themselves

had to rate the attractiveness of faces from pictures. The
study showed that the users found those pictures most at-
tractive that showed the highest similarity with their own
face. Another factor contributing to attractiveness is the
presence of smile. [Reis, 1990] found that smiling peo-
ple appear more attractive and competent than not smiling Smiling is attractive
people. More on the effect of smiling is explained in section
2.3.3.

When it comes to realism of the agent’s shape, it is impor- The Uncanny Valley
Effect for realistic
looking robots

tant to take into account the Uncanny Valley Effect. This
effect was first described in 1970 by Masahiro Mori [Stein
and Ohler, 2017]. Mori found that robots that look a lot like
humans can cause a feeling of uncanniness if they are not
behaving like we expect humans to behave. The same ef- Uncanny Valley

Effect was also
shown for virtual
animals

fect was found for animal characters [Schwind et al., 2018].
Hence, if the robot or avatar looks very human- or animal-
like, it needs to behave authentically. If this is not possi-
ble, it is best to choose a less realistic appearance such that
users expect less realistic behaviour. Facial expressions are
crucial attributes of behaviour. They can easily lead to un-
canniness if they are not congruent with the agent’s appear-
ance [Schwind et al., 2018]. The facial expression of stylized
agents was shown to be easier to detect than the facial ex-
pression of realistic humanoid agents [Adamo et al., 2019].

Due to gender stereotypes, the gender expression of the The agent’s gender
influences perception
due to stereotypes

agent influences the perception of its competences. Since
certain careers are thought of as typically male or female,
people with the corresponding gender expression are per-
ceived as more competent in the field. In Baylor “it was
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found that male agents were more influential than female
agents in promoting the usefulness of engineering” [Bay-
lor, 2009] and according to another study by [Ernst and
Herm-Stapelberg, 2020] virtual assistants with male voices
were perceived more competent than those with female
voices. Since the user group of makerspaces is predomi-
nantly male[Bean et al., 2015], it can be assumed that a vir-
tual assistant in a makerspace might be seen as more com-
petent in the shape of a man. Another study by [GulzAndrogynous people

are preferred over
female and male

characters

et al., 2008] showed that androgynous people were chosen
more often as favourite virtual characters than people with
an appearance that fits into gender stereotypical categories.
As these studies are only based on the appearance of the
agents, it is unclear whether the findings apply to agents
that act inside a specific context. In fact, the behaviour ofActing agents can

influence their
perception of
competence

the agent has a significant influence on the perception of
its competence. [Koda and Maes, 1996] proved this theory
by asking people about the intelligence of a caricature dog
compared to a caricature male person. Without context,
the male person was perceived as more intelligent. This
changed when they let each of the two characters play a
round of poker before the survey. This suggested to the
user that both are capable of playing, meaning that both are
intelligent. Hence, the assumed characteristics of the agent
based on its gender can be overruled by setting them into
the right light. This also applies to the general appearance.
Even if the first impression, as mentioned before, weighs
more than later information, it is possible to change this
bias through behaviour and context.

The shape of an agent can vary from humans, over ani-Object shapes were
rated less likeable

than humans or
animal shapes

mals to objects. Object like agents (like a block head) were
rated less likeable than human- and animal-like agents by
[Bailenson et al., 2005]. [Bergmann et al., 2012] suggest to
prefer humanoid agents over robot like agents as they com-
municate more warmth. While [Sträfling et al., 2010] foundPeople that like

personification often
feel more

comfortable with
zoomorphic agents

that an animal agent (a rabbit) received better results in
friendliness and was generally rated to be more enjoyable
than the humanoid agent, [Koda and Maes, 1996] found
that the likeability of virtual agents depends on people’s
opinion about personification. In their study, nearly half of
the participants were not in favour of personification, while
the other half liked to have a face on the screen. If they



2.3 Criteria for agents 13

liked personification, they were also likely to feel comfort-
able with zoomorphic agents while the other people pre-
ferred humanoid agents.

2.3.2 Personality

One important factor in the involvement framework is the Social: Personality
traits are important to
define a consistent
character

personality of the agent: ”a stable set of traits defining its
overall character” [De Angeli et al., 2002]. A consistent
and predictable personality helps the user to easily inter-
act with the system while ”unexpected and unpredictable
swings between different attitudes can disorient the users
and create a strong sense of discomfort”[De Angeli et al.,
2002]. Personality is a composition of a variety of charac- The Big Five /

OCEAN model can
be used to describe
personality

ter traits. The most widely known model of personality is
called ”The Big Five” [Digman, 1990]. It is also known as
the OCEAN model, an acronym standing for the personal-
ity traits Openness, Consciousness, Extraversion, Agreeableness
and Neuroticism. Neuroticism can also be described as emo-
tional stability given this formulation is more positive.

More recently, [Abele et al., 2016] proposed a two factor The Agency and
Communion model is
related to the big five

model consisting of agency and communion which each can
be divided by assertiveness and competence for agency and
warmth and morality for communion. This model is derived
from the five factor model and describes the four facets
with a few precise character traits. The facets competence
and warmth are widely used in research on social inter-
action with virtual agents or robots [Peters et al., 2017,
Nguyen et al., 2015]. The first facet of agency is assertive- The first facet of

agency is
assertiveness

ness and is related to the big five factors neuroticism and ex-
traversion [Abele et al., 2016]. It is associated with attributes
like self-confidence, ambitiousness, independence or pur-
posefulness. Agents with high assertiveness are perceived
to have leadership abilities, never give up easily and stand
up under pressure. The second agency facet is called compe- The other facet of

agency is
competence

tence and is related to the big five factor consciousness. A
competent agent should appear intelligent, efficient, and
capable of completing its task. Warmth is one of the facets The first facet of

communion is
warmth

of communion and can be compared to the big five factors
agreeableness and extraversion. A warm agent should be car-
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ing and empathetic, it should be friendly and also helpful.
The judgment of warmth during the evaluation of an agent’s
personality seems to have more influence on the overall
social picture of the agent than its competence. It ”reflects
the importance of assessing other people’s intentions be-
fore determining their ability to carry out those intentions”
[Fiske et al., 2007]. Warmth is ”likely to improve the level of
engagement with the agent” [Clavel et al., 2016]. The lastThe other facet of

communion is
morality

facet of communion is morality and is associated with being
fair, honest and trustworthy.

2.3.3 Behaviour

According to the Cambridge Dictionary10, personality isBehaviour is an
expression of

personality
shown in behaviour as well as the way we feel and think.
Feeling and thinking are both invisible factors and therefore
irrelevant for the documentation agent. Behaviour how-
ever is a visible attribute and therefore an important factor
in displaying the agents personality. Therefore this sub-
section lays out how personality traits can be expressed
through the agent’s behaviour.

There are multiple studies on the effect of gestures onGestures influence
friendliness and
competence of

agents

the agents perceived personality. Those studies show
that the ”presence of gestures increases the perception of
the friendli-ness of a virtual agent” [Randhavane et al.,
2019]. In addition gestures can influence the perceived
friendliness and competence of the agent [Bergmann et al.,
2012]. Both are attributes that we consider to be important
for the perception of the agent’s personality. However,Open gestures are

perceived as
friendlier and more

competent than
closed gestures

using gestures is not enough. It is also relevant how
gestures are performed. [Randhavane et al., 2019] found
in their study that ”open gestures are perceived as more
friendly, and closed gestures are perceived as less friendly”
[Randhavane et al., 2019]. Open gestures were addition-
ally found to be correspond to perceived competence in
combination with an upright posture [Peters et al., 2017].
Moreover, ”Fiddling was suggested to signal low controlFiddling suggests

low competence and confidence, therefore resulting in low-competence

10https://dictionary.cambridge.org/de/worterbuch/
englisch/personality

 https://dictionary.cambridge.org/de/worterbuch/englisch/personality 
 https://dictionary.cambridge.org/de/worterbuch/englisch/personality 
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judgment” [Peters et al., 2017].

”Gaze is an important aspect of human face to face inter- Gazing towards a
person is friendly
and polite

action, and can be used to increase the behavioural plausi-
bility of the virtual characters” [Narang et al., 2016]. An
agent also appears friendlier when it gazes towards the
user, while it seems less warm when its gaze frequently di-
verts [Nguyen et al., 2015]. Not looking at the talking per-
son implies impoliteness [Reeves and Nass, 1996]. [Ricken-
berg and Reeves, 2000] found that users being monitored
by virtual characters were more anxious and made more
mistakes.

Humour is shown to create a stronger rapport between user Humour can make
the system more
enjoyable

and agent and results in a higher enjoyment of the system
[Kulms et al., 2014]. Agents with humour are also perceived
as interesting, friendly, pleasant, creative and clever and
it mostly influences the traits extraversion and agreeable-
ness [Cann and Calhoun, 2001]. However, humour can also Humour can also

have negative effects
if not used correctly

have a negative effect. Users might think that the agent is
not serious about the task and is mocking the user [Kulms
et al., 2014]. The reaction of the users can vary depending
on whether the agent is displaying irony, sarcasm, simple
jokes or wordplay and different users might like or dislike
certain kinds of humour [Kulms et al., 2014].

Smiling of an agent has a major effect and is perceived Smiling agents are
perceived friendlier
and warmer

as more friendly [Cafaro et al., 2012, Ochs and Pelachaud,
2012]. A smiling agent can also cause the users to smile
with them [Theonas et al., 2008] and therefore create a fun
experience with it. Importantly, the kind of smile in a spe- The kind of smiling

depends on the
context

cific context is essential. A smile that does not fit the con-
text may have a negative effect on the interaction as it could
violate social norms [Theonas et al., 2008, Mckeown et al.,
2015]. Different types of smiles are polite, amused and
embarrassed [Ochs et al., 2017]. Amused smiles lead to a
perception of a warm and enjoyable character [Ochs and
Pelachaud, 2012]. It is usually evoked by ”speech which
amuses the listeners and makes them smile” [de Kok and
Heylen, 2011]. Embarrassed smiles ”are usually situated
in areas of long silence and gaze aversion” [de Kok and
Heylen, 2011]. The context of polite smiles is less known,
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but [de Kok and Heylen, 2011] believe that a polite smile
correlates with the speakers smiles. However, [Thibault
et al., 2012] show that the perception of smile is also de-
pendent on the culture.

2.4 Motivating the user to use/keep using
the system

[Tseng and Resnick, 2016] formulated six design princi-Functionality:
Principles for tools ples for makerspace documentation tools. One of those

principles is physical presence of the tools to show that
the makerspaces value documentation and to remind mak-Physical presence of

the tool ers to document their work. This principle is part of the
functional aspect accessibility of the involvement frame-
work [De Angeli et al., 2002]. Functionality does not only
mean that it is easy to see or find the tool, but also easy to
use it. This counts towards the effectiveness of the tool.
”Natural Language (NL) appears to be a favourite inter-Natural Language for

easy interaction action medium for social artifacts, since users can express
their communicative intentions in a spontaneous way (Cas-
sell et al. 2000)” [De Angeli et al., 2002]. Also, the sys-
tem has to explain the way it works very carefully to make
sure the user knows how to handle it. When the user does
not share enough information, the system has to ask for it.
Asking could of course interrupt the maker while working
or even while speaking. ”Interestingly, interruption itselfInterruption itself is

not problematic when
motivated by need

for information

is not the problem; participants in conversations interrupt
one another all the time.” [Cassell, 2001]. Cassel pointed
out that interrupting the other during a conversation is un-
problematic as long as the interruption is motivated by the
need for further information or an exclamation of joy about
what is being said. Another of Tseng’s rules is ”Make doc-Documenting should

be engaging and fun umenting engaging in and of itself” [Tseng and Resnick,
2016]. Using the system should be fun and makers should
use the system, because they like using it, not because they
are forced to. Forcing the maker to document is still the pre-
ferred solution for example in Fab Lab Amersfoort. Mak-
ers have to pay a deposit before using the space and only
receive it back if they document for the community [Mi-
lara et al., 2019]. Celebrating design moments without dis-Celebrating design

moments
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tracting too much from the making process is another of
the six design principles for documentation tools. Through
this strategy, makers receive additional motivation from the
system at certain points throughout the process. However,
it is crucial that the agent is designed to not be too distract-
ing. Tseng also suggests embracing incompleteness and Embracing

incompletenessleaving it to the user how much information the documen-
tation needs to contain. According to Tseng, users should
also be empowered to extend the tool. This way the tool can
be adapted more flexibly to the user’s needs. Lastly the sys-
tem should be connectable to existing platforms, provide
an option to export the documentation to different formats,
and give makers the possibility to share their work on the
platform of their choice.

When makers come into initial contact with the system, Design claims to
motivate users to
document

they need to be convinced that using it is helpful for the
community and for themselves. Therefore, [Kraut et al.,
2011] created a set of design claims to motivate users to en-
gage in online communities. One of those claims is that
initially, users need to be made aware of the need of en-
gagement and why it is important. Then, they need the Awareness of need

of engagement and
having the right tools

right tools and access to those. Apparently, it helps to ask
the users for engagement individually, instead of only ask-
ing the whole community. It is also important who asks for
engagement. People with higher status in the community, Asking people

directlypeople that are liked by the maker, people that are similar
to the user, and attractive people are the most convincing
ones. Additionally, it helps if the users know that other Knowledge that other

people documentedpeople already complied to the request.

2.5 Bridging the knowledge gap

One of the most useful aspects of an automatic documen-
tation generation system is the way it aims to bridge the
knowledge gap between the maker and the reader. Makers It is not easy to think

like a beginnertend to write less specific information about a process, be-
cause they cannot imagine the knowledge state of their
readers easily. A maker interviewed by [Tseng and Resnick,
2014] stated: “I can’t think I’m doing it for myself. I have
to put myself in the mindset of someone approaching it for
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the first time”. Reaching this mindset is not an easy task,
but an agent system could make it easier. Explaining the
process to an agent that imitates a beginner and can also
ask follow-up questions might make the users more aware
of a beginner’s thinking.

However, designing the system to ask for all informationAsking a lot, but still
allowing

incompleteness
needed would break one of the design guidelines of [Tseng
and Resnick, 2014], which suggests accepting incomplete-
ness. Therefore it should be left to the user to decide which
parts to include in the final documentation. This could for
example also be mistakes that happen during the process.
Makers can learn from seeing other people’s mistakes be-
cause it will allow them to avoid making the same ones.
”However, in revealing mistakes, one may risk damag-
ing his reputation in the community.” [Tseng and Resnick,
2014]. Therefore, it could be advantageous to leave the de-
cision of including or excluding mistakes to the user.



19

Chapter 3

Designing the agents

3.1 How to display the agent

An assistant for documentation can be provided in various This section is about
the technical solution
to display the agent

technical forms. It might be a voice assistant, a whole body
in the form of a robot, or something in between. One ex-
ample could be a virtual agent shown on a big screen, on
a smaller tablet, on a phone, as a projection on the wall or
on the table or even in augmented reality. Each of these so-
lutions comes with advantages and disadvantages. In the
next section, we analyze different ways of displaying the
agent and their respective upsides and downsides.

Voice assistants like Alexa, Siri or Cortana are on the rise Voice assistants do
not require to look at
them

and are used frequently by everyday users[Hoy, 2018].
They can be asked for help in any situation without hav-
ing to interrupt the current actions. In contrast to voice
assistants, virtually embodied agents suggest to look at
them when they are talking as it is considered impolite not
to look at someone while talking[Reeves and Nass, 1996].
Hence, we assume that the maker might feel the need to
frequently look at a physically present agent. If the assis-
tant has no shape, this is no problem at all. The user can
easily interact with the system without being distracted by
its appearance. The aim of the documentation assistant is Voice assistance are

less motivating than
personified agents

not only to help the maker be productive, but also to cre-
ate a fun experience, which might be easier for assistants
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with a physical shape. “Research confirms that for motiva-
tional and effective outcomes in particular, the visual pres-
ence of an agent is critical; in other words, a voice alone
(human or machine generated) with the same persuasive
message is not sufficient” [Baylor, 2009]. For example “it
was found that college students who interacted with visible
agents reported significantly greater positive motivational
outcomes” [Baylor, 2009]. Therefore a voice assistant has
practical values, but it is missing a big part of the entertain-
ment factor.

A socially interactive robot has the ability to walk aroundRobots can follow
maker, but also get in

the way
on its own. This way, it could follow the maker around au-
tonomously. Robots can even point to specific things when
referring to them. This simplifies the communication be-
tween the human and robot. However, as robots are phys-
ical objects present in the room, they might frequently get
in the way and disturb the maker at work.

Augmented reality agents solve the problem of collidingAR agent do not get
in the way, but

glasses limit field of
view

with the robot as they are only a projection. Like a robot,
they are able to point at things and move freely on the
maker’s table. However, since augmented reality requires
the makers to wear glasses, it limits the makers field of view
and makes working a lot harder and potentially less fun.

Augmented reality agents have the problem of limiting theProjecting a 2D
virtual agent on the
table does not limit

field of view, but
might be disturbing

field of view. To overcome this, a similar idea would be the
direct projection of an agent on the table or the nearest wall
to the maker. This way it could have the same advantages
as the AR agent without the problem of limiting the field of
view. For this solution, it is likely that multiple projectors
are needed to avoid occlusion of the agent as the user is
moving around. Nevertheless, we assume that projecting
the agent directly to the makers table could potentially be
very disturbing as it is always in the maker’s field of view.

Virtual agents can also be displayed on screens of phonesPortable devices are
taken for granted and
might be forgotten to

bring to another
workstation

or tablets. Those can easily be provided to the user and it
is possible to take them to wherever they are needed. “The
problem with using such ubiquitous devices for documen-
tation is that their presence is frequently taken for granted.”
[Anna Keune, 2015]. Makers might forget about their pres-
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ence and leave it at a workstation when moving on to an-
other. Taking the device with them for every step is not
only hard to remember, but also annoying if the maker has
to take the current project to other places and needs an extra
hand to carry the device. At every station the device would
have to be placed in a position where it can be seen without
taking up too much of the work space. This process could
take a lot of additional time that the maker might not be
willing to make. Although phones and tablets can addition-
ally serve as photographing devices, research has shown
that “these pictures are oftentimes taken quickly and are
blurred, making it difficult to recognize technical or deco-
rative details.” [Anna Keune, 2015]. Therefore phones and
tablets don’t seem to be the perfect solution either.

In contrast to portable devices, a big screen mounted to the Big screens are the
preferred solution
being more in the
background

wall would not require any additional actions of the user.
However, the screen might not always be visible to the user
depending on the layout of the makerspace. To avoid this
problem one could use two screens so one is visible from
each location in the makerspace. The agent could simulate
to run over to the other screen if it detects that the user is
moving. Mirroring one of the screens to the other is another
possibility, but this might be distracting and confusing to
the user. Displaying the agent on a wall instead of directly
on the table might also keep makers from being distracted
from the agent, as it is further away and therefore seems to
be more in the background. For this thesis big screens are Due to COVID-19 at

home study,
computer screens
are used

chosen as the most promising solution to display agents, as
those are the furthest in the background and therefore we
expect those to be the least annoying. Since the COVID-
19 situation does not allow for in person studies and we
cannot expect every user to have a big screen at home, we
will use a computer monitor as a substitute for the screen.

3.2 Defining agents

In the following section we define the personality of the
agents. Then we introduce and explain three different types
of agents. We decided to create an animal, as well as ani-
mated humans, since those are the most promising shapes



22 3 Designing the agents

concluding from section 2.3.1. In order to avoid the un-
canny valley effect, as mentioned in section 2.3.1, we choose
to display the animated characters in a less realistic cartoon
style.

3.2.1 Personality of agents

We aim for the personality of the agent to be just a littleAgents personality
should be a little

assertive
assertive. We chose it to be just as self-confident as needed
to stand up in front of a stranger and ask for information,
but not too much of a leader personality. The maker is sup-
posed to stay in focus and the agent is only an assistant and
should therefore act as one. The agents should make clear,Agents should be

competent in
documenting, but not

in making

that they do not have much competence in makerspaces, be-
cause the less knowledge they claim to have, the more in-
formation they need to understand the process. If they have
a lot of making knowledge there is a risk that the user will
overestimate how much the agent understands and there-
fore will not provide precise instructions. In addition, the
more the user tells the agent voluntarily, the less questions
need to be asked, which we assume leads to a less annoying
experience. Nevertheless the system needs to appear com-
petent in writing documentation so the users can trust it im-
mediately to generate a useful documentation. The agentsAgents should be

warm and have
morality

need to have a lot of warmth and morality in order to build
stronger rapport with the maker. This way the makers are
supposed to feel understood and have a fun and friendly
experience.

Humanoid agents should use open gestures to be perceivedUsing open gestures
and smiling for a

warm and friendly
character

as friendly and open, as mentioned in section 2.3.3. Ani-
mals cannot use such gestures as those are not natural for
them. We expect that friendlier agents are less annoying to
the user. This is an important factor, as we assume that ask-
ing a lot of questions during the making process can be very
stressful and annoying. Therefore we try to compensate the
annoyance with a warm and friendly character. The agents
need to smile politely during the making process as long
as nothing is going wrong. If they detect that something is
going wrong, they should change to a sad expression. This
decision is based on section 2.3.3. When the agent detectsAgent should take

the time to celebrate
the user
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Figure 3.1: Agent Bella

that a major step of the making process is finished it should
take the time to celebrate the user, as this is a design guide-
line inferred from section 2.4. The agent may use different
phrases to express joy and congratulate the user on the suc-
cess.

3.2.2 Agent Bella - the dog

We choose a virtual dog as shown in Figure 3.1, since dogs A dog is chosen as a
friendly and faithful
character

are perceived as friendly and faithful, character traits that
are in line with the personality requirements described in
the last section. As said by Nobel Prize winner Konrad
Lorenz: ”There is no faith that has never yet been broken
except that of a truly faithful dog”1. The dog tells the mak- The dog is interested

in making, but does
not have making
competence

ers that she is really interested in making and will proba-
bly ask a few questions from time to time. She also tells
the makers that she would be happy if they explained to
her what they were doing. It is important that she points
out that she does not know a lot about making, even if

1https://www.goodreads.com/quotes/80252-there-is-
no-faith-which-has-never-yet-been-broken

https://www.goodreads.com/quotes/80252-there-is-no-faith-which-has-never-yet-been-broken
https://www.goodreads.com/quotes/80252-there-is-no-faith-which-has-never-yet-been-broken
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we expect the makers to assume it already. She also has
to tell them that a documentation will be generated in the
end from the information she collected. We expect that fre-
quent questions might annoy the user a lot. With an agent
simulating a pet sitting around while its owner is work-
ing, we hope to achieve less annoyance, even though she
is asking many questions. The dog is called Bella, as this a
very typical name for dogs2. The dog is chosen to look asIt is an average

looking Labrador, as
average looking dogs

are perceived the
most attractive

average as possible since [Halberstadt and Rhodes, 2000]
found out that average looking dogs are perceived as the
most attractive. Therefore we chose a dog with similar-
ity to a Labrador Retriever, which is the most popular dog
breed since 1991 according to the American Kennel Club 3.
The American Kennel Club also writes in their official stan-
dard for Labrador Retrievers4, that the official fur colours
of Labradors are black, yellow and chocolate. We chose
Bella to be yellow, because people tend to assume yellow
dogs are friendly while they generally do not with black
labs[Walton and Adamson, 2011]. The dog also wears aA green collar

symbolizes friendly
dogs

green collar. According to a colour system of dog collars
used in Canada and Australia, green is the signal colour for
friendly dogs 5.

Bella’s exact introduction is this: ”Hello, my name is Bella.
I like to hang out at makerspaces or FabLabs to watch all
the exciting maker projects being built there. I am not an
expert in this area, so I am happy if you can tell me as much
as you can about your project while you are building it. If I
don’t understand everything I might have to ask you some
questions in between. I hope you don’t mind. Alright, are
you ready to start?”
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Figure 3.2: Agent Toni

3.2.3 Agent Toni - the human

For the human agent we choose a non-binary person The agent Toni is a
non-binary personnamed Toni. As shown in section 2.3.1, more androgy-

nous looking people were preferred by users. Additionally,
by choosing a non-binary person we are less likely to sup-
port unwanted gender stereotypes in any direction. Toni Toni love writing

documentation and
are excited to help

(shown in Figure 3.2) tells a story of them loving to write
maker documentations. They are really excited to help the
maker to write a documentation and learn more about the
project. We chose Toni to wear a gender neutral shirt in Toni wear gender

neutral clothesyellow, as light colours are more pleasant for users than
dark colours[Valdez and Mehrabian, 1994]. Additionally,
Toni wears a pair of blue trousers as those are gender neu-

2https://www.today.com/pets/these-are-most-
popular-dog-names-us-t102267

3https://www.cbsnews.com/pictures/best-dog-breeds-
most-popular/101/

4https://images.akc.org/pdf/breeds/standards/
LabradorRetriever.pdf

5https://www.dailymail.co.uk/news/article-3182612/
The-rainbow-guide-dog-s-softie-Company-produces-
different-coloured-collars-pet-s-temperament.html

https://www.today.com/pets/these-are-most-popular-dog-names-us-t102267
https://www.today.com/pets/these-are-most-popular-dog-names-us-t102267
https://www.cbsnews.com/pictures/best-dog-breeds-most-popular/101/
https://www.cbsnews.com/pictures/best-dog-breeds-most-popular/101/
https://images.akc.org/pdf/breeds/standards/LabradorRetriever.pdf
https://images.akc.org/pdf/breeds/standards/LabradorRetriever.pdf
https://www.dailymail.co.uk/news/article-3182612/The-rainbow-guide-dog-s-softie-Company-produces-different-coloured-collars-pet-s-temperament.html
https://www.dailymail.co.uk/news/article-3182612/The-rainbow-guide-dog-s-softie-Company-produces-different-coloured-collars-pet-s-temperament.html
https://www.dailymail.co.uk/news/article-3182612/The-rainbow-guide-dog-s-softie-Company-produces-different-coloured-collars-pet-s-temperament.html
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tral and a common thing to wear for all genders. As usu-Toni have brown hair
and blue eyes ally lighter hair colours are considered more attractive for

women and darker hair colours are preferred for male char-
acters [Hinsz et al., 2013], we decided to choose something
in the middle for Toni. Therefore they have brown hair.
In a study by [Vučinić et al., 2019], blue eyes were rated
most attractive for males while brown was rated best for
females, directly followed by blue. As blue was the most
rated colour overall, Toni’s eyes are blue.

Toni’s exact introduction is: ”Hello, my name is Toni. I like
to hang out at makerspaces or FabLabs to watch all the ex-
citing maker projects being built there. I really enjoy writ-
ing documentation about maker projects even though I am
not an expert in the making area yet. I hope I can learn
something and write down a documentation for you. So
please tell me as much as you can about your project while
you are building it. I might need to ask some questions in
between to better understand what you are doing or ask
you to take pictures at certain points of the process. In the
end I will quickly write your documentation and send it to
you. You are then free to change it as you like or leave it as
it is. Just see me as your personal assistant for documenting
this project. Alright, I am ready to start. Are you?”

3.2.4 Agent Sherlock Holmes and the mysteries of
the makerspace

As a third agent we choose Sherlock Holmes as shown inSherlock Holmes is
known for asking a

lot of questions
Figure 3.3. Since he is a famous detective, asking ques-
tions is one of his famous attributes. Hence, we assume that
users will expect him to ask a lot of questions. This could
make it feel more natural and therefore less annoying to re-
ceive frequent questions during making. For people seeingHe could provide a

less childish
environment

Toni and Bella as too annoying or childish, Sherlock could
provide a more serious, but still playful environment. This
agent’s story is the following: Sherlock is on a secret mis-
sion and his only hope for solving it is the project the maker
is going to build. Sherlock wants to know every little de-He wants to solve a

crime and needs the
user’s help

tail of the maker’s process, to be able to solve the crime and
therefore needs the user’s help. Using the shape of Benedict
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Figure 3.3: Agent Sherlock

Cumberbatch, who plays the role of Sherlock Holmes in a
BBC series, may have positive effects due to its alleged at-
tractiveness. As we showed in section 2.3.1, attractiveness The shape of

Benedict
Cumberbatch might
provide an attractive
agent

generates a more enjoyable user experience. Cumberbatch
was voted to be the sexiest movie star in the world in 20136.

Sherlock’s exact introduction is: ”Hello, my name is Sher-
lock Holmes. I am a detective and here to solve the mystery
of the makerspace. Watson told me that you are inventing
something that could be of great help for my case. So I came
to watch you building it to be able to solve the case. But in
order to be able to solve it, I will need a lot of your help.
You will have to tell me every little detail of your process.
And please be precise. Otherwise I will ask you a lot of
questions to be sure not to miss anything. Are you ready to
start working?”

6https://www.dailymail.co.uk/tvshowbiz/article-
2441280/Benedict-Cumberbatch-Emma-Watson-voted-
SEXIEST-movie-stars-world.html

https://www.dailymail.co.uk/tvshowbiz/article-2441280/Benedict-Cumberbatch-Emma-Watson-voted-SEXIEST-movie-stars-world.html 
https://www.dailymail.co.uk/tvshowbiz/article-2441280/Benedict-Cumberbatch-Emma-Watson-voted-SEXIEST-movie-stars-world.html 
https://www.dailymail.co.uk/tvshowbiz/article-2441280/Benedict-Cumberbatch-Emma-Watson-voted-SEXIEST-movie-stars-world.html 
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Chapter 4

Study

We set up a study to investigate the usefulness of the doc- A study should
investigate the
annoyance factor
and time difference
of using the system

umentation agent system. Specifically, we were interested
in the annoyance factor of the agent and the time differ-
ence between building a project and additionally docu-
menting it, compared to building a project and generating
the documentation with the help of the virtual agent sys-
tem. To investigate if the system can help to bridge the It should also show

whether the system
can bridge the
knowledge gap of
beginners and
experts

knowledge gap between documentation writer and docu-
mentation reader, we were interested in whether the system
makes the user more aware of important parts a documen-
tation needs to contain in order for beginners to be able to
reconstruct the project. Additionally, we wanted to find out
how users perceived the appearance and personality of the
agents.

4.1 Experimental design

The study was split into two rounds of making (document- Between-groups
design with two
rounds for using the
system and not using
it and a data
collection phase to
prepare the second
round

ing the project themselves and documenting with the assis-
tance system) using a between-groups design. The second
round was additionally split into three groups, one for each
of the agents (Bella, Toni, Sherlock). The participants were
distributed randomly among those tasks. Between the two
rounds, we inserted a data collection phase to improve our
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own documentation and the kind of questions the agents
need to ask in the second round.

4.2 Participants

12 participants, 7 male, 4 female, 1 NB took part in the6 participants for
each round and 12

for the data collection
phase

study. They were between 16 and 50 years old with an av-
erage age of 29.8. Each of them had prior knowledge of
working with micro controllers. The participant’s national-
ity was mostly German, additionally we had one Russian,
one Canadian and one Spanish participant. Furthermore,
we recruited 12 participants without prior knowledge of
micro controllers for the data collection phase. The partici-
pants were not compensated for their time for this study.

4.3 Task description

We split the study into two rounds. In the first round weUsers had to build an
Arduino social

distancing detector
and document their

project with or
without the help of

the assistance agent

required the participants to build a social distancing detec-
tor and document their project. The detector should work
with an Arduino Uno controlling an ultrasonic sensor to
measure the distance between people. The system was sup-
posed to emit an LED as soon as someone gets closer to the
ultrasonic sensor than 1.5m. In the second round we split
our participants to use one of the documentation agents
Toni, Bella or Sherlock. They were instructed to build the
same project as the other makers in the first round but did
not have to write the documentation on their own. The sys-
tem kept asking questions during the process and some ad-
ditional questions when they were finished. The system
also asked the user to take a photo of the finished project
and to send those via Zoom chat function. After finishing
the project, the makers were given the chance to modify
the generated documentation if they wanted to. Between
the two rounds, we conducted a data collection phase, in
which novice users needed to recreate the project with help
of the expert’s documentation from round one. They were
allowed to ask questions in order to be able to rebuild it if
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the instructions were not clear enough.

4.4 Apparatus and setup

The study was executed remotely via Zoom to ensure a The study was
executed remotely
via Zoom

compliance with COVID-19 regulations and to keep the
participants safe. Participants received the components for
the project via no-contact delivery to their homes. The com-
ponents were an Arduino Uno, an ultrasonic sensor, an
LED, a resistor, a breadboard, and jumper wires to con-
nect everything properly. For observation purposes, the
participants were required to start a Zoom session on their
computer as well as on their phone or tablet for an addi-
tional angle. The virtual agents were designed using Adobe The virtual agent was

controlled via Adobe
Character Animator
face tracking (Wizard
of Oz)

Photoshop and Adobe Character Animator. Toni is based
on the Adobe Puppet Blank1 and edited to look as men-
tioned in section 3.2.3. Bella is based on a comic picture
of a dog from Pixabay2 and converted to look more like a
Labrador according to the description of section 3.2.2. Sher-
lock was created from scratch. During the study the agent
was shown inside Adobe Character Animator on the ob-
server’s screen. The software tracks the observer’s head
movement to move the puppet according to it. It also lip
synchronizes while the observer is talking. The agent was
shown to the maker via screen sharing and controlled by
the observer in a Wizard Of Oz scenario. The puppet was
controlled via face tracking and microphone. The allegedly The resulting

documentation was
prepared in Google
Docs

generated documentation was written in a Google Docs for-
mat in order to have a format that all users are able to open
and edit no matter which operating system or device they
use, as well as for easier sharing. Only one user had diffi-
culties opening the google docs file and therefore received
a converted .odt file to edit.

1https://pages.adobe.com/character/en/puppets.html
2https://pixabay.com/de/illustrations/hund-

cartoon-tier-kinder-orange-5300572/

https://pages.adobe.com/character/en/puppets.html
https://pixabay.com/de/illustrations/hund-cartoon-tier-kinder-orange-5300572/
https://pixabay.com/de/illustrations/hund-cartoon-tier-kinder-orange-5300572/
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4.5 Procedure

After randomly assigning the users to either study roundUsers were assigned
randomly one or study round two, each user received an Arduino Kit

with all required material and an informed consent form to
read and fill out. After finding a fitting time slot for theThey received the

Arduino kit and a
Zoom invitation

user, they received a Zoom conference invitation and were
told to log in to the session with two devices to provide
two different angels to the observer. When observer and
participant joined the meeting, the observer explained the
procedure to the maker and asked for consent to start the
recording for internal use.

4.5.1 Study round one

The makers in round one were asked to share their screensScreen sharing was
used to track users

actions
to provide better insight on whether they were document-
ing, coding or doing research. They were told to build
a social distancing indicator with the given components
and write a documentation in a way that Arduino begin-
ners would be capable of rebuilding the project by reading
the documentation. The documentation was supposed toMakers were ask to

build the project and
to write a

documentation

work for people without prior electronics or programming
knowledge. During the making and documentation pro-
cess the observer measured the time of the documentation
process and the number of interruptions from making to
work on the documentation. After participants completed
the project, they could stop sharing their screen and the
screen recording was stopped. They were given a googleAfterwards they had

to answer a survey
and interview

questions

forms survey to answer demographic questions as well as
information about their making and documenting experi-
ence and their impression on how annoying the documen-
tation process was for them. Afterwards, the screen record-
ing started again with permission of the user and we con-
ducted a semi structured interview to find out more about
what users like and dislike about the documentation pro-
cess, using the following questions 1 and 2.

1. Did you have fun documenting this project?
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2. If you could outsource parts of the documentation
process to another person, what parts would that be?

Questions 3 and 4 aimed to find out if they would trust
someone else or an AI to document the work for them.

3. Would you like to have an assistant that watches you
working, asks you questions and writes the whole
documentation for you?

4. And what if it wasn’t a human, but a computer sys-
tem?

The last question aimed to find out whether the users of the
agent system were more aware of things that need to be in
a documentation than the users of round one.

5. Can you enumerate the things that the documenta-
tion of the project needs to contain in order for their
readers to rebuild it?

When the interview finished, users were thanked for their
participation and the Zoom conference ended.

4.5.2 Data collection phase

Between the two rounds we used the documentation cre- In the data collection
phase beginners
tested the expert’s
documentation

ated by the experts to test it on novice users and identify
questions they might have on the project. We took users
without prior knowledge on Arduino programming, gave
them the documentation and let them recreate it. The users
were told to ask as many questions as needed about infor-
mation missing from or unclear in the documentation. In
that case they got extra help by the observer. After they suc-
cessfully recreated the project we did a retrospective test-
ing by watching the screen recording together with the user
and asked questions on their thoughts during the making
process to get a better insight on problems they had. Before A documentation

was create using
guidelines before

study round one we already created a documentation on
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What kind of sensor are you using?
Are the colours of the wires important?
At which pin did you put that wire?
Is the colour of the LED important?
Which direction did you put the LED?
How much Ohm does the resistor have?
Could you please write comments to your code,
so others and I can understand it better?
Why are you using a delay of x microseconds?
Could it also be more or less?
Is the print important or only for testing?
Can you explain the formula for the distance for me?

Table 4.1: Questions the agent asks

our own containing all the information we thought would
be necessary to recreate the project. In order to create a use-
ful documentation, we used guidelines from a concurrent
evaluation related to the same project on how to build a
good maker process documentation [Huff, unpublished to
the time of this thesis - May 2021]. With the additional in-
formation which questions the novice users asked duringThe beginners

questions helped to
complete the

prepared
documentation

the process we were able to optimize our documentation
for novice users. Additionally, we were able to gain a better
understanding of the kind of questions the agent in round
two needs to ask the maker to generate a good documenta-
tion. After the retrospective, we thanked the users for their
time and effort and ended the Zoom call.

4.5.3 Study round two

In the second round, users were asked to build the same
project, but they did not have to document the work on
their own. They were given one of the documentation as-
sistants via Zoom screen sharing. In order to avoid usersMakers used a

simulation of the
agent system for

their documentation

noticing the Wizard of Oz scenario, the observer had to
switch off the camera to operate the agent. Before starting
the screen sharing, the observer explains that users can talk
to the agent naturally and that it will introduce itself be-
fore they start building the project. After starting the screen
sharing the agent introduces itself to make the user aware
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of the agent’s personality and how to interact with it. Af-
terwards it asks the users what they are going to build and
then requests them to start building. During the making
process the agent keeps asking questions about the project.
The questions that were asked are summarized in table 4.1.
In case the users make clear that they are not aware of how The agent offers help

on the resistors
strength and the
direction of the LED

much Ohm the resistor has, the agent offers to help, asks
for the colours of the resistor and tells the users how much
Ohm it has. After important successes like finishing the
connections or finding an error, the agent shortly expresses
its joy and congratulates on the big step. When the user
is done with the project, the agent asks the user to take a
short video of how the project works and to take a picture
of it. Finally, the agent asks for the title of the documenta-
tion, advises to send the pictures via Zoom chat and says
thank you and goodbye. When the pictures arrive in the The observer quickly

replaces pictures and
title in the prepared
documentation to fit
to users project

chat, the observer quickly replaces the picture and title in
the google docs documentation that has been prepared be-
fore the study and then sends the link via Zoom to the user,
who can then decide to make changes in the documenta-
tion. After editing, the users are asked to fill out a Google The user can make

changes on the
documentation

Forms survey on their demographics, their Arduino and
documentation experience, their impression of the assistant
and their impression of how annoying the documentation
process was for them. Similar to study one, the users have Users had to take

part in a survey and
an interview

to take part in a semi structured interview to find out more
about user’s thoughts on the system with the first three
questions.

1. Would you use the system in the future or not?
(why?)

2. What did you like about the system?

3. What did you not like about the system?

To find out about their thought on the virtual agent’s ap-
pearance and personality the following two questions were
asked.

4. What are your thoughts about the character’s appear-
ance?
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5. What are your thoughts about the character’s person-
ality?

To find out what users think of the documentation result
and the way they got there questions 6 and 7 were asked.

6. Did the generated documentation meet your expec-
tations or did you miss anything or would you have
done something differently?

7. During your work with the agent. What are your
thoughts on whether the agent supported you during
the making process leading to the finished documen-
tation in the end?

To generate more insight in what users could imagine to be
improved in the system we asked question 8.

8. Do you have suggestions to improve the system?

The users also received the same task to enumerate things
that the documentation of the project needs to contain to
compare it with round one users.

9. Can you enumerate the things that the documenta-
tion of the project needs to contain in order for their
readers to rebuild it?

After the interview, we thanked the participants for their
time and effort and ended the Zoom call.

4.6 Measurements

We measured the time it took for the makers to build theTime it took to
document and make project including the documentation. Additionally, we

counted the number of interruptions and measured the
overall time of all interruptions as documentation time. AnNumber of

interruptions
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interruption is every part of the making process that is not
explicitly making itself, for example if the user stops the
work to write down notes, to write the documentation, take
pictures or answer the questions of the agent. We differ-
entiate between deep interruptions for interruptions where
the user stops working completely to concentrate on the
documentation and focus interruptions when users talk or
listen to the agent while they are building (given it influ-
ences the speed of their building). With the survey, the Annoyance factor
user’s annoyance about the documentation process is re-
trieved on a 5-point-Likert scale and, in case they had an
agent, their impression of the agent. The impression of Godspeed

questionnaire about
the agent

the agent is measured with the godspeed questionnaire of
likeability and perceived intelligence from [Bartneck et al.,
2009]. This questionnaire was originally invented to mea-
sure human robot interaction, but it has also been used be-
fore to measure the difference between a real robot and a
virtual robot by [van Maris et al., 2017]. Therefore the ques-
tionnaire is used to measure the impression of the virtual
agent’s perceived intelligence and likeability, which corre-
spond to the two most researched personality traits compe-
tence and warmth as mentioned in chapter 2.3.2. The scales
from 1 to 5 chosen for friendliness were:

1. 1 = Dislike ; 5 = Like

2. 1 = Unfriendly ; 5 = Friendly

3. 1 = Unkind ; 5 = Kind

4. 1 = Unpleasant ; 5 = Pleasant

5. 1 = Awful ; 5 = Nice

The scales from 1 to 5 chosen for competence were:

1. 1 = Incompetent ; 5 = Competent

2. 1 = Ignorant ; 5 = Knowledgeable

3. 1 = Irresponsible ; 5 = Responsible

4. 1 = Unintelligent ; 5 = Intelligent
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Agent Overall Documentation Making
time time time

NoAgent 159 75 84
NoAgent 89 64 25
NoAgent 84 46 38
NoAgent 180 120 60
NoAgent 76 39 37
NoAgent 118 89 29
Sherlock 50 18 32

Toni 51 21 30
Toni 36 19 17
Bella 75 11 64

Sherlock 72 16 56
Bella 28 9 19

Average 117.67 72.17 45.5
no agent
Average 84.83 15.67 36.33

with agent

Table 4.2: The overall time to make and document, time to
document/write notes/talk to the agent and the pure mak-
ing time for each user and agent type

5. 1 = Foolish ; 5 = Sensible

In the interview, the users were asked to enumerate things aNumber of things a
documentation

needs to contain
good documentation needs to contain in order to find out if
the agent can make the participants more aware of impor-
tant components of a documentation. The interview also
aimed to perceive a better insight on whether people are
positive or negative about the idea of a virtual agent docu-
mentation assistant.

4.7 Results

Users in round one needed an average of 117.67 minutes toMaking and
documentation times

were smaller with
agents

execute making and documentation while users in round
two only needed 84.83 minutes to complete. The average
documentation time was also higher for round one with
72.17 minutes against only 15.67 minutes for round two.
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Agent deep focus overall
interruptions interruptions interruptions

NoAgent 3 0 3
NoAgent 4 0 4
NoAgent 1 0 1
NoAgent 6 0 6
NoAgent 1 0 1
NoAgent 2 0 2
Sherlock 14 0 14

Toni 13 7 20
Toni 11 2 13
Bella 17 0 17

Sherlock 10 3 13
Bella 6 9 15

Average 2.833 0 2.833
no agent
Average 11.833 3.5 15.333

with agent

Table 4.3: Number of the different types of Interruptions
for each user and agent type

Even the pure making time without documentation times
is slightly higher for round one with 45.5 average minutes
compared to 36.33 minutes for round two. In table 4.2 the
individual values per user are displayed. For each column,
the longest three times are marked in red and the shortest
three times are marked in green.

The users in round one often finished their project before Number of
interruptions was
higher with agents

starting to document which leads to a number of one in-
terruption. Only a few took notes in between. This group
had an average number of 2.83 interruptions. In round two,
users got interrupted by the system more often as shown
in table 4.3, leading to an average of 15.33 interruptions.
From those interruptions 11.83 are deep interruptions and
3.5 are focus interruptions. The makers of round one did
only have deep interruptions as focus interruptions only
occurred when the makers were talking to the agent in
round two.

The overall annoyance of the process was 1.92 on a 5-point- The annoyance
factor was slightly
lower with agents

Likert-scale. The average annoyance for the agents is a lit-
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Figure 4.1: Annoyance factor on a 5-point-Likert scale by
Type of Agent (rated by six users for No Agent and each
two users for Toni, Bella and Sherlock)

0

1

2

3

4

No Agent All Agents

Average Annoyance

Figure 4.2: Annoyance factor on a 5-point-Likert scale in-
cluding the 95% confidence interval of 0.66 for people who
did not use the system and 1.23 for people who used the
agents

tle lower with 1.83 than the general documentation (round
one) with an average annoyance of 2. Both rounds had
a minimal annoyance value of 1, but the maximal annoy-
ance value of round 1 was 3 while it was 4 for round 2. An
overview of all values is shown in the boxplot in Figure 4.1.
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Figure 4.3: Number of things a docu needs to contain enu-
merated by each user grouped into users with and without
agent. The letters of the legend are the identification num-
bers of the users (NoAgent 1A-1F, WithAgent 2A-2F).

Figure 4.2 show the average values for using the agents or
not using the agents including a 95% confidence interval.
The CI for not using an agent is 0.66 and the CI for using an
agent is 1.23.

Users that used the documentation agent were able to enu- Knowledge for
documentation
content was higher
with agents

merate more things that a good documentation needs to
contain (in average 10.3) than users that wrote the docu-
mentation themselves (average of 4.7). The values can be
seen in the barchart shown in Figure 4.3. Figure 4.4 shows
the average values compared in a barchart. It includes the
95% confidence interval of the group not using agents being
2.36 and a confidence interval of 2.79 for the other group.

The average Godspeed Questionnaire results with 95% con-
fidence intervals are illustrated in Figure 4.5. The CI values
are likeable: 0.43, friendly: 0.57, kind: 0.57, pleasant: 0.54,
nice: 0.54, competent: 1.03, knowledgeable: 0.66, responsi-
ble: 0.94, intelligent: 0.79, sensible: 0.79. Figures 4.6, 4.7 and
4.8 show the ratings for each agent individually. The par-
ticipants described the agents in the interview as kind, nice,
friendly, empathetic, helpful, attentive, patient, not annoy- The agent’s

personality was
perceived as friendly,
helpful, not annoying,
reserved, objective
and more

ing, neutral, objective, direct, distanced, reserved, not very
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Figure 4.4: Average number of things a docu needs to con-
tain enumerated by each with 95% confidence interval of
2.36 for users that did not use the agent system and 2.79 for
the group using the system
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Figure 4.5: Average Godspeed Questionnaire results with
confidence intervals

talkative, not too vocal, interested and curious. They also
said they felt comfortable talking to them, the voice had not
much emotions and they did not always know if the agent
was listening.

The appearance of the agents did not matter for most ofPeople did not look
at the agent a lot the participants as they rarely looked at it. Some also said
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Figure 4.6: Boxplot of the Godspeed Questionnaire results
of Bella - 5-point-scale foreach attributed voted by two par-
ticipants

Figure 4.7: Boxplot of the Godspeed Questionnaire results
of Toni - 5-point-scale foreach attributed voted by two par-
ticipants

it did not matter to them whether the agent was a human, Appearance was
said not to matter to
the users

animal, an ”Arduino with a face” or only a voice. One per-
son stated that Bella was too immature and they preferred
a grown up person instead of a dog. Sherlock’s appear- Bella was described

as too immature,
Sherlock as not so
appealing and Toni’s
gender was not
clearly recognized

ance was once described as not so appealing. Toni’s gender
could not be told by one person, while the other person was
also unsure, but guessed it could be female because of the
voice. Another person did not like the animations and de-
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Figure 4.8: Boxplot of the Godspeed Questionnaire results
of Sherlock - 5-point-scale foreach attributed voted by two
participants

scribed those as strange and did not like that Bella did not
blink very often.

Five of the six participants stated that they would use theMost people would
use the system again system in the future. Two of them added that it has to be ac-

curate in a way that they will not have to change too much
about the documentation in the end. Only one person did
not want to use the system again, because the user already
has a working concept on how to document projects and
also stated to be distracted by questions. People liked that
the system saves them work so they do not have to write a
lot.

The resulting documentation was mostly described as moreUsers were mostly
satisfied with the

detailed
documentation

detailed than expected, including things they did not think
of mentioning before. Still, users liked the possibility to
edit the documentation in the end, even though most users
did not change anything. Only one person changed the or-
der of the chapters in a way that more professional mak-
ers could easier skip the theory part in the documentation
and another person simplified the formulation of one sen-
tence. Even though they did not edit much in the documen-
tation, in the interview they mentioned that the documen-
tation was missing a section about further steps, the lines
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in the diagram were not even enough and the purpose of
the project and the pins could have been explained a little
more detailed. One user described the documentation as
too detailed, but pointed out that this still might be useful
for beginners. As the resulting documentation was often
clearly different from the project built by the users, one user
wished for the system to ask if it could change parts, or at
least explain why it does so.

Users also appreciated the help the assistant provided. Users liked the help
function, but were
unsure how to use it

They liked that it reminded them to write comments, take
pictures and videos, but was also able to help them tell
which LED leg is anode and which is the cathode and how
much Ohm their resistor has. However, it was not easy to
know what things to tell the agent to receive the needed
help as it was stated by one of the participants. Another
person was disappointed that the assistant could not an-
swer all the questions.

Some users liked that the system forced them to rethink Agents questions
made people think
more about their
project

parts of their project and try to understand their projects
better. E.g., some people simply copied the formula for the
distance calculation and did not think about how it works
until the agent asked them to explain it. One user said
that saying things out loud makes them ”more present in
the head”. On the other hand, some participants did not
like the detailed questions, because it made them doubt
themselves when they were not able to answer them right
away. Users had to get accustomed talking to the system
and sometimes forgot about it. Some parts like the connec- They were not

always sure how their
input is processed

tions were also difficult to explain for them. They stated
that they were unsure how to explain things as they did
not know how the input is processed. The questions were
annoying at points where the users did not know what they
are going to do themselves yet. Another thing people com- English was difficult

for some German
users

plained about was that they had to talk in English when
their mother tongue was another language. They usually
prefer talking in their mother tongue.

Users in round one pointed out differences between using Some people said it
is different to work
with a computer than
with a human

a computer system or a human assistant. They said they
would have small talk with humans which would not be
the case for computers. Also working together with other
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people was said to often be more productive than alone.
On the other hand they pointed out that in front of a hu-
man they would be more afraid of failing than in front of a
computer. People had different opinions on whether theyTrust in computers or

humans varies
between users

trusted humans or computers more with helping them to
document. Some even said it was no difference whether it
was a computer or human. In most cases they would still
like to check the generated results no matter if it was gen-
erated by a human or computer. Users also had different
ideas about how to improve the system.

Users wished for the agent to ask questions after the con-Users whished for a
better timing of

questions sometimes
nections are done and not before. Especially as connections
might be changed several times until they are correct. Ad-
ditionally, they wished to be asked about their general plan
in the beginning, so they can think about the procedure be-
fore starting. Another user wanted to be asked by the sys-Suggestion to

automatically include
links they come

across during
research

tem to include links in the documentation they come across
while using google to find out how to build their project.
Someone suggested to generate the documentation during
the process and display it to the user while building. This
way it could already give the maker a theory explanation
of how to use the parts before the maker even starts work-Suggestion to show

documentation
generation during

process

ing. Users also were not happy about the Zoom, phone and
double screen setup. Some wanted prepared hardware to
work with. Another user even suggested to not use an ap-
plication at all, but a device. The suggestion was a device
similar to the Tonie Box3, where users could place differ-User suggested

something like a
Tonie Box instead of

animated agent

ent figures on a speaker box to have a personification of the
voice speaking to them. The Tonie Box is a speaker in the
shape of a cube. It was invented as a playing device for
children’s audio books. Children can place a figure on the
box and it starts playing the audio book or music file that
belongs to the figure. The movement of the animated agent
was not much noticed by the users and therefore a static
figure was suggested to be enough.

The evaluation of the experts’ documentation of round oneThe beginners asked
questions that helped

to improve the
prepared

documentation

was helpful to make the resulting documentation for round
two more understandable and complete. Beginners mostly
had problems to rebuild the project when experts forgot
to include information like the handling of the Arduino

3https://tonies.de/toniebox/

https://tonies.de/toniebox/
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IDE, or how to connect and disconnect the board to the
computer. Technical terms were also not clear for all be- Technical terms were

often not explained
enough

ginner users. Some users could not find the part that be-
longs to the word breadboard or LED and they often did
not know which part is the ultrasonic sensor, or especially
what it does or how it works. The beginners often asked Beginners asked for

alternatives that
documentation did
not provide

about whether they can use alternative options like another
colour for the wire, the direction of the resistor or connect-
ing to another GND pin. They often overlooked instruc-
tions or were not aware that they were important, as the
direction of the LED or the different colours of the pro-
vided resistors. They also often did not realize that they
had female-to-male jumper wires additionally to the male-
to-male jumper wires that they could use to connect the ul-
trasonic sensor. When it came to the programming part, the
instructions usually told the beginners to copy and paste
the provided code to the IDE. With this instruction users Programming

instructions were
often not clear
enough for beginners

often had to ask whether they need to replace the content
in the IDE or put it somewhere behind or before that. The
experts documentation mostly did not explain the purpose
of the project or how to use it. So users were often not
aware of what they were building or how to use it in the
end. The documentation we provided as result of the sys-
tem was adapted to tackle all those questions users asked
and tried to make certain steps even more clear, so users
would not miss them.
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Chapter 5

Evaluation

In this chapter we evaluate the results shown in section 4.7.
First, we discuss the perception of the agent by the users
and compare it with the intended perception of appearance
and personality. Then we evaluate the system in terms of
usability and the success of bridging the knowledge gap be-
tween beginners and experts. Finally we analyze the user’s
needed time to build the project, the number of interrup-
tions and their annoyance.

5.1 Perception of the agents’ appearance

The virtual agents’ cartoon style appearance seems to have The cartoon style
avoided uncanny
valley

avoided the Uncanny Valley Effect (see section 2.3.1), as no
user described a feeling of uncanniness towards the agents.
One user even pointed out that the cartoon style is well cho-
sen, as it is not too human.

The gender of Toni was not recognized by one of the two Toni’s gender was
not recognizedusers, which leads to the assumption, that it was rather seen

as androgynous than as female or male. The other person
also was not sure about the gender and only assumed it to
be female according to the female voice of the observer. As
the voice of the agent was not considered for this thesis,
we assume that the approach to make Toni look non-binary
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Figure 5.1: Wordcloud for agents personality descrip-
tion - Agency(assertiveness/competence) and Commu-
nion(warmth/morality) values used by participants to de-
scribe agents sorted into the categories on a colour scale

succeeded.

The results of the interviews are, for the most part, not giv-Users did not look at
the agents a lot ing evidence on whether the appearance of the agents was

attractive as most users did not look at them very often.
Only one user described Sherlock as not so appealing. The
conclusion for the appearance of the agent is, that it doesn’t
really matter if the agent is moving at all, as participants
did not watch them. A general positive effect of the per-
sonification can still not be ruled out.

5.2 Perception of the agents’ personality

The character personality was planned in section 3.2.1 to
be only a little assertive, less competent in makerspaces,
but more competent in the documentation process. It was
aimed to have high warmth as well as high morality. The
attributes used to describe the agents by the users can be
sorted into the categories of agency and communion as
shown in Figure 5.1. The words ”friendly”, ”helpful” andThe agent was

perceived as warm ”empathetic” were described as examples of warmth in
[Abele et al., 2016]. The words ”kind” and ”nice” are syn-
onyms of ”friendly” and can therefore also be categorized
to the warmth facet. ”interested” is related to the example
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attribute ”affectionate”. The attributes ”attentive” and ”pa-
tient” were also sorted into this category as it is necessary
to be attentive and patient in order to be helpful and em-
pathetic. For the same reason it could have also fitted into
the morality category, but as this decision doesn’t change
the overall result it is not considered of great importance
into which category it belongs more likely. As warmth is
related to emotions, the term ”voice had not much emo-
tion” is clearly of low warmth. ”Not annoying” is not
of very high warmth, but also not very low. Therefore it
is sorted somewhere in the middle of this category. The The agent was

perceived as moralwords ”neutral” and ”objective” were sorted into the cate-
gory of high morality, as those correspond to the example
attributes ”just” and ”fair”. The expression ”felt comfort-
able talking to” is also sorted into this category as it de-
scribes the example attribute ”trustworthiness”. The cat- The agent was

perceived as less
assertive

egory assertiveness contains ”reserved”, ”distanced”, ”did
not always know if he is listening”, ”not very talkative” and
”not so vocal”, which are all the counter parts for the ex-
ample attributes ”self-confident”, ”assertive” and ”feeling
superior”. The attribute ”direct” is more in favour of the
assertiveness as it correlates to ”self-confidence” and ”pur-
poseful”. The attribute ”curious” can be sorted best into the The agents has a

rather neutral
competence
evaluation

competence field but is not describing high or low compe-
tence, but something in the middle. Curiosity is helpful in
order to achieve competence, but expressed curiosity usu-
ally also means that some competence is missing.

It can be seen that the warmth is really high in this Fig- The agents
personality is mostly
met as planned

ure 5.1, even though it has one low statement saying ”voice
had not much emotion”. As the voice is not taken into con-
sideration for this thesis, we can neglect that comment and
leave it as further research topic. The high warmth can also
be inferred from the Godspeed Questionnaire Figure 4.5.
The morality is also very high with four positive words.
The communion part of the agents’ character is therefore
met as planned. The assertiveness is very low as planned
with just one word indicating high assertiveness against
five comments with low assertiveness. The competence is Competence cannot

be evaluated as it
was not divided into
making and
documenting
competence

more difficult to determine using only the interview com-
ments. Only curious can be sorted into that category and
this doesn’t even say whether it has high or low compe-
tence. Although we aimed to achieve a low competence in
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making and a high competence in writing documentation,
our questionnaire did not differentiate between those two
factors. Therefore we cannot know whether users evalu-
ated the competence of the documentation or the making
knowledge and have to neglect the evaluation of those val-
ues.

5.3 Usability of the system

Users were able to work with the documentation agentUsers did not have
problems to work

with the agents
without major problems. Each user talked to the system
in a way that it was able to collect all needed data. The
communication still had small drawbacks. For example in
the beginning, users were not aware that the agent can also
answer questions about the LED and the resistor strength.
Only some users managed to ask the agent for help. The
other users had to use a search engine or a multimeter. On
the other hand one of the users who found the help func-
tion was disappointed that the agent could not answer all
of the questions the user had. This is one of the drawbacks
of natural language as interaction medium as it is difficult
to find out about all the features the agents provide. TheHelp function is not

considered to be
further developed

help function itself was not the aim of the system and also
difficult to achieve if the system is supposed to help with
most questions. Having the possibility to help with only
a few simple things as in this study made the users ques-
tion what else the agent can help with and disappointed if
it cannot help. Therefore the help function should be ne-
glected in further steps. Also one user was not sure how
to talk to the agent, as it was unclear how the agent will
process the data and did not get much feedback from the
agent.

5.4 Bridging the knowledge gap

Bridging the knowledge gap between expert and beginnerBridging the
knowledge gap was

successful
makers was clearly a success. Users were able to enumerate
more aspects that a documentation needs to contain for be-
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ginner users to be able to rebuild it when they used the doc-
umentation system than they were able to by documenting
the project on their own. It can be seen in Figure 4.4 that
the values for using the agent including the confidence in-
tervals were clearly higher than the values for the users not
using the system. The results are also supported by the in-
terview responses of the participants. They said that the
questions made them more aware of the process steps and
they helped to understand the project better for themselves
as well. Additionally the system provided a full documen-
tation to the users including all traps that can be useful for
beginner users and that experts usually forget might be im-
portant. Therefore users would not even have to be aware
of what can be problematic for beginner users to write the
documentation, but it can help them with creating docu-
mentations manually in the future. One of the users sug-
gested the opportunity to record audio notes for the docu-
mentation. We do not see this as a useful feature as audio
notes usually simplify the explanation for the author but
make it more complicated for the reader.

5.5 Time and Interruptions

As predicted, using the documentation system allowed Users finished faster
with the agentsusers to finish their documentation faster. This can save

a lot of time and is therefore a useful attribute of the system
that we aimed for. It was also apparent that all except for Documenting usually

takes more time than
making

one user who documented themselves needed more time
to document than they needed to build the project. Users
that had the assistant instead were faster with documenting
compared to making (except for one user who needed two
minutes more for making than for documenting). Therefore Most makers like

making more than
documenting,
therefore the tool is
useful

it is obvious that makers usually spend more time on doc-
umenting than on making itself, while as pointed out in
chapter 1, they usually enjoy making more than document-
ing. This is a clear indicator for the usefulness of a docu-
mentation assistance system for a large target group. The Users were

interrupted more by
the agent than by
themselves

number of interruptions was also clearly higher for the sys-
tem than without it as predicted.
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5.6 Annoyance

User’s annoyance of the documentation process was quite
low for both rounds with an average of 1.9. The annoy-
ance of the agent round was slightly smaller, but not much.
Sherlock was rated the least annoying agent with a value of
1 and Bella the most annoying agent with a value of 3. Toni
had a rating of 1.5. Therefore it can be assumed that the pre-Sherlock was the

least annoying diction that Sherlock could be seen as more natural to ask a
lot of questions and therefore less annoying might be true.
Bella even got one rating of 4 by a user who did not wantBella was the most

annoying and
childish

to use the system again as the questions were perceived
distracting. The user additionally pointed out to already
have a good concept to document projects which is an in-
dicator that users who already know how to document and
who feel comfortable in their skills are rather not in the tar-Users with a good

concept of
documenting are not

the target group

get group of such a system. The other user claimed to not
like the childishness of a dog agent. The results have to be
evaluated carefully as each agent only had two users test-
ing them and they were not allowed to select the character
of their choice, which would be recommended for further
development of such a system. This is based on the fact
explained in section 2.3.1, that users in favour of person-
ification feel more comfortable with a zoomorphic agent
than those who do not like personification. Therefore let-Users should be able

to pick their favourite
agent

ting people pick their agent could lead to results more in
favour of the agent.

The confidence intervals shown in Figure 4.2 show that theThe difference
between the

annoyance of using
the agent and not

using it was very low

difference between both rounds is not high and both values
are rather low.

Our aim was to develop a system that is as little annoying
as possible. Since the annoyance for using the agents was
slightly lower than the annoyance for writing documenta-
tion, this is a promising factor of receiving an agent that
is not too annoying in the end. We assume that a directDirect comparison of

with and without
agent is needed for

clearer picture of
annoyance

comparison of the same user using the agent and not using
the agent could give a clearer picture on whether the agent
is more or less annoying, as different users have different
opinions about documenting in general.
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Figure 5.2: The correlation between annoyance and the
overall spend time for participants that used the system.
Correlation value is: -0.82

We also assume that the number of questions the agent Frequency of
questions might be
important

asked was still quite low, such that it did not yet annoy the
users a lot. A higher frequency of questions might have a
bigger impact on the annoyance. This can also be seen from annoyance was

higher for shorter
documentation times
when using the
agent, therefore the
frequency of
questions must have
been higher

the correlation value of -0.82 between overall time and an-
noyance for participants that used the system as shown in
Figure 5.2. The more time the users needed to build the
project, the less annoyed they were by the questions. We
assume that this means a higher frequency of questions is
more annoying than a lower frequency of questions, as the
number of questions the agent asked was similar for all
users.
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Chapter 6

Summary and future
work

This chapter talks about future work, challenges and limi-
tations of the study. It suggests further ideas resulting from
the study and summarizes the content of the thesis.

6.1 Limitations

The results of the study are limited to small and sim- More complicated
projects might be
more annoying

ple projects. It cannot be ruled out that the results differ
for more difficult projects. For more complicated projects
the agents will probably need to ask more questions in a
shorter time which could result in a higher annoyance than
it does for small projects like in this thesis. Additionally,
more complicated projects require more concentration from
the makers. In a deep concentration phase agents’ ques-
tions might have a higher annoyance value. On the other
hand writing the documentation for larger projects yourself
will probably also be more annoying as it takes more time
and requires you to think of more details. Those details are
also more likely to be forgotten in larger projects and there-
fore require the users to interrupt themselves more often to
write down notes. Further research is needed to identify
whether larger projects would lead to the same results as it
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does for this small project.

The competence of the agent was planned to be not compe-Competence cannot
be evaluated

correctly
tent in making, but competent in documenting. The study
was not able to find out whether this requirement was met
as mentioned in section 5.2. Therefore the importance of
competence for the virtual agent cannot be evaluated.

The comparison of the annoyance levels is also quite lim-Comparing
annoyances is

difficult
ited, as people can have a large variety of opinions on
whether they like writing documentation or not. There-
fore it is difficult to compare the annoyance levels between
different users. A direct comparison of one user using the
agent system and also writing documentation themselves
could give a clearer picture of the annoyance factors.

6.2 Future work

This section is about ideas and suggestions for further de-
velopment of the system, regarding the appearance of the
agent, the talking of the agent, the generation of the doc-
umentation and challenges for the development of such a
system.

In this thesis the voice of the agent was completely ignoredThe voice of the
agent as it was considered another facet that will be important in

the end, but not as important to highly influence the results
of the study in this early step of the research. For further de-
velopment of such a system the voice of the agent should
still be taken into consideration. Attractiveness is described
by the Cambridge dictionary as ”the quality of being very
pleasing in appearance or sound”1, therefore the voice of
the agent could be an influencing factor for the agents’ at-
tractiveness. Besides the sound of the voice the speakingSpeaking rate
rate could also be an influencing factor, that needs to be
further researched. Most importantly, the timings of theTiming of questions
questions of the agent are crucial. In the study it became
apparent that different timings of the questions annoyed

1https://dictionary.cambridge.org/dictionary/
english/attractiveness

https://dictionary.cambridge.org/dictionary/english/attractiveness
https://dictionary.cambridge.org/dictionary/english/attractiveness
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the users less or more and this was also stated by them in
the interviews. Questions that were asked too early in the
process confused and flustered the participants. As some Different languages
users were not comfortable with talking to the agent in En-
glish, we suggest that the system in the future should of-
fer the possibility to choose the spoken language and give
possibilities to translate the generated documentation into
another language.

As the study clearly showed that users did not look at the Change animated
agent to hardware
agent figure

agent a lot, we would not recommend to follow the path
of an animated agent further. we suggest to try a solution
suggested by one of the participants. The personification
of the agent might still be an influencing factor making the
process more enjoyable, but the movements of the agents
are not necessary as users do not notice them. Therefore
a static hardware figure of a character could be enough to
give the user an idea of what the character looks like. The
users could get the opportunity to pick one of multiple fig-
ures and put them on a speaker device similar to the Tonie
Box2. This way the character is not in danger of the Un-
canny Valley Effect (see section 2.3.1) and there is no need
to find the right gestures or the most fitting smile. Addi-
tionally, a hardware figure could be more present for the
user than an application and might help the users not to
forget that it is there and that they need to talk to it.

It is important to let users select their agent of choice, as User should be able
to select their agent
of choice

the perception of the agent is highly dependent on the user
themself. This was addressed in chapter 2.3.1. For this
study we needed to test all the agents and had to randomly
distribute them on the users, so we were not able to let the
users decide. To meet different user’s expectations, more Agents from different

ethnic groups should
be added

agents, for example with different ethnicities, have to be
added to provide a more diverse set of options. This is
based on the fact that users prefer agents that look most
like themselves as mentioned in 2.3.1. Therefore, agents
with diverse appearance need to be available for all kinds
of people. Additionally, this could actively contribute to a
broader representation of people of colour in the scientific
field, to reduce bias and stereotypes regarding underrepre-
sented minorities.

2https://tonies.de/toniebox/

https://tonies.de/toniebox/
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In order to get clearer results on the annoyance factor ofDirect comparison of
agent and no agent

is suggested
agents, we suggest a direct comparison between using the
agents and writing documentation without help. This was
not done in this thesis, as it would have influenced the val-
ues of the times too much if the users had to build the same
project twice, because of the learning effect. We needed
them to build the same project, to compare the times it took
and to compare the number of interruptions needed. For
the future it is suggested to compare the same users us-
ing the system and documenting themselves on two dif-
ferent but similarly complicated projects to better evaluate
the user’s preference in terms of annoyance.

When users decide to do further research apart from the
provided links, the system should give the possibility to
include the links to the pages they are doing their research
at. The resulting documentation of the project should also
be evaluated by beginner users to make sure it is complete.

For further development of the documentation generation ITesting to generate
and show

documentation while
building

suggest to look at an approach suggested by one of the par-
ticipants. As users were unsure about how the things they
said were processed, it could be helpful to generate and
show the documentation during the building process. This
way it cannot only help users understand what the system
does with the input but it could also help with the making
process. The documentation could show general essential
theory information before users thought about it. As soon
as they say that they will be working with a certain kind of
sensor for example, the documentation could already show
theory about how to use the sensor and provide helpful
links. However, a constantly changing documentation on
the user’s screen could be another factor for annoyance and
interruption during the making process. Hence, the useful-
ness of this suggestion needs to be investigated further.

It could also be useful to let users explain some parts ofOptional function to
let users draw

connections instead
of explaining them

their work graphically instead of vocally. Especially ex-
plaining how users connected the wires was often difficult
and took a lot of time. Therefore the system could provide
an option to draw the connections graphically instead of
explaining it. This is useful for the users who complained
about the difficult explanation part for the wires. Addition-
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ally there were some users in the first study round who
said that drawing the graphs was the fun part of docu-
menting. Therefore giving them the option to still do the
schema graphically could positively contribute to a fun ex-
perience. Substituting explanations with drawings should
be kept optional, since some users did not like the drawing
part in documenting.

6.3 Challenges for the system

To finalize the system from prototype to a final application, System needs to
know how and when
to ask the right
questions

several challenges are to be faced. First, the system has to
learn how to ask the right questions for the maker’s cur-
rent steps. To be able to know the right questions it has
to know what a documentation has to contain and try to
fill the gaps in the documentation with the right questions
at the right time. Timing is another crucial aspect for the
system. It has to find the best timing to ask questions in
order to not annoy the users. One point we already found
is important for the timing is that the makers get the time
to understand themselves what they want to do. Asking
users about steps before they are aware of those will raise
the annoyance level.

However, the system has to be able to generate documen- System has to
generate a
documentation from
the user’s input and
databases

tation from the users voice recordings and a database with
basic making knowledge. Receiving knowledge only from
the user would lead to a lot more questions, which we as-
sume could lead to a higher annoyance level. The optimal
frequency of questions therefore also needs to be further
investigated by testing different amounts of questions in a
certain time on users and evaluating if there is a threshold
of the question frequency before it annoys the users.

6.4 Summary and contributions

The aim of the thesis was to explore how a virtual agent for The study was
designed to evaluate
the usefulness of an
agent assistant

documentation assistance can be designed and whether it
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can be a useful tool in the maker communities documenta-
tion process. To this end, we designed a study with three
different virtual agents that aimed to be attractive, friendly
and especially the least annoying as possible. We let users
test the system in a Wizard of Oz scenario, in which we con-
trolled the agent’s movements and speech and simulated
a documentation generation. We compared the annoyanceUsing the system

was compared to
writing

documentation
without such a tool

about the agents to the annoyance of users that had to docu-
ment the project by themselves. Additionally we measured
the time it took them to write documentation themselves
or talk to the agent to have the documentation generated.
In semi-structured interviews we did not only find infor-
mation about the perception of the agents, but also about
whether the system helped the users to achieve a better un-
derstanding of useful content in a beginners documenta-
tion.

Between the expert studies we asked people without priorData collection
phase helped to find

common problems of
beginners

knowledge of Arduino programming to rebuild the project
with the experts documentation. This way we were able to
find common problems and important information neces-
sary for a good documentation of the project. Furthermore
we were able to improve our allegedly by the system gen-
erated documentation and find the proper questions agents
had to ask.

As a result of the study we can clearly say that using theThe study showed it
could reduce the

workload and help
users to bridge the

knowledge gap

system reduces workload and especially saves time, which
was appreciated by our users. It helps the users by not hav-
ing to think like a beginner, which often can be difficult as
stated by some of the users and also prevents the danger
of forgetting to document a step. The annoyance level was
quite low in our study for both rounds, but we found a ten-The annoyance was

not higher when
using the agent, but

the frequency of
questions might

influence the factor

dency that a higher frequency of questions might lead to
a higher annoyance of the user. Furthermore it also made
users more aware of their steps. Saying things out loud
can make them more aware in the user’s mind for exam-
ple, but also asking to explain certain parts of the project in
more detail will make users think more about the reasons
for their choices.

Overall, we found that a documentation assistance systemThe system is useful,
but not in the form of

an animated agent
can be a useful tool to save time and generate a better un-
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derstanding of how to write a good documentation without
annoying users a lot, although the usefulness of visualizing
the animated virtual agents could not be proven.
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Nicole Sträfling, Ivonne Fleischer, Christin Polzer, Detlev
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