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Figure 1: In our study, children (top) and adolescents (bottom) redesigned fair versions of three diferent dialogs that originally 
asked users to accept notifcations (left), to accept cookies (center), or to watch an ad to continue playing (right). We asked 
participants to nudge users toward acceptance. Redesigns contained no option to decline (C19), visual nudging (A20), colorful 
designs (C25, A32), increased wait times (C10), and emotional manipulation (A11). English translations are provided in Figure 5. 

Abstract 
Deceptive (or dark) patterns are UI design strategies that manip-
ulate users into decisions against their best interests. Unlike with 
adults, their efects on children and adolescents, who are especially 
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vulnerable groups and experience such designs from a young age, 
have received little attention. Therefore, we explored how these 
two age groups assess deceptive patterns. In our study, 45 children 
(10–12 years) and 37 adolescents (16–18 years) redrew fair designs 
to make them deceptive and ranked deceptive interfaces by how 
efectively they might infuence users. Both age groups used most 
of the high-level deceptive patterns from an existing ontology, but 
also less common manipulative strategies. While children opted 
for more extreme designs, including threats and rewards, adoles-
cents chose subtler manipulations closer to tactics employed in 
reality, like False Hierarchy. We contribute these and other in-
sights into how these groups perceive deceptive patterns, and how 
those fndings map to existing pattern literature. 
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1 Introduction 
Deceptive (or dark) patterns are manipulative UI design strategies 
that nudge users toward decisions favoring the service owner [19]. 
Their prevalence in apps and online [7, 19] makes it essential to 
study how vulnerable groups understand and assess such manip-
ulations. One such important group is children and adolescents 
[8], because they tend to engage in riskier online behavior than 
adults [30] and are heavily exposed to mobile applications, espe-
cially games, where deceptive patterns are prevalent [7, 13]. So far, 
however, deceptive pattern research has primarily focused on adult 
users [e.g., 1, 7, 14] and only recently begun to consider children and 
adolescents [22, 24, 26]. This led us to two research questions: (RQ1) 
What strategies do children and adolescents consider the most ma-
nipulative for decision-making? (RQ2) How does this assessment 
difer between children and adolescents? 

To answer these, we conducted a study with 45 children (10–12 
years) and 37 adolescents (16–18 years) in a German school. Partic-
ipants were tasked to alter fair designs to nudge users towards a 
specifc decision and to rank interfaces containing deceptive pat-
terns by perceived efectiveness. 

We observed an overlap between strategies used in the drawings 
and known deceptive patterns. Moreover, children used more ex-
treme and exaggerated nudging than adolescents. For their ranking, 
children and adolescents both found designs containing a Count-
down Timer or Hidden Information to be very efective. Addi-
tionally, adolescents perceived a fair design as relatively inefective 
compared to designs containing deceptive patterns. 

Thus, our key contributions are (1) insights into how children 
and adolescents each assess deceptive patterns, and (2) how these 
fndings align with the literature on deceptive patterns. 

2 Related Work 
Deceptive patterns manipulate by exploiting users’ general hu-
man constitution [2] and overruling their usual preferences [9, 17]. 
Consequently, users may exhibit negative reactions [10], from an-
noyance and frustration [6, 29] to anxiety and alertness [17]. To 
create a shared language, Gray et al.’s ontology [12] categorizes 60 
deceptive patterns from the literature into fve high-level decep-
tive strategies: Obstruction, Sneaking, Interface Interference, 
Forced Action, and Social Engineering. We list the defnitions of 
those patterns relevant to our work in Appendix A. To mitigate the 
efects of deceptive patterns, researchers call for countermeasures 
[11] such as automatic detection [5, 19], visually altering found 

patterns [25], and educating users [1]. Making users aware of the 
existence of deceptive patterns and educating them can help them 
recognize [7], although not necessarily resist [1] these patterns. 

Minors, who are easier to manipulate than adults [28], are par-
ticularly vulnerable to such patterns [17]. Although children have 
demonstrated an awareness of manipulative designs, their vigilance 
often extends to non-dangerous elements like genuine warnings, 
indicating a lack of understanding or ability to protect themselves 
efectively [22]. Children often turn to their parents for guidance 
when facing online risk [16, 24]. However, this approach is not 
consistently reliable due to parents’ misconceptions about online 
security [16] and their decreasing infuence over their children’s on-
line behavior as they grow older [16, 23, 27]. This makes it essential 
to educate minors about deceptive patterns. One efective strategy 
for this is helping them understand the intent behind such manip-
ulations [22]. This, however, requires frst studying how diferent 
underage groups perceive and assess deceptive patterns. 

Previously, we examined 10–11-year-olds’ understanding of de-
ceptive designs [26] and found that they understood the intent 
behind such manipulative strategies to a degree. This included a 
drawing task because creating is a measure of high-level under-
standing according to Bloom’s revised taxonomy [15]. However, the 
drawing task in that study took place after children had been intro-
duced to the concept of deceptive designs. Therefore, we conducted 
another study with an unbiased drawing task. This is the study we 
report on in this paper. To enhance generalizability and explore 
the diferences between age groups, we expanded this study to in-
clude not only 10–12-year-olds but also 16–18-year-old adolescents. 
While such an unbiased drawing task has not been investigated 
previously for deceptive patterns, fndings from other areas suggest 
that children aged 12–13 display higher materialism and lower self-
esteem than adolescents aged 16–18 [4], making them potentially 
more prone to Social Engineering or reward-and-punishment-
based tactics. 

3 Study 
To address our research questions, we conducted a study with two 
classes of 6th-graders and two of 11th-graders in four separate 
sessions at a local German school. After flling in a demographics 
questionnaire, each participant individually completed two tasks 
on paper. To prevent priming, we only revealed the study topic and 
referred to deceptive patterns and manipulation after all tasks had 
been completed. 

In the frst task, we adapted the drawing task from our previous 
study [26] to deepen our understanding of how children and ado-
lescents perceive and interpret deceptive interfaces. Participants 
received one of three manipulation-free dialogs (Figure 3), which 
ask users to accept cookies, allow notifcations, or watch an ad for 
an extra life in a game. We then asked them to draw a redesign of 
their dialog so that more users would accept cookies or notifca-
tions or watch an ad, and to explain their redesign in writing. In 
task 2, our participants received nine designs (Figure 4) and ranked 
them based on which designs would make users more likely to 
invite their friends to a mobile game, adapting the arranging cards 
method used in research with children [18]. Afterward, they justi-
fed their ranking. One design was fair, while all others contained 
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at least one deceptive pattern, such as Countdown Timer , Activity 
Message, Confrmshaming, or Trick Question, covering textual and 
visual manipulations. 

We followed the ACM Code of Ethics1 and the standards of the 
Ethical Research Involving Children2 project; our department did not 
have an ethics committee at the time of the study. Before the study, 
we collected written consent from a parent or legal guardian and 
explicit consent from participants. Upon request from the teacher, 
children and adolescents without a signed consent form stayed in 
the classroom and completed the tasks but were not considered 
in the data analysis. Following Mertala [20] and Punch [21], our 
interfaces use a playful design. All answers were anonymized to pro-
tect participants’ identities. To minimize potential stress, a teacher 
the students were familiar with was present during the study. We 
included a 10-minute break to give participants time to recuperate. 

Overall, we had 82 participants: 37 adolescents (16–18 years, 
M=17, SD=0.58; 29 female, 8 male) and 45 children (10–12 years, 
M=11, SD=0.37; 19 female, 25 male, 1 undisclosed). All adolescents 
stated using their smartphones several times a day, while 30 children 
use them several times a day, 14 multiple times per week, and 1 
once a week. Below, we refer to participants with letter–number 
codes (C: children, A: adolescents, e.g., A12 = adolescent participant 
no. 12). 

3.1 Drawings 
To investigate participants’ understanding of manipulative designs 
and their own strategies, we analyzed the drawings using refexive 
thematic analysis [3]. Based on the manipulations used, one author 
inductively created codes and developed themes for similar strate-
gies in each age group. This resulted in 28 codes for the children’s 
data, 27 for adolescents, and fve themes per age group. Below, 
we present the most prominent themes describing the deceptive 
strategies participants used. We then highlight overlaps between 
our themes and Gray et al.’s pattern ontology [12]. 

Theme 1: Emotional Cues Both children and adolescents used 
cues to trigger emotions, such as guilt or compassion, in favor of 
one option over another. Participants would use colors, symbols, 
or linguistic tricks to make the “Accept” option look better or more 
ethical or the “Reject” option look worse. These tricks combine the 
Social Engineering and Emotional or Sensory Manipulation 
patterns from the ontology [12]. For example, many drawings con-
tained green and red buttons to mark “good” and “bad” options (e.g., 
C10, Figure 1)—an instance of the Positive or Negative Framing 
pattern. Others used writing or symbols to trivialize the harm of 
accepting cookies, ads, or notifcations (e.g., “The smiling face rep-
resents a ‘friendly’ cookie that you would willingly accept” (A01) or 
C25 in Figure 1) or trigger guilt or compassion to make users accept 
them (e.g., “We ask you to please help us. You will not take any 
harm from this. Thank you very much” (C07 in the cookie banner 
scenario) or A11 in Figure 1), instantiating Confirmshaming. 

Theme 2: Visual Dominance Participants frequently made “Ac-
cept” buttons clearly stand out visually over alternatives, matching 
the high-level Interface Interference pattern. Some highlighted 
buttons using colors, bigger button sizes, or fonts, or by framing 

1https://www.acm.org/code-of-ethics, last accessed March 27, 2025 
2https://childethics.com/ethical-guidance/, last accessed March 27, 2025 

them with symbols or other eye-catching motifs (e.g., A20, A32, 
Figure 1). Others did the opposite by making the “Reject” button 
less obtrusive, e.g., by replacing it with a small × in the upper right 
corner. While Interface Interference is one of the most common 
deceptive patterns in practice [7], this strategy was particularly 
dominant among adolescents. This may be because they have been 
exposed to deceptive patterns longer than children, suggesting a 
persistent infuence of such manipulations on users. Unlike in our 
previous study [26], only few children adopted this strategy. This 
supports our assumption that children in our previous study were 
primed towards Interface Interference designs through prior 
tasks, explaining its dominance in their drawings there. 

Theme 3: Rational Persuasion Both participant groups used 
tricks to convince users that choosing the “Accept” option was the 
logically smartest decision. Some stressed the advantages of accept-
ing or the disadvantages of rejecting, e.g., “If you click on accept, 
you will receive important notifcations from us, without which 
you would probably be at a disadvantage to others” (C05), or C10 in 
Figure 1. Moreover, some adolescents tried to evoke a (false) sense 
of control, e.g., by informing the user that they could “end [the 
notifcation subscription] at any time” (A12). Both children and ado-
lescents introduced additional, attractive enticements to lure users 
into selecting “Accept”: “I’ve added an extra 100 coins to encourage 
players to watch the ads, as they get another reward in addition 
to a life” (A33). What we only observed for children, however, was 
threatening or punishing users for selecting the “Reject” option. 
For example, users would need to accept unless they wanted to lose 
in-game coins (C09). As a more extreme example, C04 wrote: “If 
you click on ‘No’, your cell phone and address will be hacked. Wait 
until a kidnapper rings your doorbell”. While prominent among 
children’s drawings, there were no threats or punishments in the 
drawings of our previous study with participants of a similar age 
group [26]. Children’s use of more extreme tactics suggests that 
they connect such extreme and unrealistic practices to harm that 
could befall them online. Therefore, children might fail to properly 
estimate the harm done by more latent strategies, exposing them 
to higher risks. Corresponding regulations must be formulated to 
limit the use of subtle but efective deceptive designs. Educators 
should also consider this a possible starting point for an appropriate 
and child-focused education plan. While many drawings matched 
existing deceptive patterns, the manipulative strategies used within 
this theme are not listed in the ontology. In fact, Rational Persuasion 
stands in direct contrast with the defnition of deceptive patterns: 
While such patterns may infuence users towards decisions that go 
against their own interest [19], Rational Persuasion allows for an 
informed decision based on given advantages and disadvantages. 
Nevertheless, its manipulative nature is incontestable, raising the 
question about the line between manipulation and persuasion. 

Other tactics we identifed in the drawings included designs 
impeding users from choosing the “Reject” option, e.g., by hiding 
or removing the button (C19, Figure 1), evoking trust, or pressuring 
users. Similar to how deceptive patterns appear in combinations 
in real mobile apps [7], we also found combinations of several 
strategies in the drawings. 
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Figure 2: The rankings of all nine interfaces from task 2 (in the same order as in Figure 4) for both children (purple) and 
adolescents (yellow). Participants ranked interfaces based on whether they would make it more (left) or less (right) likely that 
users would invite their friends to the app. For example, adolescents considered a fair design as ‘inefective’ more clearly than 
children. Both groups considered, e.g., Countdown Timer to be very efective at nudging users. 

3.2 Ranking Deceptive Designs 
To further strengthen our understanding of how children and ado-
lescents assess deceptive patterns, we analyzed how they ranked 
our nine dialog designs based on how likely they would make users 
invite their friends to the app. Figure 2 shows the distribution of 
these ranks per design (Figure 4). For children, a Friedman test 
showed signifcant efects of the dialog on the ranking (�2(8)=51.055, 
p<0.001). Wilcoxon signed-rank tests with Holm correction revealed 
signifcant efects between Countdown Timer and Further Options 
compared to most other dialogs. Both were perceived as signif-
cantly more efective than Decline Gray (p<0.05), Confrmshaming 
(p<0.01), Decline Label (p<0.01), and Trick Question (p<0.01). Count-
down Timer was also ranked as signifcantly more efective than Fair 
(p<0.05). For adolescents, a Friedman test also showed signifcant 
efects (�2(8)=45.638, p<0.001). Wilcoxon signed-rank tests with 
Holm correction revealed signifcant diferences between the fol-
lowing dialogs: Adolescents ranked Further Options as signifcantly 
more efective than Confrmshaming (p<0.05) and Trick Question 
(p<0.01). TopX was ranked as signifcantly more efective than Trick 
Question (p<0.05), and Decline Gray was ranked as signifcantly 
more efective than Fair (p<0.05). Other diferences were not signif-
icant (p>0.05). Overall, children and adolescents ranked Countdown 
Timer as most efective (24× and 12×). Both put Further Options 
on the second rank (12× and 11×), with adolescents also ranking it 
frst 10 times. Children found Fair (12×) and Decline Label (11×) to 
be least efective, while adolescents opted for Trick Question (13×) 
and Fair (11×). 

One interesting insight from this was how children and ado-
lescents assessed manipulative formulations like Confrmshaming. 

While adolescents considered them funny, inefective, provocative, 
and simplistic, children mainly viewed them as impolite. This may 
be because adolescents’ higher self-esteem [4] meant that the at-
tempted shaming afected them less than children. Another impor-
tant diference between the age groups appears to be the perception 
of Urgency. Nearly all written justifcations for Countdown Timer 
from children only addressed the potential reward one gains when 
inviting friends to the app. Only a single child addressed the time 
pressure of the timer. While several adolescents also mentioned 
the reward for Countdown Timer , many addressed the Urgency that 
it created, indicating they were more aware of this manipulation. 
This could also mean that children are particularly easy to infuence 
with simple rewards, which matches the higher materialism found 
in their age group compared to older adolescents [4]. 

3.3 Limitations 
One limiting factor of our study was the design of Trick Question 
and Countdown Timer : For Trick Question, many children and ado-
lescents stated that they did not fully understand it. With this, the 
ranking of this particular dialog is likely more random than the 
others. Regarding Countdown Timer , participants addressed the re-
ward that the dialog mentioned. Hence, Countdown Timer probably 
did not entirely fulfll its intended purpose of creating Urgency. 
We did not expect children to overlook the timer and solely focus 
on the reward, which is an intriguing fnding in itself. Lastly, all of 
our participants were from the same German school. Cultural dif-
ferences for young people from other schools, countries, and social 
backgrounds could infuence how they assess deceptive patterns 
and manipulation in general. Therefore, the generalizability of these 
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fndings to children and adolescents from diferent backgrounds 
needs further investigation. For example, it might be interesting 
whether they assess the Countdown Timer in combination with its 
reward in the same way as the participants in our study. 

4 Conclusion and Future Work 
As underage users frequently access the online world from an early 
age today [23], we wanted to better understand how they perceive, 
assess, and understand commonly used deceptive patterns and how 
this difers between children and adolescents. In our study at a 
German school, 45 children and 37 adolescents drew redesigns 
of fair interfaces to nudge users toward a specifc decision. Then, 
they ranked nine diferent interfaces based on how likely they 
considered them to be able to infuence users. Our results clearly 
show diferences between the two groups: While children tended 
to be more drastic in their approaches to infuence users, even 
including threats and punishments, adolescents applied more subtle 
and realistic strategies that closely resemble common deceptive 
patterns from the ontology by Gray et al. [12]. Both children and 
adolescents considered a Countdown Timer (Figure 4g) to be the 
most efective technique, but for diferent reasons. While children 
mainly explained their choice with the potential reward, adolescents 
frequently addressed the time pressure that the timer added, which 
was rarely mentioned by any of the children. Additionally, children 
disliked manipulative formulations (e.g., using Confirmshaming) 
for being impolite, while adolescents referred to them as being 
inefective, provocative, or funny. 

Future work should explore how the exposure to deceptive pat-
terns from an early age impacts users, in order to inform new 
educational strategies and help designers and policymakers adapt 
design guidelines for more ethical interfaces. We hope that our work 
helps pave the way towards safeguarding children and adolescents 
from the adverse efects of deceptive designs in our increasingly 
digital world. 
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A Deceptive Patterns 
Table 1 contains relevant deceptive patterns for this paper with their defnition from the ontology by Gray et al. [12]. 

Deceptive Pattern Defnition from Gray et al. [12] 
Forced Action 

Interface Interference 

Obstruction 

Sneaking 

Social Engineering 

“Forced Action is a strategy that requires users to knowingly or unknowingly perform an additional and/or 
tangential action or information to access (or continue to access) specifc functionality, preventing them from 
continuing their interaction with a system without performing that action.” 
“Interface Interference is a strategy which privileges specifc actions over others through manipulation of the 
user interface, thereby confusing the user or limiting discoverability of relevant action possibilities.” 
“Obstruction is a strategy which impedes a user’s task fow, making an interaction more difcult than it inherently 
needs to be, dissuading a user from taking an action.” 
“Sneaking is a strategy which hides, disguises, or delays the disclosure of important information that, if made 
available to users, would cause a user to unintentionally take an action they would likely object to.” 
“Social Engineering is a strategy which presents options or information that causes a user to be more likely to 
perform a specifc action based on their individual and/or social cognitive biases, thereby leveraging a user’s 
desire to follow expected or imposed social norms.” 

Activity Message 

Confrmshaming 

Emotional or Sensory Ma-
nipulation 

False Hierarchy 

Hidden Information 

Trick Question 

Visual Prominence 

“Activity Messages use Urgency as a type of Social Engineering to describe other user activity on the site or service, 
even though the data presented about other users’ purchases, views, visits, or contributions are misleading or 
false. As a result, the user may falsely feel a sense of urgency, assuming that others users are purchasing or 
otherwise interested product or service, leading to their uninformed purchase of a product or service.” 
“Confrmshaming uses Personalization as a type of Social Engineering to frame a choice to opt-in or opt-out of a 
decision through emotional language or imagery that relies upon shame or guilt. As a result, the user may be 
convinced to change their goal due to the emotionally manipulative tactics, resulting in being steered away from 
making a choice that matched their initial goal.” 
“Emotional or Sensory Manipulation subverts the user’s expectation that the design of the site will allow them to 
achieve their goal without manipulation, instead altering the language, style, color, or other design elements to 
evoke an emotion or manipulate the senses in order to persuade the user into a particular action.” 
“False Hierarchy Manipulates the Choice Architecture, using Interface Interference to give one or more options 
visual or interactive prominence over others, particularly where items should be in parallel rather than hier-
archical. As a result, the user may misunderstand or be unable to accurately compare their options, making a 
selection based on a false or incomplete choice architecture.” 
“Hidden Information subverts the user’s expectation that relevant information will be made accessible and visible, 
instead disguising relevant information or framing it as irrelevant.” 
“Trick Questions subvert the user’s expectation that prompts will be written in a straightforward and intelligible 
manner, instead using confusing wording, double negatives, or otherwise leading language or interface cues to 
manipulate a user’s choice.” 
“Visual Prominence Manipulates the Choice Architecture, using Interface Interference to place an element 
relevant to user goals in visual competition with a more distracting and prominent element. As a result, the user 
may forget about or be distracted from their original goal, even if that goal was their primary intent.” 

Table 1: Defnitions for several deceptive patterns by Gray et al. [12]. The upper block contains the fve high-level deceptive 
patterns, while the lower block contains meso- and low-level patterns. 

869



IDC ’25, June 23–26, 2025, Reykjavik, Iceland René Schäfer, Sarah Sahabi, Lucia Karl, Sophie Hahn, and Jan Borchers 

B Study Materials 
Figure 3 contains our fair designs for task 1 (Section 3.1) and Figure 4 shows our designs for task 2 (Section 3.2). 

Figure 3: The three diferent fair designs that participants saw and redesigned in task 1 (Section 3.1) to make users accept 
cookies, notifcations, or watching an ad. 

a b c

d e f

g h i

Figure 4: The nine dialogs participants ranked in task 2 (Section 3.2) based on how nudging they are: a) Fair, b) Activity Message, 
c) TopX (False Hierarchy), d) Decline Label (Confirmshaming + False Hierarchy), e) Confrmshaming, f) Decline Gray 
(False Hierarchy), g) Countdown Timer, h) Trick Question, i) Further Options (Hidden Information + False Hierarchy + 
Activity Message). Pattern defnitions are listed in Table 1. 

870



How Children and Adolescents Assess Deceptive Designs IDC ’25, June 23–26, 2025, Reykjavik, Iceland 

C Translated Drawings 

Figure 5: The translated drawings from Figure 1. The upper row contains images from children, while the lower row contains 
drawings from adolescents. 
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