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Figure 1: We provided the LLM GPT-4o with the HTML source of UIs like the one on the left, a fictional ticket shop using
several deceptive patterns to manipulate users into purchasing VIP tickets. Several iterations of simply prompting the LLM to
“Make that less manipulative” (ourminimal prompt) resulted in the fair design on the right.

Abstract
Deceptive (or dark) patterns, UI design strategies manipulating
users against their best interests, have become widespread. We
introduce an idea for technical countermeasures against such pat-
terns. It feeds the HTML code of web elements that may contain
deceptive patterns into a large language model (LLM) and iter-
atively prompts it to make these elements less manipulative. We
evaluated our approach with GPT-4o and self-created web elements.
The most consistent results appeared after three iterations, with
91% of deceptive elements being less manipulative and 96% not
more manipulative than originally. We contribute our minimal and
improved prompts and a labeled dataset of all 2,600 redesigns with
the LLM’s justifications for its changes. We also performed prelimi-
nary tests on real websites to show and discuss the feasibility of our
approach in the field. Our findings suggest that LLMs can defuse
certain deceptive patterns without prior model training, promising
a major advance in fighting these manipulations.

CCS Concepts
• Human-centered computing → Graphical user interfaces; •
Computing methodologies→ Artificial intelligence.
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1 Introduction
Deceptive (or dark) patterns describe interface designs that ma-
nipulate users adversely in their decision-making [25]. They are
used increasingly in websites and apps [15], with clear detrimen-
tal effects [10]. Researchers have classified existing patterns [14]
and called for effective countermeasures [12]. These include visual
countermeasures [25, 36], educating users [1, 8] and designers [13],
and technical countermeasures [25, 29], which we focus on. Until
now, countermeasures have had to first detect a deceptive pattern
in a UI and then change it to mitigate the pattern’s effect. For de-
tection, researchers have begun using machine learning [25] and
large language models (LLMs) [29, 34], but these techniques have
not been used to counteract such patterns yet.

We propose an approach that uses an LLM (GPT-4o)1 to reduce
deception in websites without specific prior training. It provides
the LLM with the HTML code of a website element and prompts

1https://openai.com/index/hello-gpt-4o/ ,last accessed March 6, 2025
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it to make that content less manipulative with either a minimal or
an improved prompt. The resulting HTML is then automatically fed
back to the LLM to reduce manipulations further. Since this process
could be repeated any number of times, we studied how the output
quality evolved over multiple iterations. We thus investigated the
following research questions:

RQ1: How well can a current LLM without dedicated model
training mitigate deceptive patterns in typical web interfaces
with a minimal zero-shot prompt over multiple iterations?

RQ2: How does adding guardrails that address issues observed
with such a minimal prompt change the performance of this
approach?

To answer these questions and evaluate our approach, we tested our
technique with typical website elements that we created to cover
the various types of deceptive patterns identified in the literature.
We also included several fair designs to see how those would be
affected by the redesign process. Finally, we conducted preliminary
tests on real websites to show that our approach can work in the
field as well. Overall, our key contributions are:

• a novel LLM-based iterative approach to remove deceptive
patterns from websites without prior model training or ex-
plicit pattern detection;

• insights into the feasibility, characteristics, and challenges
of such an approach using GPT-4o on self-created web pages
and preliminary results on real websites;

• an open, labeled dataset of our 26 initial web designs and
2,600 generated redesigns, including all responses and justi-
fications provided by GPT-4o, made available through the
Open Science Framework2.

Our findings lead to an intriguing insight: For certain deceptive pat-
terns, it may no longer be necessary to implement explicit pattern
detection algorithms. Instead, our approach demonstrates that we
can utilize an iterative LLM-based approach to directly reduce the
manipulative effects without dedicated prior model training. This
development could provide a major leap forward in the ongoing
efforts against deceptive patterns in UIs.

2 Related Work
Deceptive patterns, like those in Figure 2, are manipulative de-
sign strategies that influence users’ decision-making in favor of
a service owner [25]. Recently, they have received increasing at-
tention from the research community [6, 12, 23] and policymakers,
e.g., in the European Union [10]. Deceptive patterns are common
in many domains, such as social media [27, 28], shopping web-
sites [25], cookie banners [30], and mobile apps [9, 15, 18]. 95% of
240 apps in the Google Play Store [9] and 93.5% of the top 200
apps from the Japanese Google Play Store [18] contained such pat-
terns. Due to this prevalence [10, 14], researchers created several
taxonomies [2, 13, 26], which led to many patterns being known
under various names. To create a shared language, Gray et al.
grouped deceptive patterns from different reports and taxonomies
into an ontology [14]. It comprises 65 deceptive patterns arranged
in three hierarchical levels: five high-, 25 meso-, and 35 low-level

2http://doi.org/10.17605/osf.io/tgrw9 ,last accessed March 6, 2025

patterns. High-level patterns describe abstract deceptive strate-
gies: Obstruction, Sneaking, Interface Interference, Forced Action, and
Social Engineering. Each of these contains multiple meso- and low-
level patterns. Meso-level patterns describe attack angles, such as
Hiding Information, Forced Continuity, and Bad Defaults. Low-level
patterns specify means of execution, such as Countdown Timers,
False Hierarchy, and Intermediate Currency.

Deceptive patterns can annoy or frustrate users [8], increase anx-
iety and alertness [10], and cause harm [12]. This makes it crucial
to create countermeasures against them, as addressed in a recent
workshop [12]. So far, proposed approaches [e.g., 1, 25] range from
raising awareness [1], to helping designers [5, 39], pattern match-
ing [7], user-friendly bright patterns [11], ideas for privacy-related
countermeasures [2], and introducing a manipulation rating sys-
tem [27]. Technical countermeasures are particularly interesting
because they can support users without requiring a deep under-
standing of deceptive patterns. They usually rely on automatically
detecting such patterns, e.g., utilizing machine learning [25] or
by analyzing CSS styles [16], and then using this information to
visually change content [20, 36].

LLMs have opened up new approaches to detecting and mitigat-
ing online deception in general. The ReCon framework uses recur-
sive thinking and perspective-taking to help LLMs find and deal
with deceptive information [37]. Similarly, Retrieval Augmented
Generation (RAG) frameworks can help LLMs detect deception [3].
LLMs can help Reddit moderators spot rule violations [19] and
handle cookie banners based on user preferences [31]. LLMs have
also been used to automatically detect deceptive patterns in partic-
ular. Sazid et al. [34] detected and classified deceptive patterns in
text snippets using GPT-3.5 Turbo. Subsequent few-shot prompt-
ing with pattern definitions and examples led to an identification
rate of 92.57%. Generative AI has also been used to detect decep-
tive patterns by simulating user behavior, using textual website
descriptions, screenshots, and HTML/JavaScript sources [29].

Overall, related work has shown that detecting deceptive pat-
terns is a difficult task with a moving target. Therefore, we propose
to sidestep explicit detection. Instead, we focus directly on the miti-
gation, which only indirectly includes the detection of manipulation.
Our approach indicates that we may be able to defuse deceptive pat-
terns directly, without the need for explicit detection, by prompting
an LLM to rewrite HTML code.

3 Methods
We first tested our approach using GPT-4o with theminimal prompt
“Make that less manipulative”. Based on the errors in its output, we
developed an improved prompt with 12 additional rules (Appen-
dix B). To test various deceptive patterns and designs, we created
an HTML corpus of 26 files (Section 4) with mostly manipulative
designs but also several fair ones without deceptive patterns or
manipulations to see whether the LLM would leave those intact.
As common on real websites [10], some designs contained multiple
deceptive patterns at once. Others represented entire web pages as
more complex and realistic input to the LLM.

We initially prompted the LLM with the HTML code of a design
and the respective prompt (minimal or improved). We then fed the
resulting design back to the LLM, now always with the minimal

http://doi.org/10.17605/osf.io/tgrw9
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prompt. We included all previous answers to the model so that the
LLM could consider them when redesigning further. We repeated
this for 10 iterations, leading to 10 redesigns. To analyze consistency,
we repeated this entire process 5× for each original design. Ap-
pendix A shows the beginning of an exemplary conversation with
the LLM using the minimal prompt. Two of the authors discussed
each redesign of the minimal prompt until reaching consensus; one
author evaluated the redesigns of the improved prompt. We rated
each redesign as follows: The LLM removed the manipulation fully
(2) or partially (1); the redesign was neither more nor less manipu-
lative than our original (0); it was missing relevant but not crucial
information or was more manipulative than our original (–1); or it
was far more manipulative than our original, the LLM hallucinated
facts or actions, or it removed critical actions from the design, such
as the button to complete a purchase (–2).

Overall, GPT-4o created redesigns for 26 input designs from our
corpus × 10 iterations × 5 repetitions, resulting in 1,300 HTML files
per prompt. For all 2,600 redesigns, we analyzed if the LLM had
reduced the embedded manipulation (if present) and how it had
redesigned the content. We checked whether it had hallucinated
facts, removed crucial information, or decreased the functionality
of the page by removing actions such as clickable buttons.

4 HTML Corpus
We built our HTML corpus around common deceptive patterns
from Gray et al.’s ontology [14]. We focused on the categories In-
terface Interference and Social Engineering as these manipulations
are often based on text and visual appearance, so rewriting the
underlying HTML on the user’s device should be able to defuse
them. Patterns that fall under Obstruction, Forced Action, and Sneak-
ing would most likely need a slightly altered approach, as many
of them might not be removed by adjusting HTML code in the
front-end of a website (e.g., Forced Registration or Roach Motel).
For such patterns, LLMs could use other countermeasures, such
as highlighting the manipulation and providing an explanation to
users [25, 35]. Interface Interference contains patterns that, e.g., add
False Hierarchy to choices, use Hidden Information, set Bad Defaults
such as preselections, or use Emotional or Sensory Manipulation,
and Trick Questions. Social Engineering patterns create, e.g., a feel-
ing of High Demand, or use Limited Time Messages and Countdown
Timers to create Urgency. Overall, we created designs for seven de-
ceptive patterns and designed respective interfaces based on other
papers [e.g., 1, 22, 25, 36] and popular websites such as Amazon or
Booking.com. Figure 2 shows some designs with deceptive patterns.
We added four fair designs to test if the redesign process would
interfere with them. The first is a fair cookie banner with two sim-
ilarly styled buttons. The second is the same sign-up form as in
our Hidden Information design (Figure 2), but the subscription is
made clearly visible to users instead. The third is a form to opt-in to
receive a newsletter, and the last shows two products side by side.
We also added designs with multiple patterns, as this is common on
real websites [10]. Finally, we included entire web pages to better
reflect real-world use cases. In total, we designed instances for the
following deceptive patterns and concepts: 2× Confirmshaming, 1×
Countdown Timer, 3× False Hierarchy, 3× High Demand, 2× Hidden
Information, 2× Limited Time Message, 3× Trick Question, 4× Fair,

3× Mixed Patterns, and 3× Whole Pages. We first designed these 26
HTML pages on paper and then implemented them in HTML, CSS,
and JavaScript (available in our OSF repository). For images, we
used placeholders named so that their links fit the site they were
part of.

5 Study
We evaluated our approach on the above corpus with our minimal
and our improved prompt to answer our research questions RQ1 and
RQ2. Afterward, we tested our improved prompt on real websites
to see whether our approach also works in the field.

5.1 Minimal Prompt
We started with our minimal prompt “Make that less manipulative”
to identify issues with our approach and then constructed a more
detailed improved prompt. Figure 1 shows an actual redesign with
our minimal prompt.

5.1.1 Successful Mitigations. Even with the minimal prompt, the
LLM reduced manipulation in most cases; Appendix C lists all itera-
tions and repetitions. On average, this prompt was most successful
in iteration 3, when redesigns (excluding fair versions) scored 0.79
on average (Figure 3), indicating they were less manipulative than
our original designs. In original designs with multiple deceptive
patterns, the LLM removed some, but often failed to remove all
patterns. Fair designs were not made worse in most iterations. For
some designs, especially in later iterations, the LLM often changed
the layout of elements. We did not consider such redesigns as more
manipulative, as long as the information content did not change.

5.1.2 Problems Observed. Several problems occurred repeatedly in
the redesigns. Sometimes, the LLM introduced additional decep-
tion, e.g., by making one of several buttons look grayed out. This
happened especially often to our Confirmshaming designs. Here,
the LLM quickly removed the textual manipulation but also altered
the button colors. Several times, the LLM hallucinated facts or
functions by inventing a subscription model allowing to cancel
anytime, adding new information to products, or changing the size
of a product from XXL to XL. In another case, the LLM added a
button to reject cookies although that option already existed. Trick
Questions were also problematic: In one design, the LLM inverted
the meaning of the text, confusing users into doing the opposite
of what they intended. Occasionally, it removed UI actions like
buttons, considering them potentially manipulative calls-to-action.

5.1.3 Summary. For our particular setup, the sweet spot with the
best (least manipulative) redesigns was three iterations (Figure 3).
Further redesigns did not improve significantly, but introduced
new problems and broke the site several times. Taking into account
only iteration 3 for all redesigns of deceptive designs (excluding
fair designs), manipulations were removed in 45% of all cases and
partially in an additional 24% of cases. In 16% of cases, the LLMbroke
the website. For fair designs, the goal is not to make the interface
worse; this was achieved in 44% of all cases. Overall, even with
this minimal prompt, our approach already removed manipulations
in 69% (45%+24%) of all cases. This illustrated some promise of
the approach as a deceptive pattern countermeasure without any
specialized training, examples, or definitions.
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(a)

(b)

(c)

(d)

Figure 2: Some of our original designs with deceptive patterns: (a) High Demand message over the shopping cart, (b) False
Hierarchy making one button look disabled, (c) Hidden Information about a subscription, (d) Confirmshaming nudging users
into accepting notifications.

5.2 Improved Prompt
Our improved prompt (full text in Appendix B, an additional visu-
alization of all iterations and repetitions in Appendix D) included
several new rules derived from these findings, specifically the chal-
lenges and common problems with the minimal prompt. Like our
minimal prompt, it delivered the best redesigns after iteration 3.
Excluding fair versions, these scored 1.57 on average (Figure 3),
indicating they were clearly less manipulative than our original
designs, and clearly outperforming our minimal prompt. Overall,
this variant performed well across nearly all designs.

5.2.1 Successful Mitigations. The improved prompt drastically re-
duced hallucinations across trials. Unlike with the minimal prompt,
the LLM removed the Confirmshaming in every round without
creating a grayed-out button. Unequally designed buttons were
mainly addressed by first balancing size, then removing color ma-
nipulations. Interestingly, the LLM always removed Countdown
Timers latest in the second iteration. Limited Time Messages and
High Demand were also mainly removed in the first two iterations.
Trick Questions andWhole Pages were also handled more reliably.
Hidden Information was quickly made more prominent; e.g., the
LLM moved information about a subscription, which originally
only became visible after clicking a checkbox, to the top level of
the UI where users could see it right away.

5.2.2 Problems & Challenges. Despite its promising performance,
the improved prompt still had some problems. In one fair design,
the LLM inverted the statement beside a checkbox in iteration 7,
although it corrected this in the next one. In another fair design,
the LLM sometimes removed all text in iteration 1, although it also
reverted this in the next iteration. In some designs, the LLM re-
moved information such as the type of ticket (VIP vs. Standard)
or a product image. In one redesign of False Hierarchy, the LLM
hallucinated a “learn more” option. It also tripped over one Trick
Question, fully flipping its meaning in the first iteration and could
not recover from this within our 10 iterations. In two similar de-
signs for Hidden Information andWhole Page, the LLM added that
a subscription could be canceled at any time. In Whole Pages, miti-
gating embedded deception worked well for the first iterations but
worsened drastically in later iterations.

5.2.3 Summary. Like with the minimal prompt, the sweet spot for
our setup was iteration 3 (Figure 3) with the least manipulative
redesigns on average. Only considering iteration 3 of all redesigns,
our approach with the improved prompt removed manipulation
fully in 72% and partly in another 19% of cases. In 5% of all cases,
the UI did not change significantly either way. Only in 1% of cases,
it made the UI slightly worse by, e.g., removing information that
was not essential but still of interest to users. In 3% of cases, it broke
the website, hallucinated facts, or changed essential information.
With this, the redesigns after iteration 3 were as good as or better
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Figure 3: The average value of each iteration of the redesigns compared to the initial design for all deceptive patterns using the
minimal and improved prompt. Both prompts achieved the least manipulative designs after three iterations.

than the original in 96% of all cases. Redesigns of fair designs only
once resulted in a worse interface. Like with our minimal prompt,
the LLM could make a fair design slightly more transparent, but
only once. Hallucinations like adding cancel anytime still happened
occasionally, but less so than with the minimal prompt. Rectifying
this is a challenging task for future work. Overall, our approach
with the improved prompt quickly reduced the manipulation of
most designs within the first few iterations.

5.3 Feasibility for Real-World Websites
To additionally test our idea in the field, we performed preliminary
tests with our improved prompt on real websites. Since GPT-4o has
limited output length, we had to provide it with website elements
instead of entire websites. However, current advancements in LLMs
indicate that this limitation is likely only temporary. We used our
browser’s development tools to copy the HTML source of those
website elements from the document object model (DOM) tree
and used it as the original input to our technique, together with
our improved prompt. Using the developer tools, we then replaced
the original code in the website with the redesign from the LLM.
We performed those steps manually, but a browser plugin with
access to the DOM tree could automate this process through, e.g.,
algorithmic segmentation of websites into chunks [e.g., 33]. Figure 4
shows three elements in their original version and after reinjecting
the HTML from the LLM. Overall, our first tests are promising, and
the generated HTML code visually fits into the remaining website.

6 Discussion and Limitations
Our exploration provided valuable insights into the applicability
of LLMs to defuse deceptive patterns. GPT-4o was able to mitigate
most of our deceptive designs while leaving fair versions largely
unchanged (RQ1) and providing guardrails for the LLM using our
improved prompt clearly increased its performance (RQ2). Most
often, the LLM was able to instantly remove some patterns, but
occasionally failed to remove all patterns entirely. It came as a pos-
itive surprise that the LLM already produced very good redesigns
within a few iterations. Designs with only one deceptive pattern
achieved very good results, and this quality only degraded slightly
for sites with multiple such patterns. While we initially based our
rules for the improved prompt on problems we observed with the
minimal prompt, some rules also reflect specific meso- or low-level

deceptive patterns from the ontology by Gray et al. [14]. For ex-
ample, rule 5 (Appendix B) is closely connected to the low-level
pattern False Hierarchy under the meso-level pattern Manipulating
Choice Architecture. Adding rules that address specific meso- or
low-level patterns might improve our prompt further and should
be investigated in future work.

We also found several pitfalls that hinder the effectiveness of our
approach. For example, the LLM tried to turn a regular banner into
a cookie banner based on a tag in a CSS block, highlighting that
simply using LLMs without additional context might drastically
change perceived content and could have dangerous consequences.
The LLM also occasionally invented non-existing features like a
cookie preferences button, and sometimes removed buttons com-
pletely. Interestingly, numbers such as prices were rarely changed.
Although it deleted pre-offer prices on several sales websites, the
actual price was usually retained. Still, we occasionally found cases
in which it removed the wrong price or changed the size of a prod-
uct, e.g., from XXL to XL. Given that hallucination is a common
LLM problem, we expected more false information. Hallucinating
functions or facts is dangerous and could mislead users, making it
crucial to prevent them.

Apart from using LLMs to remove deceptive patterns, another
way to use LLMs could be to provide users with updates on what
was changed [35]. This could help build trust and allow people to
spot severe mistakes by the LLM. However, solely relying on LLMs
as countermeasures against deceptive designs could also result in
people being tricked more easily, since the LLM creates “Expertise
Fog” [38] that limits users’ ability to fully comprehend what the
LLM is doing. One important advantage of our approach is that
using LLMs on a user’s device to change the HTML code displayed
gives them the “last word” in the potential arms race of deceptive
patterns and countermeasures. As with ad blockers, this can em-
power users, but such countermeasures will also make mistakes
or even break websites occasionally, so we suggest allowing users
to turn the countermeasure off so that they can always view the
website in its unmodified form.

To our knowledge, LLMs have not yet been explored to miti-
gate deceptive patterns. Mills and Whittle’s work [29] is closest
to ours. They used three approaches to detect deceptive patterns
automatically using LLMs. While they used GPT-3.5 Turbo for text
and HTML and GPT-4 for images, we were able to use GPT-4o in
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a cb

Figure 4: Tests with our improved prompt on three real-world websites: (a) amazon.com, (b) opodo.com, and (c) fluege.de.
Compared to the original version (top and left), the LLM removed manipulative elements in its redesign (bottom and right) in
each case. For (c), the highlighted option was not the cheapest option available on the site.

our experiments. They state that HTML code provides the most
objective approach but limits visual evaluation. In our work, we
found similar issues with our minimal prompt. The LLM rarely
addressed button colors, and if it changed them, it often made one
button gray. A reason for this could be the data that the LLM is built
on, which may contain similar designs to create contrast. With our
improved prompt, we were able to address this issue by explicitly
telling the LLM to consider such differences, and it was able to
change its redesigns accordingly. We both agree that larger code
bases are a challenge when using LLMs.

6.1 Misuse of LLMs
When working with new technologies like Generative AI, it is es-
sential to be aware of adversarial use cases [4]. For example, an AI
trained to discover new medications could also be used to develop
new bioweapons [32]. In our field, recent research suggests that
even in neutral settings, LLMs tend to create deceptive patterns in
their code because they are trained on such data [21]. Several ways
to address such misuse have been proposed, from guardrails [24]
to self-destructing base models [17]. This illustrates that in their
current state, LLMs can easily be used by service designers to im-
plement deceptive patterns on websites.

6.2 Limitations
While we were able to show that our approach can reduce the ma-
nipulation of several deceptive patterns in our designs, this does
not imply that LLMs can be used against all deceptive patterns. We
used seven patterns from the ontology by Gray et al. [14], which in
itself already contains 65 patterns. Additionally, we focused on pat-
terns from the two high-level categories Interface Interference and
Social Engineering, as we considered them to be particularly easy
for LLMs to address. Patterns that obstruct a user’s path or even
forced actions may not be addressable by LLMs in a similar fashion.

LLMs could, however, be prompted to highlight those patterns to
at least warn users about them. Furthermore, any deception based
on server-side-only knowledge or functions will most likely not be
addressable by client-side changes. We only tested our approach
using two prompts and zero-shot prompting. With this, the general-
izability of our approach to complex websites is yet to be examined.
It also becomes important to investigate whether using LLMs to
redesign website elements commonly breaks functionalities like
button presses or JavaScript in general and how to overcome this.
We also only tested our approach on a few real websites to show
feasibility. While the results are rather promising, more research
and evaluation will be necessary to make this approach viable for a
wider audience. Finally, we only used GPT-4o for our tests to show
feasibility. Future research should also evaluate other LLMs.

7 Conclusion and Future Work
We presented an approach that uses the LLM GPT-4o to mitigate
the effects of common deceptive (dark) patterns on websites with-
out the need for explicit detection or prior model training. We
created several versions of seven deceptive patterns, fair designs,
designs with multiple patterns, and complete websites. We then
prompted GPT-4o to make them less manipulative with a minimal
or an improved prompt and iteratively fed the result back to the LLM
for further improvements. Surprisingly, even our minimal prompt
“Make that less manipulative” already reduced the manipulative
effect within the first three iterations in approximately 69% of cases
and did not corrupt the manipulative interfaces in 82%. With the
improved prompt, 91% of the tested deceptive patterns could be
diffused successfully within the first three iterations of the LLM
without interfering with fair designs, while the LLM did not make
the interface worse in 96% of cases. For example, deceptive patterns
like High Demand Message, Countdown Timer, and Limited Time
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Message were usually removed within the first two iterations. How-
ever, Trick Questions proved to be challenging, as the LLM would
sometimes invert the statement, which could result in unexpected
behavior for users. Occasionally, the LLM also added non-existent
functionality to a website or removed crucial information. Fair
designs remained mostly unchanged, which is a promising result
for continuing this research. With our successful preliminary tests
on real websites, we highlight the potential of utilizing LLMs as
countermeasures against deceptive patterns in the field.

LLMsmight thus be crucial for effective countermeasures against
deceptive patterns, especially when it comes to textual manipula-
tion. In our tests, the LLM excelled at reducing complex or long
texts into understandable smaller versions. However, it occasionally
flipped the meaning of a statement. More fine-tuning is necessary
to make LLMs useful for in-the-field applications in this domain.
Additionally, tests with LLMs should be backed by statistical analy-
ses regarding their success and error potential on real websites to
further understand this type of countermeasures.

Overall, LLMs are an exciting direction for research on decep-
tive pattern countermeasures. We provide our data through the
Open Science Framework (http://doi.org/10.17605/osf.io/tgrw9) and
hope this work encourages other researchers to join us in further
exploring this field.
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A Exemplary Conversation
This appendix contains the beginning of one conversation with GPT-4o. We replaced the actual HTML code with “[[HTML CODE]]” to
increase readability. All conversations are examinable in the OSF repository of this paper. Messages with the role system and user were
provided by us. The model gave all messages with the role assistant.
[

{
"role": "system",
"content ": "You are an AI assistant that helps to design websites ."

},
{

"role": "user",
"content ": "Make that less manipulative ."

},
{

"role": "user",
"content ": [[HTML CODE]]

},
{

"role": "assistant",
"content ": "Certainly! Here is a less manipulative version of the cookie consent

banner , providing users with both acceptance and rejection options that are
equally accessible:

[[HTML CODE]]

### Changes Made:
1. ** Enabled the Reject Button :** The reject button is now enabled and styled

similarly to the accept button , making it equally accessible.
2. **Added JavaScript Functions :** Added `acceptCookies ` and `rejectCookies `

functions to handle user choices and hide the banner.
3. ** Updated Styles :** The reject button now has a distinct color (`#f44336 `) to

differentiate it from the accept button , but it still follows the same hover
effect for consistency.

This version provides a balanced choice for users regarding their cookie
preferences ."

}
]

B Improved Prompt
This appendix shows the prompt that contains rules derived from all iterations using the minimal prompt “Make that less manipulative”.
Make the f o l l ow i n g html page l e s s man i pu l a t i v e . Adhere to the f o l l ow i n g 12 r u l e s from now on :
1 . I f t h e r e i s no man ipu la t i on , then do not change any th ing .
2 . Never remove any a c t i o n s l i k e bu t t on s or l i n k s .
3 . Never make bu t t on s look i n a c t i v e or grayed out i f they can be c l i c k e d .
4 . Never add any new in f o rma t i on to the page t h a t was not p r e s e n t b e f o r e .
5 . I f two bu t t on s a r e on the same h i e r a c h i c h a l l e v e l , make both the same de s i gn .
6 . Never add new f u n c t i o n a l i t i e s to the s i t e .
7 . Never change f a c t s .
8 . Never change numbers .
9 . Never h a l l u c i n a t e or i n v en t new in f o rma t i on .
1 0 . Never i n v e r t the meaning o f a s t a t emen t .
1 1 . Never i n c l u d e the i npu t html code as a p a r t o f your r e sponse .
1 2 . P rov i d e a l i s t with the changes you per formed and why tho s e changes were n e c e s s a r y .
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C Minimal Prompt: Detailed Results
This appendix contains the labeled results from our minimal prompt “Make that less manipulative” for all designs.

Figure 5: Quality of the redesigns using the minimal prompt (Section 5.1) for each iteration and each design compared to
our initial input. Each block of five neighboring columns represents the five complete trials (of 10 iterations each) that were
conducted for the corresponding original design. A value of 2 indicates that manipulations were fully removed, while a -2
indicates that the LLM made the redesign more manipulative, hallucinated facts and functions, or removed crucial parts of the
interface. Note that for fair designs, not making the interface worse is one of the best outcomes. Those designs only received a
value of 1 if they were even clearer than our input. Overall, most designs were made less manipulative in the first iterations,
but later iterations frequently resulted in negative scores. Additionally, several designs were worse than the input starting
from the first iteration.
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D Improved Prompt Detailed Results
This appendix contains the labeled results from our improved prompt (Appendix B) for all designs.

Figure 6: The changes of the redesign using the improved prompt (Section 5.2) for each iteration and design compared to
our initial input. Each block of five neighboring columns represents the five complete trials (of 10 iterations each) that were
conducted for the corresponding original design. A value of 2 indicates that manipulations were fully removed, while a -2
means that the LLM made the redesign more manipulative, hallucinated facts and functions, or removed crucial parts of the
interface. For fair designs (i.e., Fair 1–4 and Whole Page 3), not making the interface worse is one of the best outcomes. Those
designs only received a value of 1 if they were even clearer than our input. Overall, most manipulations were fully or at least
partially removed. Fair designs mainly remained unchanged and negative scores are rarely present.
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