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Abstract

Dark patterns are intentionally designed to exploit users by subtly manipulating
the user interface, often resulting in harm. As dark pattern research has expanded
across various disciplines, tracking its transdisciplinary development has become
increasingly complex. This thesis seeks to review the body of dark pattern research
since 2020, with a focus on emerging trends, particularly in examining their impact
on users and the development of potential countermeasures.

In conducting a systematic literature review, we adhered to the PRISMA guidelines,
examining 52 publications from prestigious conferences and journals. The litera-
ture search was conducted between 10 and 25 August, utilising the Association for
Computing Machinery (ACM) Digital Library, the Institute of Electrical and Electronics
Engineers (IEEE) Xplore, and a targeted screening of countermeasure-related papers
identified in the references of the papers located through these databases.

The dataset was coded to facilitate a meta-analysis, which revealed that certain
dark patterns have received more attention in recent years than others. The re-
search community has increasingly concentrated on dark patterns in online shop-
ping interfaces, with studies on other platforms beginning to emerge. We also ob-
served a modest increase in studies focused on specific user groups, such as age
or culture-based populations. While damage to user autonomy and personal re-
sources has been extensively studied, harm at the community level remains un-
derexplored. Furthermore, although countermeasure tools aimed at mitigating the
effects of dark patterns have become more common, studies involving user inter-
actions with these countermeasures remain relatively sparse.
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Überblick

Dark Patterns sind absichtlich gestaltete Elemente, die darauf abzielen, Nutzende
durch subtile Manipulationen mittels der Gestaltung der Benutzendenoberfläche
auszunutzen, was häufig zu Schäden auf Endnutzenden-Seite führt. Mit der
zunehmenden Verbreitung der Dark-Pattern-Forschung über verschiedene Diszi-
plinen hinweg wird es immer komplexer, deren transdisziplinäre Entwicklung
nachzuvollziehen. Diese Arbeit hat zum Ziel, die Forschung zu Dark Patterns
seit 2020 zusammenzufassen und zu überprüfen, mit einem besonderen Fokus
auf aufkommende Trends, insbesondere hinsichtlich ihrer Auswirkungen auf die
Nutzenden sowie der Entwicklung potenzieller Gegenmaßnahmen.

Im Rahmen eines systematischen Literaturreviews, das gemäß den PRISMA-
Leitlinien durchgeführt wurde, haben wir 52 Publikationen aus hochrangigen Kon-
ferenzen und Fachzeitschriften untersucht. Die Literatursuche erfolgte zwischen
dem 10. und 25. August unter Einbeziehung von Datenbanken, der Association for
Computing Machinery (ACM) Digital Library und der Institute of Electrical and Elec-
tronics Engineers (IEEE) Xplore, sowie einer gezielten Überprüfung von auf Dark
Pattern Countermeasures gerichteten Artikeln, die in den Referenzen der in diesen
Datenbanken gefundenen Publikationen identifiziert wurden.

Der Datensatz wurde codiert, um eine Meta-Analyse zu ermöglichen, die aufzeigt,
dass bestimmte Dark Patterns in den letzten Jahren mehr Aufmerksamkeit erhal-
ten haben als andere. Die Forschungsgemeinschaft richtet zunehmend ihren Fokus
auf Dark Patterns in Online-Shopping-Platformen, während Studien zu anderen
Plattformen allmählich an Bedeutung gewinnen. Zudem konnten wir einen mod-
eraten Anstieg von Studien beobachten, die sich auf spezifische Nutzendengrup-
pen fokussieren. Während die Beeinträchtigung der Autonomie und der persön-
lichen Ressourcen der Nutzenden bereits umfassend untersucht wurde, bleibt der
Schaden auf Gemeinschaftsebene weitgehend unerforscht. Darüber hinaus, ob-
wohl Gegenmaßnahmen zur Minderung der negativen Auswirkungen von Dark
Patterns häufiger entwickelt wurden, sind Studien, die die Interaktionen von
Nutzenden mit diesen Gegenmaßnahmen untersuchen, weiterhin relativ selten.
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Throughout this thesis we use the following conventions:

• The thesis is written in British English.

• The first person is written in plural form.

Definitions are set off in colored boxes.

EXCURSUS:
Excursuses are set off in orange boxes.

Where appropriate, paragraphs are summarized by one or This is a summary of a

paragraph.two sentences positioned at the margin of the page.

Literature review codes are formatted in typewriter-style
text, and each begins with a capital letter.
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Chapter 1

Introduction

“Deception is one of the quickest ways to gain
little things and lose big things.”

—Thomas Sowell

Since the turn of the century, mankind has witnessed note- Digital technology has

become an essential

part of everyday

worthy advancement as digital technology becomes inte-
gral to daily life. The number of users on the Internet
has increased exponentially in the recent years1. With this
increase in users, there has been a shift towards the use
of online techniques to communicate or access informa-
tion, leading to a decline in the use of more traditional
methods, such as television and newspapers [Babutsidze
et al., 2023]. As people worldwide have grown increas-
ingly reliant on the Internet for entertainment and com-
munication [Wellman et al., 2003], business owners have
leveraged it to boost their financial value by establishing
an online presence [Cheung, 1998]. Given that humans are
creatures of greed and often act out of self-interest [D’Souza
and Adams, 2016], there is a worrisome trend of designers
employing malicious designs in various user interfaces (UIs)
to manipulate consumers into making decisions that do not
serve their best interests [Lupiáñez-Villanueva et al., 2022].
Such unethical designs are commonly referred to as dark
patterns.
1

https://www.itu.int/itu-d/reports/statistics/2023/10/10/

ff23-internet-use [Accessed: September 2024]

https://www.itu.int/itu-d/reports/statistics/2023/10/10/ff23-internet-use
https://www.itu.int/itu-d/reports/statistics/2023/10/10/ff23-internet-use


2 1 Introduction

Since our society has pushed for changes in the way weTerminology in this

thesis people act and speak to ensure correct political and ethical
behaviour2, some scholars have preferred the term "decep-
tive patterns" to avoid the negative connotation of "dark"
meaning "negative" [Chang et al., 2024]. As the two terms
are used as synonyms, throughout this thesis, we would
predominantly use the term "dark patterns" as most of the
existing literature uses this terminology.

1.1 Dark Patterns

DARK PATTERNS:
"Dark patterns (also known as “deceptive patterns”)
are tricks used in websites and apps that make you do
things that you didn’t mean to, like buying or signing
up for something." [Brignull et al., 2023]

Definition:

Dark patterns

Dark patterns are not confined to any particular genre ofUsers interact with dark

patterns, often

unconsciously

UI. They are omnipresent and span a broad spectrum of
platforms, including those for social media [Albuquerque
et al., 2024; Mildner and Savino, 2021] and online shop-
ping [Mathur et al., 2019]. Despite various dark patterns
having been identified in practice [Gray et al., 2024], dark
patterns remain imperceptible for most users, who remain
unaware of their presence [Di Geronimo et al., 2020]. Al-
though user awareness of dark patterns has increased, re-
search indicates that it remains in its early stages [M. Bhoot
et al., 2021]. Subsequently, the consequences of users falling
victim to such devious tricks are diverse. They may range
from mild frustration [M. Bhoot et al., 2021] to severe pri-
vacy breaches [Bösch et al., 2016], financial repercussions
[Mathur et al., 2021] and psychological distress [Lupiáñez-
Villanueva et al., 2022].

The term "dark patterns" was first coined by Harry BrignullDark patterns are a

topic of interest in

different fields

in 2010 as part of his effort to highlight malicious de-
sign practices on the "Hall of Shame" page of his website.

2
https://www.acm.org/diversity-inclusion/words-matter [Ac-
cessed: September 2024]

https://www.acm.org/diversity-inclusion/words-matter
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This page featured some of the most popular websites, in-
cluding Google and Amazon3. Since then, the concept of
dark patterns has evolved in both its scope and definition.
Nearly 15 years after its introduction, research into dark
patterns has cultivated an interest across various fields.

Within the human-computer interaction (HCI) community, Dark patterns in HCI

dark pattern research is vast and continually evolving. HCI
conferences, such as the Conference for Human-Computer In-
teraction (CHI), have seen a rise in contributions focused on
dark patterns in recent years [Lukoff et al., 2021]. These
contributions serve distinct yet equally important objec-
tives. For example, there is an ongoing effort is to build a
shared taxonomy of dark patterns [Mathur et al., 2021; Gray
et al., 2024]. At the same time, other researchers are explor-
ing the impact of dark patterns in different cultural envi-
ronments, such as Japan [Seaborn et al., 2024] and Germany
[Krisam et al., 2021]. Additionally, significant progress is
being made in developing automatic dark pattern detection
tools, like the Web Crawler [Mathur et al., 2019] and AidUI
[Mansur et al., 2023]. Moreover, the conversation has ex-
panded to include "bright patterns", which contradict dark
patterns by promoting actions in line with the user’s inter-
est [Sandhaus, 2023], along with countermeasures to dark
patterns [Vigh et al., 2024; Schäfer et al., 2023]. The latter
has emerged as a surging area of focus.

Dark patterns have been the subject of substantial in- Dark pattern research

stretches across

various disciplines

terest in the fields of legislation [Kyi et al., 2023], ethics
[Van Mechelen et al., 2020] and psychological welfare
[Lupiáñez-Villanueva et al., 2022]. Furthermore, they
have attracted a substantial audience in the domains of
robotics [Lacey and Caudwell, 2020] and gaming [Aagaard
et al., 2022]. As dark patterns continue to grab the limelight
of diverse research communities, tracking their evolution
becomes increasingly challenging. Emerging areas of inter-
est, such as Virtual Reality (VR) [Krauß et al., 2024], Human-
Computer-Integration [Dickinson et al., 2022], are also now
examining dark patterns and pushing the boundaries of re-
search.

3
https://www.deceptive.design/hall-of-shame [Accessed:
September 2024]

https://www.deceptive.design/hall-of-shame


4 1 Introduction

Currently, there is a scarcity of research tracking the evo-There is a need to

understand the

evolution of research

lution of dark patterns across diverse spectra. The ram-
pant growth and vast reach of dark patterns corroborate
the need to thoroughly understand the trajectory and fu-
ture direction of dark pattern research, the potential impact
of these dark patterns on users, and possible countermea-
sures to mitigate them.

Adhering to the guidelines provided in the Preferred Report-Aim of the thesis

ing Items for Systematic Reviews and Meta-Analyses (PRISMA)
statement [Page et al., 2021], we analysed the research gap
through research contributions made from 2020 to 2024
across various high-prestige conference venues and journal
publications. We further streamlined our focus using the
following research questions:

RQ1 What are key trends and developments in the evolu-
tion of dark patterns over recent years?

RQ2 How do users perceive and respond to dark patterns
across various user interfaces?

RQ3 What countermeasures and strategies have emerged
in recent years to mitigate the effects of dark patterns?

RQ4 What are potential future research directions and hot
topics in the study of dark patterns?

1.2 Outline

This thesis is structured into five chapters. Following this
introductory chapter, Chapter 2 delves into the existing
body of work to offer insights into prior research on dark
patterns. Chapter 3 describes the research methods used
to select and analyse the papers for the literature review.
Furthermore, we elaborate on the process used to conduct
the literature analysis and present the review findings. In
Chapter 4, we provide a detailed evaluation of our findings
and conduct an extensive discussion of the results from
Chapter 3. Last but not least, we conclude this thesis in
Chapter 5 with a summary of its contributions of the thesis
and recommendations for future research.
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Chapter 2

Related Work

The following chapter offers an overview of research on
dark patterns, starting with work from the HCI commu-
nity. It explores relevant findings, including taxonomies
and presently existing dark patterns, and discusses their
impact on users and proposed countermeasures. It also
covers relevant literature reviews regarding dark patterns
within HCI. Then, it examines dark patterns beyond HCI,
focusing on legislation, ethics, and psychology. It also ex-
amines emerging fields like robotics, gaming, and virtual
reality.

2.1 Dark Patterns in HCI

Manipulation and deceptive marketing tactics were sub- Unethical marketing

strategies were

researched before the

20th century

jects of research long before Harry Brignull introduced the
term "dark pattern". As early as the late 20th century, schol-
ars highlighted unethical marketing practices [Akaah and
Riordan, 1990] and methods employed by companies to
abuse the cognitive limitations of the users for the com-
panies’ own benefits [Hanson and Kysar, 1999]. With the
rapid advancement of technology and the growing ease of
access and connectivity, these manipulative strategies have
evolved into new forms, posing more significant risks to
users [Calo, 2013].



6 2 Related Work

In 2010, Brignull et al. [2023] coined the term "dark pat-Brignull started a

widespread discussion

on dark patterns

terns" to describe deliberately crafted UIs designed to de-
ceive users. Although Harry Brignull is widely credited
with bringing substantial attention to dark patterns and
sparking their extensive discussion within the research
community, it is essential to note that interest in these
deceptive practices had begun to surface in the scien-
tific domain somewhat earlier. For example, Fogg [2002]
highlighted the concept of "persuasive technology," which
shares similarities with dark patterns. Around the same
time as Brignull’s effort, there were studies aimed at under-
standing the rise of intentionally constructed "malicious in-
terfaces" that violate design principles to achieve objectives
contrary to users’ interests [Conti and Sobiesk, 2010].

Dark patterns can be found in various forms, andDark patterns are

everywhere their presence is not exlusive to a particular platform
like e-commerce [Lupiáñez-Villanueva et al., 2022; Mathur
et al., 2019], social media [Albuquerque et al., 2024; Mildner
et al., 2023], gaming [Aagaard et al., 2022; Zagal et al., 2013],
or safety technology [Chordia et al., 2023]. Two exam-
ples from e-commerce and social media are depicted in
Figure 2.1. Furthermore, dark patterns have expanded
across various UIs, such as mobile devices [Di Geronimo
et al., 2020; Hidaka et al., 2023], communication UIs (CUIs)
[Dubiel et al., 2024; Mildner et al., 2024] and extended reality
(XR) [Hadan et al., 2024; Krauß et al., 2024].

The term "dark patterns" has emerged under increasingPolitically correct

terminology scrutiny. Many experts have criticised the choice of ad-
jective, which possesses a colonialistic association1. In re-
sponse, the research community has preferred to opt for a
more acceptable term, such as "deceptive patterns" or "ma-
nipulative patterns". In his book, Brignull notes that fol-
lowing advice from the Tech Policy Design Lab of the World
Wide Web Foundation, he has opted to use the term "decep-
tive pattern" to avoid language that might unintentionally
carry racist associations [Brignull, 2023].

1
https://medium.com/@carolinesinders/whats-in-a-name-

unpacking-dark-patterns-versus-deceptive-design-

e96068627ec4 [Accessed: September 2024]

https://medium.com/@carolinesinders/whats-in-a-name-unpacking-dark-patterns-versus-deceptive-design-e96068627ec4
https://medium.com/@carolinesinders/whats-in-a-name-unpacking-dark-patterns-versus-deceptive-design-e96068627ec4
https://medium.com/@carolinesinders/whats-in-a-name-unpacking-dark-patterns-versus-deceptive-design-e96068627ec4
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Figure 2.1: Two real-world examples of dark patterns: The left screenshot taken
from https://www.viagogo.de/ [Accessed: June 2024] shows an Activity Message,
which uses urgency and false information to manipulate users [Gray et al., 2024].
The right screenshot demonstrates Nagging, in which users are repeatedly urged to
enable notifications, with no option to fully decline. [Brignull et al., 2023]

As interest in dark patterns grows, there has been an ex- Diverse interpretations

of dark patternsponential rise in the research on and interpretations of dark
patterns. Mathur et al. [2021] collected 19 different but sim-
ilar interpretations of dark patterns in literature published
across academic publications and in government materials.
The vast and diverse interpretations in research in this field
have led to various taxonomies of dark patterns.

https://www.viagogo.de/
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Figure 2.2: The dark pattern Roach Motel as described by Brignull in 2010. Users
can access the home page and the 14 dark pattern types Brignull defines via the left
menu.

2.1.1 Taxonomies

Due to the extensive use of dark patterns, it has becomeEarliest approaches

towards a dark pattern

taxonomy

necessary to classify and define them to aid further re-
search. Harry Brignull initially provided one of the first
such taxonomies, in which he extensively characterised 14
dark pattern types using visuals and detailed descriptions,
such as the Roach Motel, Disguised Ads and Price Comparison
Prevention. Fig 2.2 illustrates a screenshot of his old web-
site2.

Concurrently, Conti and Sobiesk [2010] proposed anotherBrignull et al. [2023]

and Conti and

Sobiesk [2010] provided

the first taxonomies

taxonomy of malicious interface design techniques based
on a year-long study, resulting in 11 categories of malicious
interfaces. Though both taxonomies are individual and in-
dependent contributions, there are remarkable similarities.

2
https://old.deceptive.design [Accessed: September 2024]

https://old.deceptive.design
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For example, the concept called "distraction" by Conti and
Sobiesk [2010] is closely aligned with the one called "misdi-
rection" by Brignull [2010].

As the interest in dark patterns research started to spread Taxonomies are aligned

towards a particular

domain

rapidly, more and more researchers across different do-
mains started to create taxonomies informed by their dif-
ferent areas of expertise. Bösch et al. [2016] presented an ac-
count of dark patterns in the field of privacy in the form of
a framework. Zagal et al. [2013], on the other hand, inves-
tigated the concept of dark patterns in gaming design. An-
other valuable contribution was from Mildner et al. [2023],
who examined dark patterns on four popular social media
platforms (Facebook, Instagram, TikTok and Twitter). They
identified five themes characterising these dark patterns,
which were then grouped into two overarching strategies,
namely engaging strategy and governing strategy. In the re-
cent past, Lupiáñez-Villanueva et al. [2022] offered a taxon-
omy based on behavioural sciences mapping dark patterns
on two axes: the choice of the architecture and the decision-
making process.

Mathur et al. [2019] investigated dark patterns in the e- Mathur et al. [2019]

developed a dark

pattern taxonomy after

analysing shopping

websites

commerce sector using an automated web crawler. Their
study analysed approximately 53,000 product pages from
around 11,000 shopping websites, identifying 1,818 in-
stances of dark patterns. The resulting taxonomy con-
sisted of 15 dark patterns categorised into seven categories,
namely sneaking, misdirection, urgency, social proof, scarcity,
obstruction and forced action. In their later work, Mathur
et al. [2021] expanded on their own and various other tax-
onomies to offer analytical clarity and establish guiding
principles for dark pattern research.

At the recently concluded Conference on Human Factors in Gray et al. [2018] took

the first step towards an

ontology of dark

patterns

Computing Systems (CHI) conference, Gray et al. [2024] pre-
sented an ontology of dark patterns knowledge resulting
from the extensive work of prior years. Gray et al. [2018]
built on the taxonomy provided by Brignull in 2010 and
approached dark patterns from an ethical standpoint. They
rearranged the dark patterns discovered by Brignull into
five broader categories, depicted in Figure 2.3. They incor-
porated knowledge from the most noteworthy taxonomies
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Figure 2.3: The five categories identified by Gray et al. [2018]: nagging, obstruction,
sneaking, interface interference and forced actions and the corresponding reference to
the various dark patterns as described by Brignull [2010].

to date across the domains of academics and legislature.
The authors are experts in different fields, including HCI,
design, law and regulation, making this contribution a
trans-disciplinary landmark for future research.

Through an extensive five-step process Gray et al. [2024]Gray et al. [2024]

introduced standardised

definitions for 65 dark

patterns

created a framework that included five high-level patterns,
25 meso-level patterns and 35 low-level patterns. They also
introduced standardised definitions for these 65 dark pat-
terns, building a foundation for future research that should
aid future researchers in identifying existing or new dark
patterns across different domains.

2.1.2 Impact on Users

Despite the diversity of definitions of dark patterns gath-Dark patterns harm the

users through

manipulation

ered by Mathur et al. [2021], all definitions tend to describe
dark patterns as a careful forms of manipulation in UIs
against the user’s best interests. These manipulations may
harm the user in various forms, such as causing direct fi-
nancial loss, invading the user’s privacy or influencing the
user’s cognitive perception [Narayanan et al., 2020].

Mathur et al. [2021] aimed to classify the emerging ethicalClassification of harms

to consumers concerns into four different perspectives, namely individual
welfare, community welfare, regulatory objectives and individ-
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ual autonomy. Building on the elemental work of Mathur
et al. [2021], the Organisation for Economic Co-operation and
Development (OECD) identified six consumer harms caused
by dark patterns, categorising them into three overar-
ching groups, namely harms to consumers autonomy, per-
sonal consumer detriment and structural consumer detriment
[OECD, 2022].

The prevalence of dark patterns across various platforms Various dark patterns

impact consumers in

different ways

and interfaces creates the necessity of understanding how
and what elements impact users and whether there are
means to mitigate this harm. Luguri and Strahilevitz [2021]
conducted two experiments to study the effect of dark pat-
terns. Their first experiment, an online survey with 2000
participants, showed the strong influence of mild and ag-
gressive dark patterns. Mild dark patterns resulted in dou-
ble the number of registrations compared to the control
group, while aggressive dark patterns led to approximately
four times as many registrations. Building on this, Luguri
and Strahilevitz [2021] conducted a second experiment that
surveyed around 3800 participants to investigate the effi-
cacy of specific dark patterns. Some dark patterns like hid-
den information were highly effective and doubled the ac-
ceptance rate, whereas some dark patterns, like scarcity con-
dition, showed little effect.

In a similar approach, M. Bhoot et al. [2021] investigated M. Bhoot et al. [2021]

characterised dark

patterns based on

user’s susceptibility to

them

people’s susceptibility to 12 dark patterns through an on-
line questionnaire. The results for individual dark patterns
showed some disparities. To expand their understanding
of the result, M. Bhoot et al. [2021] characterised the dark
patterns using five variables: frequency of occurrence, trust-
worthiness, level of frustration, misleading behaviour and phys-
ical appearance.

There are mixed claims regarding users’ awareness of dark Research shows

inconsistent results

regarding users’

awareness

patterns. According to Lupiáñez-Villanueva et al. [2022],
the average consumer’s awareness of dark patterns is low,
with many accepting them as a norm. However, once a
dark pattern is identified, it tends to leave a negative im-
pression on the user. Similarly, Di Geronimo et al. [2020]
claims that though most users find it difficult to identify
dark patterns, they become much more adept at identi-
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fying them once informed. In contrast, Bongard-Blanchy
et al. [2021] state that most users are aware of the poten-
tial influence of dark patterns, but this awareness does not
necessarily help them resist their influence.

Since understanding the impact of dark patterns remains aDark pattern research

has expanded across

cultures and age groups

core question for future research, researchers have started
to explore the influence of dark patterns on people of
various age groups individually. As such, some studies
have tried to understand their effect on kids [Albuquerque
et al., 2024; Fitton et al., 2024; Renaud et al., 2024] and
older generations [Anaraky et al., 2023; Sánchez Chamorro
et al., 2024a]. Furthermore, there is a constant ef-
fort to understand the impact dark patterns have in
different countries, which corroborates an understand-
ing of dark patterns on a universal level. Some no-
table examples of places where research has occurred in-
clude Japan [Hidaka et al., 2023; Seaborn et al., 2024],
India [M. Bhoot et al., 2021; Sharma, 2023], Germany
[Krisam et al., 2021; Mildner et al., 2023], European Union
(EU) [Kontogeorgou et al., 2023; Lupiáñez-Villanueva
et al., 2022; Tiemessen et al., 2023], the United Kingdom
(UK) [Renaud et al., 2024; Vigh et al., 2024], and the United
States (US) [Chordia et al., 2023; Schaffner et al., 2022].

2.1.3 Countermeasures

Research on mitigating the consequences of dark patternsCombating dark

patterns has become a

prominent focus for

researchers

has now started to gain momentum. Gray et al. [2024]
conducted a workshop at the recently concluded CHI
conference, where they emphasised fighting dark pat-
terns. Researchers across various disciplines have unan-
imously called for increased awareness of dark patterns
among users [Bongard-Blanchy et al., 2021; Di Geronimo
et al., 2020; Lupiáñez-Villanueva et al., 2022]. Moreover, re-
searchers have also emphasised the need to make UI de-
signers more aware of the ethical aspects of design through
appropriate education [Ahuja and Kumar, 2024; Gray
et al., 2021]. Bongard-Blanchy et al. [2021] also stress teach-Not every dark patterns

is detectable ing methods to detect dark pattern. However, Stavrakakis
et al. [2021] point out that not all dark patterns can be
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identified, whether through automated or manual meth-
ods. Some dark patterns remain undetectable due to the
considerable variation in their implementation.

As manual detection can be tedious for the user, advance- Automatic detection of

dark patterns has made

substantial progress

ments have been made towards the automatic detection of
dark patterns. Mathur et al. [2019] introduced an auto-
mated technique that allows experts to identify text-based
dark patterns on shopping websites. Their contribution
marked an important milestone for subsequent detection
tools, as many researchers have turned to computer vision
for the detection of visual cues [Chen et al., 2023; Mansur
et al., 2023]. Another approach to automatic detection em-
ploys machine learning. Soe et al. [2022] used a dataset of
cookie banners from 300 news websites to train a prediction
model aimed at detecting dark patterns in cookie banners.

Recently, there have been approaches to analysing the in- Research involving

visual countermeasuresfluence of visual countermeasures against dark patterns.
Schäfer et al. [2023] conducted an online survey to investi-
gate the effectiveness of six visual countermeasures against
three common dark patterns: Low-Stock Warnings, Con-
firmshaming, and Visual Interference. In a follow-up work,
Schäfer et al. [2024] examined the effectiveness of three
visual countermeasures against 13 common dark patterns
using a lab experiment that provided more profound in-
sights into the experiences of average users. Jafari and Vas-
sileva [2024] conducted a similar user study using a three-
level warning system, as shown in Figure 2.4, to alert users
about manipulative designs on a simulated app page and
explored the impact of different warning levels on user be-
haviour. Another recent study touching on visual cues was
carried out by Vigh et al. [2024], who investigated Nudg-
ing on websites selling alcohol with the goal of develop-
ing interventions that would reduce alcohol consumption
in moderate to light alcohol consumers.

Last but not least, Bongard-Blanchy et al. [2021] also pro- Legislature as a means

to challenge dark

patterns

posed the elimination of dark patterns from digital ser-
vices. There have been some ways to suggest counter-
ing dark patterns by removing dark patterns from the UIs.
One proposal suggests the introduction of UI regulations
through the legislature. A notable achievement in this field
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Figure 2.4: Jafari and Vassileva [2024] implemented a sequential progression of
warning levels. The initial warning level is marked on the left with a red dot. When
scrolling down, the users reach the second warning level, shown in the middle,
which includes a brief text description. The third warning level appears when users
select "Learn More" and offers an explanation for the warning.

is the introduction of the General Data Protection Regula-
tion (GDPR), which caused the widespread use of consent
banners on websites [Degeling et al., 2019]. On top of that,
regulatory bodies across the world have started to address
dark patterns [Gray et al., 2024].

Researchers have also approached the concept of brightConcepts promoting the

interest of the users patterns as a way to counter dark patterns. Bright
patterns are conceptual antonyms to dark patterns, as
bright patterns operate in the user’s best interest [Grassl
et al., 2020; Sandhaus, 2023]. A more neutral concept simi-
lar to bright patterns is that of fair patterns, which are de-
signed to promote a fair interface for both the users and the
companies [Potel-Saville and Francois, 2023].

2.1.4 Literature Reviews

Lukoff et al. [2021] highlighted how dark pattern researchLiterature reviews have

gained relevance in

dark patterns

is increasing exponentially in the HCI community. With
the increase in contributions, tracking the evolution of the
body of knowledge on dark patterns and establishing an
overview becomes essential. Hence, literature reviews have
gained relevance as ways to keep up with the latest re-
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search in a particular domain [Snyder, 2019]. A systematic
literature review follows a replicable, scientific, and trans-
parent methodology to minimise bias in literature searches,
whereas meta-analysis applies statistical techniques to ag-
gregate findings and offer more reliability than individual
studies [Tranfield et al., 2003].

Several guidelines exist regarding systematic literature Various guidelines for a

systematic literature

review exist

reviews. These are tailored to particular domains like
health care [Khan et al., 2001], legal scholarship [Snel, 2018],
or software engineering [Kitchenham and Charters, 2007].
The PRISMA guidelines were initially created with the field
of medical science in mind, as it was essential for clinicians
to stay up to date with the research. They were a revision of
the Quality Of Reporting of Meta-analyses (QUOROM) state-
ment [Moher et al., 2009]. Page et al. [2021] modified these
guidelines to facilitate systematic literature reviews for a
broader research field. Since then, there has been a signif-
icant increase in literature reviews following the PRISMA
guidelines in the HCI community [Stefanidi et al., 2023].

Mathur et al. [2021] reviewed the literature and anal- Mathur et al. [2021]

established the

groundwork for future

unified research

ysed different taxonomies of dark patterns. This litera-
ture review resulted in an elaborate explanation of how re-
searchers define dark patterns, including their types, and
their attributes. Mathur et al. [2021] created a taxonomy
and laid the foundation for unified future research span-
ning various domains.

Anne de Haas and Lee [2022] studied 38 papers. They Literature reviews

conducted in the

following years

underscored the lack of research addressing the poten-
tial risks of manipulation through audio design in aug-
mented reality (AR) and called for increased awareness and
the development of protective measures for users against
these manipulative effects. Similarly, Monge Roffarello
et al. [2023] evaluated 43 papers to study dark patterns that
cause psychological harm and identify their attributes, ex-
ploitation methods and impact on digital wellbeing. As a
result, Monge Roffarello et al. [2023] proposed the concept
of Attention Capture Dark Patterns (ACDP) and introduced
its definition and identified 11 such dark patterns. Gray
et al. [2023] reviewed 79 papers that empirically examined
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dark patterns, focusing on identifying their presence and
impact and the user experience associated with them.

Chang et al. [2024] analysed 51 papers to identify criti-Literature reviews

conducted in 2024 cal theories in dark patterns research and called for more
robust theoretical integration in future studies. Hadan
et al. [2024] assessed 13 papers to review dark patterns
in XR, identifying eight key manipulation strategies and
proposing future research on unintentional deception, user
education, and ethical design policies. Nie et al. [2024] ex-
amined 76 papers and proposed the Dark Pattern Analysis
Framework (DPAF), which offers a comprehensive classifi-
cation of dark patterns, detailing their types, user impacts,
and potential applications, as well as the capabilities of de-
tection tools.

Another systematic literature review of importance in theZielke [2024] conducted

a similar literature

review in the form of a

bachelor’s thesis

context of this thesis was conducted by Zielke [2024]. In
this review, 47 papers on dark patterns published at CHI
conferences between 2010 and 2023 were taken under a mi-
croscope to track the evolution of dark pattern research in
HCI. Despite having different research scopes and address-
ing different research gaps, our work closely aligns with the
work of Zielke [2024], as both are bachelor’s thesis projects
conducted under the same supervision and chair at the uni-
versity.

2.2 Dark Patterns Beyond HCI

As dark patterns started to receive attention, the legal sec-Dark patterns in

legislature tor began to expand in both the research and practice of
fighting against them. Brenncke [2024] gives an account of
the legal response to dark patterns in the EU, while Nou-
siainen and Perdomo Ortega [2023] present the situation in
the US. Many highly reputed companies have been called
to the court of law in the past few months over their use of
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dark patterns. Some prominent examples include Adobe3

in the US and X (formerly known as Twitter)4 in the EU.

In robotics, Dula et al. [2023] explored potential dark pat- Dark patterns in

roboticsterns in robots integrated into social environments, such as
those working in caretaking for the elderly, education for
kid, or entertainment. Lacey and Caudwell [2020] suggest
that the appearance of a robot could act as a potential dark
pattern. For example, cuteness is designed to foster user at-
tachment, bonding, and protective feelings, creating ideal
conditions for companionship and care. Building on these
findings, Lindblom et al. [2024] aimed to explore people’s
perceptions of privacy regarding social robots with varying
appearances.

Zagal et al. [2013] created a taxonomy of dark patterns Dark patterns in gaming

in the context of gaming. Over the years, game designers
have adopted dark patterns to generate interest and rev-
enue in pay-to-win business models [Freeman et al., 2022].
Consequently, designers must be urged to implement eth-
ical games that protect the interest of the users [Denoo
et al., 2024; Hodent et al., 2024]. Among the reputed gam-
ing companies that have faced scrutiny in the news are
EA Sports, who faced backlash on the conceptualisation
of their lootboxes [Pfeiffer and Wawra, 2023], and Epic
Games, who were fined by the Netherlands Authority for
Consumers and Markets (ACM) for dark patterns in their
game Fortnite5.

Dark patterns in XR have recently attracted massive re- Dark patterns in

extended realitysearch interest. Hadan et al. [2024] conducted a literature
review and proposed future work in this domain. Krauß
et al. [2024] conducted 10 co-design workshops, identifying
10 novel dark patterns and classifying four XR characteris-
tics that heighten dark patterns in XR.

3
https://www.techtarget.com/searchcio/news/366593576/FTC-

DOJ-take-aim-at-dark-patterns-with-Adobe-lawsuit [Ac-
cessed: September 2024]

4
https://apnews.com/article/x-twitter-european-union-musk-

dsa-645e9a224cd82ed1bc3cde9156215293 [Accessed: September
2024]

5
https://gamerant.com/epic-games-fortnite-fined-why/ [Ac-
cessed: September 2024]

https://www.techtarget.com/searchcio/news/366593576/FTC-DOJ-take-aim-at-dark-patterns-with-Adobe-lawsuit
https://www.techtarget.com/searchcio/news/366593576/FTC-DOJ-take-aim-at-dark-patterns-with-Adobe-lawsuit
https://apnews.com/article/x-twitter-european-union-musk-dsa-645e9a224cd82ed1bc3cde9156215293
https://apnews.com/article/x-twitter-european-union-musk-dsa-645e9a224cd82ed1bc3cde9156215293
https://gamerant.com/epic-games-fortnite-fined-why/
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Chapter 3

Meta-Analysis

The following chapter focuses on the methodology and
findings of the literature review. The review was conducted
in accordance with the PRISMA statement guidelines [Page
et al., 2021]. The methodology, including specific details on
data collection and screening methods, will be thoroughly
explained. Subsequently, the results of the review will be
presented.

3.1 Methodology

For our systematic literature review, we adhered to the We followed the

PRISMA guidelines to

conduct the literature

review

guidelines set by the PRISMA statement [Page et al., 2021]
because this method offers a structured approach for con-
ducting and reporting systematic reviews. In the field of
HCI, Stefanidi et al. [2023] observed a substantial rise in
the use of PRISMA guidelines since their modifications in
2020. This trend is also reflected in the examples listed in
Chapter 2.1.4 - six out of eight literature reviews on dark
patterns employed the PRISMA guidelines in some capac-
ity, with [Mathur et al., 2019] and [Nie et al., 2024] being the
only exceptions. Following the approach of Zielke [2024],
we developed a codebook to assist with the content analy-
sis and categorise the literature contributions in our meta-
analysis.
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As research on dark patterns rapidly expands across vari-We provide an overview

of current research

directions on dark

patterns

ous study spectra, it becomes essential to establish a com-
prehensive overview of current research trajectories. This
thesis aims to offer such an overview, with a particular fo-
cus on studies dealing with the influence and impact of
dark patterns on users. This work seeks to highlight the
current state of research devoted to introducing and en-
hancing countermeasures against dark patterns.

Considering the scope of this bachelor’s thesis and the lim-We limited our scope to

research papers

published from 2020

onwards

ited resources available, it was crucial to define the bound-
aries of our literature review to ensure a qualitative as-
sessment of the research questions outlined in Chapter 1.
Hence, this review focuses on literature published in con-
ferences or journals since 2020. This decision was also
partially influenced by Gray et al. [2024], who observed
a growing momentum in recent years toward identifying
problematic practices and finding ways to prevent or dis-
courage dark patterns.

The following sections will discuss our process for identi-
fying literature, screening it, and making an eligibility as-
sessment. Additionally, the 27-item PRISMA checklist and
the 12-item PRISMA Abstract checklist are provided in Ap-
pendix D.

3.1.1 Identification and Screening of Literature

The first step in our systematic literature review involvedWe conducted a

literature search in the

ACM Digital Library and

IEEE Xplore

the collection of the dataset. To accomplish this, we con-
ducted an initial search using the Association for Comput-
ing Machinery (ACM) Digital Library1. We selected the
ACM Digital Library as our primary source, as it is well-
recognised for hosting high-quality research papers on
HCI. To ensure a broader scope, we also utilised the Insti-
tute of Electrical and Electronics Engineers (IEEE) Xplore Dig-
ital Library2, which covers a wide range of technical disci-
plines. By employing both platforms, we sought to capture

1
https://dl.acm.org/ [Accessed: August 2024]

2
https://ieeexplore.ieee.org/Xplore/home.jsp [Accessed: Au-
gust 2024]

https://dl.acm.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
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Figure 3.1: The search query used to identify relevant lit-
erature. Although this screenshot was captured in October
2024, the actual literature search was conducted in August
2024. During the search, 413 results were returned for our
query.

a diverse set of perspectives, thus ensuring a comprehen-
sive overview of trends and developments across multiple
domains.

It was crucial to identify the appropriate keywords neces- The set of keywords

was selected based on

established literature

reviews

sary for locating relevant literature across both databases.
To accomplish this, we reviewed existing systematic re-
views on dark patterns to identify common keywords used
in the field. Our final set of keywords was formed by com-
piling the union of keywords from several literature re-
views [Chang et al., 2024; Gray et al., 2023; Zielke, 2024].
Figure 3.1 illustrates the search query used to retrieve rel-
evant literature. The keywords were enclosed in quotation
marks to ensure they exactly matched the search terms and
were separated by the Boolean operator OR. The literature
search was conducted between 10 and 25 August 2024. Af-
ter the search, 413 results were retrieved from the ACM
Digital Library and 26 results were retrieved from IEEE
Xplore.

During our initial examination of the search results, we We carried out the

identification and

screening of literature

twice, but concurrently

found that many of the retrieved papers were not relevant
to our focus. Therefore, it was necessary to screen the cor-
pus of the dataset concurrently while identifying the liter-
ature. Although this approach did not align with the ideal
methods outlined in the PRISMA guidelines, we deemed it
sensible, as it would filter out research papers that were less
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pertinent to our study, ensuring that those included in the
corpus contributed meaningfully to dark pattern research.
Additionally, we repeated the identification and screening
process two weeks after the initial review to allow for a
small incubation effect since studies have indicated that
performing the same action after a period can provide a
fresh perspective [Sio and Ormerod, 2009].

Defining the screening criteria for our process was essen-
tial. To this end, we aligned our criteria with those estab-
lished by Gray et al. [2023], making slight modifications toThe screening criteria

were aligned with those

established by Gray

et al. [2023]

ensure that our dataset met our specific needs without ex-
ceeding the resources available for a bachelor’s thesis. In
order for a record to be included in the corpus, all of the
following criteria had to apply:

1. the record had to be written in English;

2. the record had to mention "dark pattern" or one of the
other keywords as mentioned in Figure 3.1 in either
the title, abstract or paper keywords; and

3. the record had to be published in a journal, confer-
ence proceedings, government technical report, or
similar archival venue.

We excluded contributions that did not meet these cri-Examples of literature

excluded after the

screening procedure.

teria. First, we removed papers not written in English,
such as [Frejus et al., 2023]. Second, we eliminated pa-
pers that, while relevant to the topic of manipulation, did
not align with our focus. For instance, Bellini [2023] ex-
plored deceptive financial strategies in cases of domestic
violence, and Asif et al. [2024] addressed rising security
concerns in unmanned aerial vehicles. Although valuable
in their respective fields, these studies were not pertinent
to our review. Finally, we excluded contributions such as
[Gray et al., 2024], which did not meet our screening criteria
despite extensively featuring dark patterns. Additionally,
we removed proceedings reports from various conferences
such as CHI [2024].

Following this, we eliminated duplicate papers identified
during this phase of the literature search. For instance,
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Figure 3.2: The distribution of publishing venues for the
papers collected during the identification.

Narayanan et al. [2020] was published in two venues in
2020 - Queue (Volume 18, Issue 2) and Communications of Duplicates identified

after the screening

phase were removed

the ACM (Volume 63, Issue 9). Three other papers, includ-
ing Mansur et al. [2023] and Mansur [2023], were found in
both the ACM Digital Library and IEEE Xplore. Ultimately,
we retained 114 literature contributions.

Given that the research community has only recently References were

screened for literature

focused on DP

countermeasures

shifted its focus towards countermeasures to thwart dark
patterns, we aimed to broaden our search in this area. To do
this, we manually screened the papers to identify any tech-
nical countermeasures the search engines may have over-
looked. This process led to the discovery of four additional
research papers, which were subsequently added to our
dataset.

Ultimately, our dataset after the screening procedure com-
prised 118 papers, with 96 published in conference pro-
ceedings, 21 in journals, and one in a magazine, as illus-
trated in Figure 3.2. Of these 118 papers, 104 were retrieved
from the ACM Digital Library, 10 from IEEE Xplore, and
four from references. Figure 3.3 provides a graphical repre-
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Figure 3.3: The distribution of the papers collected during the identification process
is displayed, with the papers organised by year and colour-coded to indicate the
sources where they were retrieved.

sentation of the papers sorted by source and year of publi-
cation.

3.1.2 Eligibility Evaluation of Literature

Before the eligibility assessment, our dataset consisted ofThe eligibility criteria

needed to be

appropriately defined to

address our research

questions

118 records, each of which made a valuable contribution to
dark patterns research. However, given the limitations of
a bachelor’s thesis, it proved challenging to assess and re-
view all the records in their entirety. Moreover, to enhance
the quality of our assessment and the answers to our re-
search questions, it was prudent to divide our corpus into
various study themes.

Therefore, we coded our dataset into seven thematic cat-
egories and assigned each record according to its most
prominent theme. Each record was classified under a single
theme only. The themes were as follows:
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• SHA contains records focused on developing a shared
language for dark patterns. These records may in-
troduce new taxonomies, frameworks, or theories re-
lated to dark patterns or identify new dark patterns
in UI.

• IMP contains records that examine the impact of dark
patterns on users. These records may investigate how
users perceive dark patterns or how they respond to
them.

• ETH contains records that explore dark patterns from
an ethical standpoint. These records primarily pro-
vide ethical guidelines for designers or discuss the
fairness aspect of UI design.

• LAW contains records that highlight legislative devel- We categorised each

contribution into one of

the seven identified

themes—SHA, IMP, ETH,

LAW, COU, TRD, and

OTH—according to their

most prominent focus

opments related to dark patterns. These papers ex-
amined the effects of laws such as the GDPR.

• COU contains records that investigate the development
of technical countermeasures against dark patterns
and their impact on users. This category includes
tools designed to counter dark patterns and experi-
ments with users interacting with these countermea-
sures.

• TRD contains records that analysed dark patterns in
relation to other domains, such as robotics, XR and
CUI, thereby representing a trending area for trans-
disciplinary research.

• OTH contains records that included workshop papers,
panel papers, special interest group (SIG) papers, dis-
sertations, or personal opinions from authors on dark
patterns

Figure 3.4 gives a graphical overview of the distribution Eligibility criteria for our

literature corpusof papers across these themes. We included records classi-
fied under IMP and COU in our literature review. Addition-
ally, we incorporated contributions made in 2024 and cate-
gorised under SHA. We also included [Mathur et al., 2021],
as this paper represents one of the first efforts to estab-
lish a shared language across various disciplines and lays
groundwork for future researchers to build upon.
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Figure 3.4: The research papers were categorised into seven themes. This figure
illustrates this distribution and the papers’ years of publication.

We acknowledge that this approach has a significant draw-Drawbacks of our

approach back. One record may belong and provide valuable and
unique insights related to multiple themes. However, to
align with our research questions, we categorised papers
that highlighted different themes but included either IMP or
COU elements under those themes. This decision was made
to enhance the diversity of our literature review.

By the conclusion of the eligibility assessment, our corpusOur final corpus

comprised of 52

records

comprised 52 records. Detailed assessment of each indi-
vidual record can be found in Appendix A. Furthermore,
Figure 3.5 illustrates the PRISMA flow chart, summarising
our corpus collection process.



3.1 Methodology 27

Figure 3.5: The PRISMA flow chart offers an overview of our corpus collection
process. We have adapted this flow chart to reflect the specific methodology we
employed. The screening and identification of literature were conducted concur-
rently.

3.1.3 Analysis

In our next research step, we aimed to establish a solid We used a codebook

for our meta-analysis,

following Gray

et al. [2023] and

Zielke [2024]

foundation for the meta-analysis of our literature cor-
pus. To achieve this, we followed the approach of Gray
et al. [2023] and Zielke [2024], who employed the induc-
tive qualitative content analysis method [Hsieh and Shan-
non, 2005]. Additionally, we formulated key questions to
gain a deeper understanding of our corpus.

Our first key question aimed to determine the type of con- For the meta-analysis,

we focused on four

aspects to address our

research questions

tribution each record made within the context of HCI and
the specific aspect of dark pattern research it focused on.
The second key question sought to understand the "how"
and "what" of the research methodology - how the re-
searchers conducted their studies and on which platforms
they reported about. The third key question aimed to assess
the extent to which different types of dark patterns have
been researched. Lastly, we aimed to examine the degree
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to which the research community is addressing the harms
that dark patterns inflict on users.

These questions helped us identify several trends in dark
pattern research in recent years (RQ1) and predict future
developments (RQ4). Furthermore, they allowed us to ob-
serve the impacts of dark patterns on users (RQ2) and ex-
plore efforts to mitigate the effects of dark patterns (RQ3).
Moreover, this approach enabled us to identify research
gaps within the broader context of the field.

We identified seven categories for our codebook. To main-Our codebook

comprised seven broad

and distinct categories

tain consistency, we aligned our codebook with notable re-
search contributions in the field, which will be explained
subsequently. The dataset was reviewed and coded three
times to ensure high quality and accuracy in the coding. If
a paper did not fit a particular code within a specific cate-
gory, we chose not to assign it a code. Additionally, a paper
could be assigned multiple codes within a single category.
An overview of the codebook is provided in Appendix C.

Contribution Types

Categorising research papers by contribution types allowsResearch papers were

classified according to

their contribution types

as outlined by

Wobbrock and

Kientz [2016]

for a more precise evaluation during the review process.
We adopted the seven HCI contribution types proposed by
Wobbrock and Kientz [2016]. This categorisation was cho-
sen because it provides a comprehensive and systematic
framework for understanding the diverse ways in which
researchers can contribute to the field of HCI. The various
contribution types are as follows.

• Empirical research that presents new findings based
on systematic observations, experiments, or user
studies. For example, these studies may explore how
individuals interact with dark patterns or how they
identify such patterns.
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• Artifact3 research that introduces novel systems,
tools, or techniques. These studies might, for in-
stance, propose new tools to negate the effects of dark
patterns.

• Methodological research that offers new approaches
to conducting research, including new designs for
experiments, analysis or evaluation. Such studies
might, for example, introduce taxonomies for dark
pattern research. Research papers were

coded as Empirical,

Artifact,

Methodological,

Theoretical, Dataset,

Survey, and/or Opinion

• Theoretical research that enhances conceptual un-
derstandings. Specifically, it aims to explain why peo-
ple behave in certain ways. For instance, these studies
might develop theories about how vulnerable groups
perceive dark patterns.

• Dataset research focuses on the creation and shar-
ing of new datasets, which can be used by other re-
searchers for further studies. An example would be
sharing a dataset of websites containing dark patterns
to be used in the testing of new detection tools.

• Survey research reviews and synthesises studies
within a specific field to offer an overview of the cur-
rent state of research.

• Opinion research expresses the opinion of an author
on a particular topic. The author is usually an experi-
enced researcher whose arguments tend to influence
the reader’s perspective.

Research Methods

We further categorised the selected research papers based Research methods

were coded according

to the methods

identified by Mathur

et al. [2021]

on their respective research methods. After an initial exam-
ination of our dataset, we determined it was most appro-
priate to adopt the empirical research methods outlined by
Mathur et al. [2021]. Additionally, we included the litera-
ture review as a research method, as many studies relied
3 Although the thesis is written in British English, we use the Amer-

ican English spelling for "artifact," as defined by Wobbrock and
Kientz [2016].
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on analysing existing research. Ultimately, we identified
the following research methods:

• Field Study involves collecting data in a natural,
real-world setting that allows the researcher to gain
insights into the real-world reactions of participants.
We also included the testing of countermeasure tools
with the help of a dataset in this category.

• Focus Group involves collecting data in small group
researcher-led discussions on a particular topic. We
also included researcher-led workshops in this cate-
gory.Research papers were

coded as Field Study,

Focus Group,

Interview, Lab Study,

Literature Review,

and/or Questionnaire

• Interview involves collecting data in a one-on-one
setting using open-ended questions.

• Lab Study involves collecting data in a controlled lab-
oratory environment that allows the researcher to ma-
nipulate the variables.

• Literature Review involves collecting data through
a comprehensive review and synthesis of existing re-
search.

• Questionnaire4 involves collecting data from a large
group of participants with the help of a structured set
of questions that is often administered online.

Dark Pattern Types

For our analysis, it was critical to identify the types ofWe utilised the

high-level dark patterns

defined by Gray

et al. [2024] as our

coding framework

dark patterns being researched in the literature. Thus, we
followed the approach of Gray et al. [2024] and used the
high-level dark patterns as viable categories. We opted
for this categorisation as it provided a more manageable
framework for analysis, given the limited size of our cor-
pus. Analysing the dataset based on meso-level or low-
level patterns could have resulted in overcategorisation,
4 Although Mathur et al. [2021] define the research method as "Survey",

to prevent confusion with the contribution type Survey, we use the
term "Questionnaire".
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which would have compromised the clarity of our findings.
At the same time, we recognise the potential risks of under-
categorisation and acknowledge the limitations that come
with it.

• Forced Action describes dark patterns that compel
users, either consciously or unconsciously, to take ad-
ditional actions, thereby preventing them from pro-
ceeding with their originally intended tasks. Exam-
ples of this include nagging tactics, as illustrated in
Figure 2.1.

• Interface Interference describes dark patterns
that manipulate UIs to favour actions that are detri-
mental to the user. For instance, this can involve visu-
ally emphasising the more expensive option between
two products. Research papers were

coded as Forced

Action, Interface

Interference,

Obstruction,

Sneaking, and/or

Social Engineering

• Obstruction describes dark patterns that impede the
user’s workflow, actively hindering the action the
user intends to perform. An example is the "Roach
Motel" pattern, as shown in Figure 2.2.

• Sneaking describes dark patterns that obscure or
withhold information from users, which, if revealed,
would likely lead users to reject the action. An exam-
ple of this is the covert addition of items to a shopping
basket.

• Social Engineering describes dark patterns de-
signed to exploit users’ social psychology. An exam-
ple is falsely indicating that a product is highly pop-
ular, as depicted in Figure 2.1.

In our corpus, we identified five cases where new types New dark patterns were

coded to their closest

fitting dark pattern type

of dark patterns, not yet covered by the ontology of Gray
et al. [2024], were introduced. We matched these new
dark patterns to the closest corresponding high-level dark
pattern category. This finding highlights the continuous
expansion of dark pattern research, with new patterns
emerging as different domains explore this field. Table 3.6
presents the mapping of dark pattern types for each record
that introduced a new pattern and did not classify it under
the ontology of Gray et al. [2024].



32 3 Meta-Analysis

Reference Dark Pattern Type New Identified Dark
Pattern

Forced Action
Attention Quicksand,
Extreme Countdown

Interface Interference
Feature Fog,
Switch-Off DelayChaudhary et al. [2022]

Social Engineering Bias Grid
Dubiel et al. [2024] Interface Interference Synthetic Voice

Forced Action Narrative Obligation

Interface Interference

Default to Purchase,
Emotional
Interpersonal
Persuasion, Physical
Placement, UI
MisdirectionKing et al. [2023]

Obstruction
Predatory
Monetization

Kontogeorgou et al. [2023] Interface Interference Muscle Memory

Forced Action
Forced Endorsement,
Forced Wholesale

Sneaking Fuzzy Targeting

Wu et al. [2023]
Social Engineering

Disgracing Others,
Egoistic Norms,
Playacting, Retaining
Customers, Sophistry

Table 3.6: Coding of newly introduced dark patterns in five records that did not
classify the dark patterns according to the ontology by Gray et al. [2024].

Study Focus

We also aimed to categorise the papers based on the spe-Categorisation based

on contributions to dark

pattern research

cific aspects of dark pattern research they focused on. These
categories were developed following an initial examination
of the dataset, and the records were coded accordingly.

• Countermeasure Impact describes research papers
that examine how users perceive and respond to
countermeasures designed to mitigate dark patterns.

• Countermeasure Interpretation describes research
papers that explore how countermeasures can be im-
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proved, how they are utilised, and that generally
deepen our understanding of countermeasure effec-
tiveness.

• Countermeasure Proposal describes research papers Research papers were

coded as

Countermeasure

Impact,

Countermeasure

Interpretation,

Countermeasure

Proposal, DP

Discovery, DP Impact,

DP Interpretation, DP

Susceptibility and/or

Taxonomy

Construction

that introduce new techniques or tools to counteract
dark patterns.

• DP Discovery describes research papers that identify
previously unrecognised dark patterns, often in the
context of emerging user interfaces.

• DP Impact describes research papers that investigate
the effects of dark patterns on users.

• DP Interpretation describes research papers that
expand our understanding of dark patterns and their
implications.

• DP Susceptibility describes research papers that
explore how detectable dark patterns are and how
users might recognise them.

• Taxonomy Construction describes research papers
that introduce new taxonomies or classifications for
dark patterns.

Addressed Harms

We also sought to investigate how the research commu- We employed the user

harms defined by the

OECD [2022] to

categorise the research

papers

nity has examined the impacts of dark patterns on users.
To achieve this, it was necessary to categorise the harms
addressed by the papers. We had two viable options for
this categorisation: the first option was to align with the
normative perspective presented by Mathur et al. [2021],
while the second option was based on the harms to users
defined by the OECD [2022]. Ultimately, we opted for the
latter, as these harms were defined on the principles of
Mathur et al. [2021] but also integrated insights from other
researchers, including Susser et al. [2018].
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• User Autonomy describes research papers that ex-
plore impacts on users’ abilities to make independent
choices.

• Financial Loss describes research papers that delve
into the negative financial impacts experienced byResearch papers were

coded as User

Autonomy, Financial

Loss, Privacy Breach,

Psychological

Detriment and Time

Loss, Weaker or

Distorted

Competition and/or

Reduced Consumer

Trust and Engagement

users.

• Privacy Breach describes research papers that exam-
ine the unauthorised disclosure of user information.

• Psychological Detriment and Time Loss describes
research papers that explore cognitive burdens or the
unintended extra time users spend completing tasks.

• Weaker or Distorted Competition describes re-
search papers that investigate how dark patterns
undermine fair competition.

• Reduced Consumer Trust and Engagement describes
research papers that examine the declines in users’
trust in and engagement with a company due to its
use of dark patterns.

Platforms

We also aimed to categorise the contexts in which re-Platforms refer to the

contexts in which the

dark patterns were

examined

searchers investigated dark patterns. Given that dark pat-
terns are prevalent across a range of user interfaces, we
deemed it essential to document these contexts, as they
could offer valuable insights into emerging trends in the
research.

• E-Commerce describes research papers examining
dark patterns within the context of online shoppingResearch papers were

coded as E-Commerce,

Entertainment,

Gaming, Generic,

Navigation, Safety

Technology and/or

Social Media

platforms.

• Entertainment describes research papers exploring
dark patterns in entertainment services.

• Gaming describes research papers investigating dark
patterns in gaming services.
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• Generic describes research papers that investigate
dark patterns without focusing on a specific domain
or service.

• Navigation describes research papers analysing dark
patterns in services that provide geographic data and
directions to users.

• Safety Technology describes research papers inves-
tigating dark patterns within services related to user
safety technologies.

• Social Media describes research papers focused on
dark patterns within social networking platforms.

Country

Lastly, we sought to examine the trends in dark patterns
research across different cultures. To achieve this, we de-
cided to document the country of focus for each study. Broader category

aimed at gaining a

global perspective on

dark pattern research

We considered this an important step in identifying trends
and understanding how research could be expanded across
various cultural contexts. We labelled papers that did not
clearly state the origin of participants in empirical studies
or where the country of focus could not be determined as
Not Specific.

3.2 Results

Our dataset comprised 52 records, with 41 papers pub- General information of

literature corpuslished in conference proceedings. Of these, 14 were either
published at the CHI or in CHI extended abstracts. The re-
mainder were journal articles, predominantly featured in
editions of the Proceedings of the ACM on Human-Computer
Interaction (PACMHCI). Most of the papers were sourced
from the ACM Digital Library, with two records obtained
from the IEEE Xplore library and four identified through
references. For the analysis, we utilised Microsoft Excel5 for
5 https://www.microsoft.com/en-us/microsoft-365/excel [Accessed:

September 2024]
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coding, in combination with Python6 to compute distribu-
tion and frequency matrices. These matrices illustrate the
frequency with which each dark pattern type cooccurs with
codes from other categories in the corpus of 52 literature
contributions.

The following subsections present the results of our coding
process and qualitative analysis. A detailed overview of the
coding for each paper is provided in Appendix B.

Dark Pattern Types

In our corpus of 52 literature contributions, we identi-42 records were coded

with at least one type of

dark pattern

fied 42 papers that directly addressed at least one type of
dark pattern. These references often emerged from the use
of dark patterns in user studies. In 32 instances (62%), a
single research paper examined multiple high-level dark
patterns. A more detailed explanation of the five dark
pattern types, Forced Action, Interface Interference,
Obstruction, Sneaking and Social Engineering - can be
found in Section 3.1.3.

The most frequently studied dark pattern was InterfaceInterface

Interference was the

most common, while

Obstruction was the

least frequent dark

pattern type

Interference, which appeared in almost 78% of the pa-
pers that addressed dark patterns. Both Forced Action
and Social Engineering were equally prominent, featur-
ing in 69% and 64% of the papers, respectively. In contrast,
Obstruction was the least mentioned, appearing in only
48% of the papers. Figure 3.7 visually depicts the frequency
of each dark pattern type, with colour coding used to in-
dicate the number of papers mentioning each pattern in a
given year.

We also observed several instances where multiple darkForced Action

frequently co-occurred

with other types of dark

pattern in most

instances

pattern types were mentioned together in the same pa-
per. As such, we investigated which dark pattern
types co-occurred most frequently. Our findings revealed
that Forced Action frequently appeared alongside both
Interface Interference and Social Engineering, co-
occurring with each in 57% of the papers that referred

6 https://www.python.org/ [Accessed: September 2024]
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Figure 3.7: This histogram represents the prevalence of dark pattern types coded in
42 papers within the corpus, highlighting the number of papers categorising each
dark pattern type by year of publication.

to a dark pattern type. Furthermore, the combinations
of Forced Action and Social Engineering with either
Interface Interference or Sneaking were noted as hav-
ing the same number of instances as Obstruction (n=20),
making these the most common triads of co-occurring
codes. Figure 3.8 illustrates the combinations of co-
occurrences that were as frequent as or more frequent than
Obstruction.

To further analyse these co-occurrences, we computed a A Frequency matrix

describes the

co-occurrence of two

dark pattern types in

our corpus.

frequency matrix that reflected how often each dark pat-
tern type was studied in conjunction with another. Figure
3.9 visualises these relationships as a heatmap. The diago-
nal values represent the overall frequency with which each
dark pattern was examined. Interestingly, Forced Action
frequently co-appeared with Interface Interference and
Social Engineering, appearing together in 46% of the 52
papers.
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Figure 3.8: This histogram illustrates the combinations of dark pattern types coded
as most frequently co-occurring in the literature corpus.

Figure 3.9: The heatmap illustrates the frequency matrix representing the co-
occurrence of each dark pattern type with another within the corpus.
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Figure 3.10: The heatmap illustrates the Pearson correlation coefficient matrix be-
tween dark pattern types.

Assuming a potential linear relationship between the
codes, we measured the strength of their correlations us-
ing the Pearson correlation coefficient. Figure 3.10 A correlational matrix

describes the Pearson

correlation coefficients

between the dark

pattern types

presents the resulting correlation matrix. The strength
of these correlations varied greatly across different dark
pattern types. For example, Forced Action, Sneaking,
and Social Engineering exhibited very strong correla-
tions with one another, whereas the correlation between
Interface Interference and Social Engineering was
noticeably weaker, ultimately indicating the lower likeli-
hood that dark patterns might be studied together in a
given context.

Contribution Types

All of the papers in our dataset of 52 research con- All records were coded

with at least one

contribution type

tributions were assigned at least one code representing
their contribution types. These codes — Empirical,
Artifact, Methodological, Theoretical, Dataset, Survey
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Figure 3.11: This histogram represents the prevalences of the contribution types
coded in the corpus, highlighting the number of papers categorising each contribu-
tion type by year of publication.

and Opinion—were derived from the contributions of Wob-
brock and Kientz [2016] and are explained in Section 3.1.3.

Our corpus predominantly comprised Empirical contri-Most of our records

were classified as

Empirical

contributions

butions, which accounted for 65% of the papers. Addi-
tionally, we observed that 27% of the contributions were
classified as Artifact. Other contribution types included
Methodological (n=3), Theoretical (n=8), Dataset (n=6),
and Survey (n=5). Notably, we did not identify any re-
search papers that could be classified as Opinion contribu-
tions. Figure 3.11 illustrates the distribution of contribution
types in our corpus. While we could not identify any spe-
cific combinations of contribution types that co-occurred in
the corpus, it is noteworthy that out of the six instances
of Dataset contributions, five were also coded as Artifact
contributions.

Figure 3.12 presents the frequency of the different contri-
bution types across the various dark pattern types in the
literature corpus. The frequency matrix underscores the
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Figure 3.12: The heatmap illustrates the frequency matrix representing the co-
occurrence of each dark pattern type with each contribution type within the cor-
pus.

notable presence of Empirical contributions. This con- A frequency matrix

describes the

co-occurrence of dark

pattern and contribution

types

tribution type was frequently coded alongside different
dark pattern types, from being coded with Obstruction
type in 23% of the corpus papers to being coded with the
Interface Interference type 48% of the corpus papers.
Interface Interference paired with Empirical contribu-
tions accounted for the largest number of papers. In con-
trast, Artifact contributions showed a more limited range,
being coded with dark pattern types in 15% to 17% of the
cases.

Research Methods

We identified six distinct research methods— Field Study, 48 records were coded

with at least one

research method

Focus Group, Interview, Lab Study, Literature Review,
and Questionnaire—across 48 research papers in our
dataset. One paper, which did not utilise a specific research
method, presented preliminary findings, while two others
introduced detection tools. Additionally, one paper was a
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Figure 3.13: This histogram represents the prevalence of research methods coded
in 48 papers within the corpus, highlighting the number of papers utilising each
research method and sorted by publication year.

Methodological contribution, offering an evaluation tech-
nique for countermeasures. The research methods are ex-
plained in Section 3.1.3.

The most common research method employed in our cor-
pus was the Questionnaire, which was utilised in nearlyQuestionnaire was the

most common research

method

half of the cases, specifically 48%. Field Study was the
second most preferred method and was chosen in one-
third of the instances. The Focus Group method has gained
traction since 2023, emerging as a viable research method.
Figure 3.13 illustrates the distribution of research papers
categorised by various research methods and sorted by
their years of publications.

The frequency matrix depicted in Figure 3.14 illustrates theSurvey and Interface

Interference

appeared together in

33% of our corpus.

co-occurrence of each research method alongside specific
dark patterns within our literature corpus. The combina-
tion of Survey and Interface Interference was the most
frequently observed, appearing in 33% of the papers in our
corpus.
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Figure 3.14: This heatmap illustrates the frequency matrix representing the co-
occurrence of each dark pattern type with each research method within the corpus.

Study Focus

The eight distinct study focus categories, detailed in Sec-
tion 3.1.3, served to classify the primary objectives of the All records were coded

with at least one study

focus

collected research papers and their contributions within the
context of dark patterns research. We were able to assign a
code to every paper in our corpus.

Figure 3.15 highlights that the most prevalent study focus
was DP Impact (n=26), which appeared in approximately
half of the cases. This was followed by Countermeasure
Proposal and DP Susceptibility, which were present in DP Impact was the

most common study

focus and often

appeared alongside DP

Susceptibility

around 30% of the total research papers. Additionally, DP
Discovery was coded in 13% of the cases. Notably, the
combination of DP Impact and DP Susceptibility was the
most frequently observed co-occurrence, featuring together
in roughly 20% of the cases. The frequency matrix in Figure
3.16 further supports this trend, indicating that 38% of the
papers coded with DP Impact also included the dark pat-
tern Interface Interference, while 33% were associated
with the dark pattern Social Engineering.
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Figure 3.15: This histogram represents the prevalence of study focus areas coded in
the corpus, highlighting the number of papers categorising each study focus sorted
by year of publication.

Figure 3.16: This heatmap illustrates the frequency matrix representing the co-
occurrence of each dark pattern type with each study focus within the corpus.
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Addressed Harm

Of the 52 papers in our literature corpus, 21 could not 31 records addressed

at least one type of

harm

be classified as addressing a specific harm to the user,
as outlined in Section 3.1.3. We aligned our analysis
with the harms described by the OECD [2022], which
include User Autonomy, Financial Loss, Privacy Breach,
Psychological Detriment and Time Loss, Weaker or
Distorted Competition, and Reduced Consumer Trust
and Engagement.

Privacy Breach was the most frequently addressed Four harms were

researched more

extensively than the

others

harm in the literature, accounting for 65% of the re-
search papers discussing user harm. This was closely
followed by Psychological Detriment and Time Loss,
which were noted in 61% of the cases. Additionally,
User Autonomy and Financial Loss were addressed in
52% of the papers. In contrast, the issues of Weaker
or Distorted Competition (n=7) and Reduced Consumer
Trust and Engagement (n=2) received considerably less at-
tention. A more detailed distribution of these harms over
the years is illustrated in Figure 3.17.

The heatmap presented in Figure 3.18 demonstrates a sim- A frequency matrix

describes the

conjunction of dark

pattern and harms

addressed

ilar trend. Notably, Privacy Breach is most frequently as-
sociated with the dark pattern Interface Interference,
which was coded together in 33% of the cases. In contrast,
for Psychological Detriment and Time Loss, the dark
pattern Social Engineering appeared most often. These
were coded together in 29% of the cases.

Platforms

We coded 46 publications in our corpus according to plat- Six papers could not be

assigned to a platformform types as defined in Section 3.1.3. The platforms were
classified as E-Commerce, Entertainment, Gaming, Generic,
Navigation, Safety Technology, and Social Media.

Our analysis revealed that E-Commerce was the most ex-
plored platform, with approximately 40% of the papers
coded under this category. Generic platforms were also
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Figure 3.17: This histogram represents the prevalence of harms addressed as coded
in 31 papers within the corpus, highlighting the number of papers categorising
each type of harm and sorting them by year of publication.

Figure 3.18: This heatmap illustrates the frequency matrix representing the co-
occurrence of each dark pattern type with each addressed harm within the corpus.
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Figure 3.19: This histogram represents the prevalence of platforms coded in 46
papers within the corpus. It highlights the number of papers categorising each
platform and sorts them by year of publication.

extensively studied, accounting for 32% of the papers, fol- The volume of research

on each platform varied

considerably

lowed by Social Media, which appeared in 24% of the
publications. On the other hand, Safety Technology and
Navigation were rarely mentioned - each appearing in only
one instance. Figure 3.19 illustrates the frequency of studies
on each platforms over the years.

The frequency matrix in Figure 3.20 illustrates the occur- Social Engineering

was predominantly

observed with

E-Commerce, while

Interface

Interference was

mainly observed with

Generic

rence of each platform type in conjunction with dark pat-
terns across our literature corpus. A notable observation
is that within E-Commerce platforms, the most frequently
used dark pattern was Social Engineering, with the two
items being coded together in 27% of the papers. In con-
trast, for Generic platforms, the most common dark pattern
was Interface Interference. These two codes appeared
together in 25% of the cases.
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Figure 3.20: This heatmap illustrates the frequency matrix representing the co-
occurrence of each dark pattern type with each platform within the corpus.

Country

In our dataset, 44% (n=23) of the papers explored dark pat-Less than half of the

papers specified a

country for the research

terns within a culture-specific context. The remaining liter-
ature either included an international audience or did not
specify a particular country. Figure 3.21 illustrates the dis-
tribution of research papers across various countries. No-
tably, three papers focused on multiple cultures, and one
examined participants from several EU countries without
emphasising any specific nation. Additionally, 10 culture-
specific papers were published in 2024. Table B.3 provides a
comprehensive overview of all the countries represented in
the reviewed literature, along with the corresponding ref-
erences.
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Figure 3.21: This histogram represents the distribution of dark pattern research
across countries, with a total of 23 papers attributed to specific countries.
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Chapter 4

Evaluation

The following chapter examines the final results concerning
the four research questions outlined in Chapter 1. We also
compare our results with similar recent contributions and
discuss the study’s limitations.

4.1 Discussion

We conducted a systematic literature review of 52 research
papers focused on dark patterns and published through
various conferences and journals from 2019 to August 2024.
In the following sections, we will aim to address the re-
search questions outlined in Chapter 1 by drawing on
the findings from our meta-analysis. Additionally, we
will compare our results with existing literature reviews,
such as those by Gray et al. [2023], Nie et al. [2024], and
Zielke [2024].

In the following sections, we will provide an overview of
dark pattern research in the past (RQ1), explore the impact
of dark patterns on users (RQ2), and examine how coun-
termeasure research has evolved (RQ3). Finally, we will
conclude by predicting potential future trajectories in dark
pattern research (RQ4).
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4.1.1 Dark Patterns Over Recent Years

Research on dark patterns has expanded rapidly over theThe annual volume of

dark pattern

contributions reflects

the observations made

by Lukoff et al. [2021]

past five years, as shown in Figure 4.1, aligning with trends
noted by Lukoff et al. [2021]. We observed more conference
publications than journal articles, a trend also observed by
Gray et al. [2023], though there was a slight dip in 2022.
This finding was similar to one by Zielke [2024]. Our cor-
pus screening highlighted a predominant focus on the im-
pact of dark patterns on users, with IMP being the most
common theme. However, few studies addressed legisla-
tion, possibly due to the computer science focus of our data
sources, such as ACM Digital Library and IEEE Xplore. A
broader search, like one on Google Scholar, might provide
a wider cross-disciplinary view. Additionally, with the rise
of accessible technologies like VR [Hamad and Jia, 2022], an
increasing number of papers have started to explore dark
patterns in these spaces, although user interaction with
such patterns remains comparatively underexplored.

In our corpus, we identified a higher number of EmpiricalDistribution of

contribution types

compared to

Zielke [2024]

contributions, followed by Artifact contributions. While
this aligns with the findings of Zielke [2024], we noted a
significant difference in the volume of publications con-
taining other contribution types, such as Methodological
and Theoretical. This discrepancy may have been due
to our eligibility criteria, which focused on research papers
that examined the impact of dark patterns on users and the
development of countermeasures. Despite this, our iden-
tification and screening phase supports Zielke [2024], as
many papers emphasised efforts to create a unified inter-
pretation of dark patterns (SHA) and included literature re-
views on manipulation in emerging areas like VR [Hadan
et al., 2024].

Among the dark patterns studied, we observed thatDark pattern types

observed compared to

Zielke [2024]

Interface Interference received the most attention. Sim-
ilarly, Zielke [2024] highlighted the extensive study of
Forced Action, which was also prominent in our findings.
Interestingly, Zielke [2024] used the earlier ontology pro-
posed by Gray et al. [2023], where the dark pattern "Nag-
ging" was a high-level category, and "Attention Capture"
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Figure 4.1: This histogram displays the number of dark pat-
tern research papers identified in the literature search over
the years. The increase in the number of papers mirrors
the trend discussed by Lukoff et al. [2021], though the his-
togram only represents data up to August 2024.

was not yet identified. In our coding, based on Gray
et al. [2024], both have been classified as meso-level dark
patterns under Forced Action. Additionally, Zielke [2024]
pointed out that the research community only started fo-
cusing on Social Engineering around 2019. Although our
literature review does not cover research before 2020, we
can confirm that Social Engineering has become a well-
explored dark pattern type in the past five years.

The most frequently used research method in the studies Research method used

in the past five yearswas Questionnaire, likely due to its ability to reach a larger
sample with fewer logistical barriers. A set of structured
questions can easily be distributed online, allowing partici-
pants to respond from the comfort of their homes. Interest-
ingly, the use of the Lab Study and Interview methods has
also gained momentum since 2021. However, there were
no such studies in 2022, likely due to the impact of COVID-
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19, corroborating Zielke [2024]’s observation that the pan-
demic hindered dark pattern research, particularly meth-
ods that require in-person interactions. Another notewor-
thy trend is the recent rise of Focus Group studies, whichFocus Group as a

research method has

recently been adopted

includes workshops and group discussions. This aligns
with Zielke [2024]’s finding that "brainstorming" as a re-
search method has gained popularity in recent years.

4.1.2 Impact on Users

Dark patterns often lead to consequences that vary in mag-There has been an

evolution in DP

Susceptibility over

the past five years

nitude, but the question remains: how detectable are these
patterns to the average user? In our corpus, 16 papers
were coded under the study focus of DP Susceptibility.
The research investigating user detection of dark pat-
terns examined all classified dark patterns, with Interface
Interference being the most frequently studied. Over
the past five years, research results on DP Susceptibility
have evolved. In 2020, Di Geronimo et al. [2020] noted that
most users fail to recognise dark patterns unless informed
about them. By 2021, M. Bhoot et al. [2021] observed an
increase in awareness, although this was still in its early
stages. Interestingly, Bongard-Blanchy et al. [2021] claimed
in 2021 that while users may be aware of dark patterns, they
can still be deceived by them. More recent research, such
as that by Sánchez Chamorro et al. [2024a] and Renaud
et al. [2024], indicates a higher level of awareness among
participants.

Within our literature corpus, we identified a significant fo-Compared to Gray

et al. [2023], we found

more research papers

on E-Commerce

cus on E-Commerce platforms, with Generic platforms be-
ing the second most frequently researched. This finding
contradicts Gray et al. [2023], who observed more literature
contributions concerning "digital services," equivalent to
our Generic category. The discrepancy arose because Gray
et al. [2023] conducted their literature search in September
2022, while many of the papers in our dataset coded with
E-Commerce were published after 2022. This shift indicates
that the research community has recently directed more at-
tention towards online shopping platforms. Additionally,
we observed a trend towards specialisation in research fo-
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cusing on specific platform types, such as safety technol-
ogy [Chordia et al., 2023] and navigation [Bongard-Blanchy
et al., 2023] , indicating a growing interest in exploring di- New platforms are

being explored in dark

pattern research

verse contexts. Furthermore, user studies are no longer
confined to desktop interfaces; researchers have expanded
their investigations to include contexts such as CUI [Dubiel
et al., 2024] and mobile apps [Di Geronimo et al., 2020].

Similar to the findings of Nie et al. [2024], we observed that Personal user and user

autonomy detriment

were comparatively

more investigated

the first four harms described by the OECD [2022]—User
Autonomy, Financial Loss, Privacy Breach, and
Psychological Detriment and Time Loss—were ex-
plored more frequently. In contrast, harms related to struc-
tural user detriment, Weaker or Distorted Competition
and Reduced Consumer Trust and Engagement, re-
ceived less attention. Additionally, Privacy Breach and
Interface Interference were extensively studied, indi-
cating a strong focus on research involving user consent,
a trend also noted by Gray et al. [2023] in the context of
consent banners.

A recent trend in dark pattern research is the growing fo- Culture-specific and

age-specific research is

receiving increasing

attention

cus on specialised study samples. Research has expanded
to examine the influence of dark patterns in different cul-
tural contexts. However, such studies have predominantly
emerged from countries with established laws against dark
patterns, suggesting that these societies are more aware of
the issue. No studies were identified in regions such as
Africa or Latin America during the course of this review.
Additionally, since 2023, researchers have begun investi-
gating the effects of dark patterns on specific age groups,
such as children [Fitton et al., 2024; Renaud et al., 2024] and
older adults [Sánchez Chamorro et al., 2024a].

4.1.3 Countermeasures to Dark Patterns

Since 2023, Countermeasure Proposal has gained momen- Countermeasure

Proposal has been on

the rise since 2023

tum as researchers develop tools to mitigate the influence of
dark patterns on users. These detection tools utilise meth-
ods like text and colour analysis and are applied across
various platforms, including E-Commerce, Entertainment,
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and Social Media. In our corpus, we identified that a
countermeasure was proposed for every dark pattern type.
However, not all dark patterns can be detected automati-
cally, as their design can vary significantly, making detec-
tion more challenging. This challenge was also noted by
Nie et al. [2024], who emphasised the complexity of devel-
oping universal detection mechanisms for dark patterns.

Countermeasure Impact studies remain scarce and do notNot all dark pattern

types are equally

addressed in

countermeasure

research

cover all dark patterns equally, with most countermeasures
focusing on cookie consent and detecting GDPR violations.
Researchers have only recently begun testing countermea-
sures on E-Commerce platforms to observe how users in-
teract with them. However, most studies have focused on
detecting dark patterns within datasets, with fewer explor-
ing how the average user responds to these interventions.
There is a pressing need to assess whether existing dark
pattern countermeasures are comprehensible and effective
for users.

Furthermore, many proposed countermeasures include an
educational component, which underscores the necessity
for users to become more aware of dark patterns and
their potential consequences. Even the most well-designed
countermeasures might not be effective if the user does not
have a sufficient understanding of how dark patterns oper-
ate. Most current countermeasures are limited to detecting
dark patterns and informing users, but this approach alone
is insufficient. If users lack the awareness or knowledge toCountermeasures must

address users’ lack of

awareness regarding

dark pattern

recognise the manipulation tactics, they may still fall prey
to these deceptive designs despite the warnings. To im-
prove the effectiveness of countermeasures, future detec-
tion tools should focus on identifying dark patterns and in-
corporating strategies to educate users about the risks. Ad-
ditionally, countermeasures should be tailored to accom-
modate varying user awareness levels, ensuring that even
less-informed individuals are protected from dark pattern
exploitation.

Other countermeasures, such as establishing ethical guide-
lines for UI designers and introducing legislation prohibit-
ing dark patterns on platforms, were not explored in detail
during our literature review. However, during our identi-
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fication and screening phase, we observed that both the re- Ethical and legislative

countermeasures were

not included in this

review

search and legislative communities have made significant
strides in this area to protect consumers. While not the fo-
cus of our study, these initiatives are essential methods that
contribute to the broader efforts to combat dark patterns.
By addressing the issue from a design and regulatory per-
spective, these measures complement technological coun-
termeasures and play a crucial role in safeguarding user in-
terests.

4.1.4 Dark Patterns in Future

The development of dark patterns is likely to continue ex- Dark pattern are an

emerging areas of

research in other fields

panding as more domains begin to take an interest in their
study. Emerging fields will likely focus on identifying dark
patterns that manipulate users in their specific areas, po-
tentially leading to new taxonomies or extensions of exist-
ing ones. Additionally, as research continues, new types of
dark patterns may be discovered in unexplored platforms
or interfaces.

As this field of research evolves, there is also a growing Dark pattern research

aims to expand

understanding of

various age groups and

cultures

interest in understanding the impact of dark patterns on
specific populations. This could lead to extensive studies
on the effects of dark patterns on children, who have in-
creasing access to the internet, or older adults, who may
lack technological expertise. Furthermore, dark patterns’
impacts on vulnerable groups will likely receive more at-
tention, as well as how different cultures from the East to
the West interact with dark patterns across various inter-
faces. These insights would help the research community
develop more effective countermeasures tailored to diverse
environments.

Regarding countermeasure development, researchers are Countermeasure

research should involve

more users

expected to focus on creating more user-friendly solutions,
enabling users to detect dark patterns more easily on their
interfaces. Additionally, further advancements will likely
aim to enhance detection mechanisms, allowing counter-
measures to cover a broader range of dark patterns, thereby
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providing more comprehensive protection against manipu-
lative design practices.

Another anticipated trend is a shift towards conducting
more Lab Study and Focus Group research. These meth-
ods allow researchers to better understand the effects and
experiences of users and offer valuable insights into howLab Study and Focus

Group are likely to be

used more frequently

as research methods

dark patterns are perceived in controlled settings. Addi-
tionally, with approximately 15 years having passed since
Brignull et al. [2023] first coined the term ’dark pattern’, the
field has seen substantial growth across various disciplines.
We also anticipate an increase in Survey contributions, as
these studies enable researchers to capture a comprehen-
sive overview of the state of dark pattern research. This
broader approach will expand the range of insights and
provide a clearer understanding of emerging trends and
their implications across different domains.

4.2 Limitations

While completing this bachelor’s thesis, we encounteredStricter eligibility criteria

resulted into a smaller

corpus

several challenges that were difficult to mitigate. Primarily,
given the limited resources available for a bachelor’s thesis,
this literature review represents only a subset of dark pat-
tern research from the last five years. The eligibility crite-
ria were specifically designed to address our research ques-
tions, which may have led to the exclusion of studies offer-
ing different perspectives or alternative themes.

As a result, compared to Nie et al. [2024] and GrayUnderappreciated dark

pattern research in

other domains

et al. [2023], our corpus comprised a relatively smaller
number of records. Consequently, we may have uninten-
tionally undervalued the development of dark pattern re-
search in other domains, such as gaming and VR, which
could have provided a more comprehensive assessment of
future trajectories in dark pattern research. This limitation
restricted our ability to capture the broader scope of emerg-
ing fields and trends.

Additionally, we conducted our initial literature search us-Data collection method

could be broader ing only two databases, which likely limited our access to
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important contributions. After defining the corpus of litera-
ture, we also observed that the search engines missed some
relevant studies despite fitting our screening and eligibility
criteria. Consequently, there is a chance that some relevant
papers were not identified during our search.

Furthermore, our codebook could have been more precise, Codebook could have

been more precisewhich would have facilitated a more detailed analysis. This
could have been achieved by analysing dark pattern types
at the meso-level rather than just the high-level dark pat-
tern types. However, this approach would have risked cre-
ating an excessive number of categories, potentially hinder-
ing constructive analysis in every context. Nevertheless,
it may have been possible to identify meso-level patterns
within the codebook for more frequently occurring dark
pattern types. The same consideration applies to other cat-
egories in our codebook.

Lastly, the coding of the papers was conducted by a single Possibility of human

errorperson. Although the coding process was repeated multi-
ple times and a small incubation period was implemented
to allow for a fresh perspective, the possibility that a paper
was misinterpreted or there was human error cannot be en-
tirely ruled out. Despite efforts to minimise these risks, the
absence of a second reviewer introduced some potential for
subjective bias in the analysis.
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Chapter 5

Summary and Future
Work

The following chapter presents a summary and overview of
this thesis’s contributions. Based on our findings, we con-
clude the thesis by suggesting future research directions.

5.1 Summary and Contributions

In this thesis, we conducted a systematic literature review Overall summary

following the PRISMA guidelines by Page et al. [2021] to
evaluate research on dark patterns since 2020. Our research
questions focused on how the academic community has
studied the impact of dark patterns on users, as well as
the development of countermeasures to address these pat-
terns. In conclusion, we hope to have provided a meaning-
ful overview of dark pattern research related to user impact
and the ongoing development of countermeasures.

Our results indicated that Interface Interference was Summary of dark

pattern research in

recent years

the most extensively explored dark pattern in our cor-
pus, closely followed by Forced Action. In contrast,
Obstruction received the least attention. Additionally,
there was a notable prevalence of Empirical and Artifact
contributions. While Questionnaire was the predominant
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research method employed, other approaches, such as the
Lab Study and Focus Group, have begun to gain momen-
tum.

We observed a notable shift in the literature regarding userSummary of dark

pattern’s impact on

users

awareness of dark patterns. Studies indicate that while
users are increasingly aware of dark patterns, many still
succumb to their influence. The existing research primarily
focuses on user reactions on E-Commerce and Generic plat-
forms, with specific platforms also emerging as topics of
research interest. Although four of the harms outlined by
the OECD [2022] have been frequently examined, the cu-
mulative impact of dark patterns on consumers as a whole
remains underexplored.

Over the past two years, researchers have begun to exam-Summary of

countermeasure

research

ine how users respond to dark patterns when countermea-
sures are implemented and explore various strategies for
mitigating their effects. The development of dark pattern
detection tools employs various techniques; however, these
solutions are not yet easily accessible to the average user.
As a result, user education remains a vital component in
reducing the harms associated with dark patterns.

5.2 Future Work

Future work following this thesis could include broad-Expanding the corpus

criteria for a broader

perspective

ening the scope of eligibility criteria to gain a more com-
prehensive perspective on dark pattern research. For in-
stance, researchers could expand their literature search
queries across various databases, utilise search engines not
included in this study, and incorporate dark pattern syn-
onyms identified over the years. This approach could lead
to a larger corpus of literature records and offer a deeper
understanding of the field.

Moreover, future research could expand dark pattern cod-Expanding the

codebook for a detailed

overview

ing and examine how meso-level or low-level dark pat-
tern types are represented in the literature. How many of
these patterns are detectable, what their impacts on users
are, and how susceptible different demographic groups are
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to these patterns are essential questions that remain unex-
plored and could be addressed through empirical studies
involving human participants.

Additionally, there is potential for researchers to investi- Dark pattern research

in other domainsgate how dark patterns manifest in new domains where
research is limited. Understanding how the number and
nature of dark patterns evolve in these areas, especially as
they become more available to the average user, would be
a valuable line of inquiry.

Finally, an innovative direction for future research could Annual reviews to map

the expanding dark

pattern research

involve producing periodic literature reviews on dark pat-
terns - perhaps annually. This would allow for an evalua-
tion of how dark patterns develop across disciplines such
as law, ethics, psychology, and human-computer interac-
tion. Although this endeavour would be labour-intensive,
it could serve as a significant resource for researchers seek-
ing to track the evolution of dark patterns over time.
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Appendix A

Unscreened Dataset

The Table A.1 below provides an overview of the identi-
fied dataset, with the detailed collection process described
in Section 3.2. It includes the conference, journal or maga-
zine where each work was published, denoted by "(C)" for
conferences, "(J)" for journals and "(M)" for magazines, and
the category assigned to each entry, as explained in Section
3.2.

Furthermore, we specify the source of each paper: pa-
pers retrieved from the ACM Digital Library are tagged as
ACM, those from IEEE Xplore are labeled I3E, and records
sourced from references are marked as REF.

Lastly, the table indicates whether the paper was deemed
eligible for inclusion in our literature review, with a "✁" rep-
resenting selection and a "✂" indicating exclusion.
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Reference Conference or
Journal Type Derived

from Eligibility

[Albuquerque et al., 2024] PACMHCI (J) IMP ACM ✁
[Babaei and
Vassileva, 2024] FAccT (C) COU ACM ✁

[Berens et al., 2022] ARES (C) IMP ACM ✁
[Bermejo Fernandez
et al., 2021] PACMHCI (J) IMP ACM ✁

[Bongard-Blanchy
et al., 2021] DIS (C) IMP ACM ✁

[Bongard-Blanchy
et al., 2023] EuroUSEC (C) IMP ACM ✁

[Chang et al., 2024] CHI EA (C) SHA ACM ✁
[Chaudhary et al., 2022] DIS (C) IMP ACM ✁
[Chen et al., 2023] UIST (C) COU ACM ✁
[Chordia et al., 2023] CHI (C) IMP ACM ✁
[Di Geronimo et al., 2020] CHI (C) IMP ACM ✁
[Dubiel et al., 2024] IUI (C) IMP ACM ✁
[Fitton et al., 2024] IHC (C) IMP ACM ✁
[Gray et al., 2021] PACMHCI (J) IMP ACM ✁
[Gray et al., 2024] CHI (C) SHA ACM ✁
[Gundelach and
Herrmann, 2023] ARES (C) COU ACM ✁

[Habib et al., 2022] CHI (C) IMP ACM ✁
[Inal et al., 2024] ETRA (C) IMP ACM ✁
[Jafari and
Vassileva, 2024] UMAP (C) COU ACM ✁

[Kaneko et al., 2024] DIS (C) COU ACM ✁
[Keleher et al., 2022] NordiCHI (C) IMP ACM ✁
[King et al., 2023] PACMHCI (J) IMP ACM ✁
[Kirkman et al., 2023] EuroS&P (C) COU I3E ✁
[Kollnig et al., 2021] CHI EA (C) COU ACM ✁
[Kontogeorgou
et al., 2023] ECCE (C) IMP ACM ✁

[M. Bhoot et al., 2021] IndiaHCI (C) IMP ACM ✁
[Mansur, 2023] ICSE (C) COU ACM ✁
[Mansur et al., 2023] ICSE (C) COU ACM ✁
[Mathur et al., 2019] PACMHCI (J) COU REF ✁
[Mathur et al., 2021] CHI (C) SHA ACM ✁
[Mejtoft et al., 2023] ECCE (C) IMP ACM ✁

Continued on next page
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Reference Conference or
Journal Type Derived

from Eligibility

[Mildner and
Savino, 2021] CHI EA (C) IMP ACM ✁

[Mildner et al., 2023] DIS (C) IMP ACM ✁
[Nazarov and
Yerkebulan, 2022] Mathematics (J) COU REF ✁

[Nie et al., 2024] PACMSE (J) SHA ACM ✁
[Renaud et al., 2024] TOCHI (J) IMP ACM ✁
[Sánchez Chamorro
et al., 2024a] DIS (C) IMP ACM ✁

[Sanchez Chamorro
et al., 2024b] DIS (C) IMP ACM ✁

[Salina and
Sangaraju, 2021] ICSADL (C) COU REF ✁

[Sazid et al., 2023] APSEC (C) COU I3E ✁
[Schaffner et al., 2022] PACMHCI (J) IMP ACM ✁
[Schäfer et al., 2023] MuC (C) COU ACM ✁
[Schäfer et al., 2024] CHI (C) COU ACM ✁
[Seaborn et al., 2024] CHI EA (C) IMP ACM ✁
[Sheil et al., 2024] CHI (C) IMP ACM ✁
[Shi et al., 2024] WWW (C) COU ACM ✁
[Stavrakakis et al., 2021] AIT (J) COU REF ✁
[Swart et al., 2020] CHI (C) COU ACM ✁
[Tiemessen et al., 2023] CHI EA (C) IMP ACM ✁
[Vigh et al., 2024] DIS (C) COU ACM ✁
[Westin and
Chiasson, 2021] CHI (C) IMP ACM ✁

[Wu et al., 2023] TOCHI (J) IMP ACM ✁
[Aagaard et al., 2022] CHI (C) ETH ACM ✂
[Ahuja and Kumar, 2024] EduCHI (C) ETH ACM ✂
[Alberts et al., 2024] PACMHCI (J) ETH ACM ✂
[Aliman and
Kester, 2020] AIVR (C) TRD I3E ✂

[Anne de Haas and
Lee, 2022] ISMARW (C) TRD I3E ✂

[Avanesi et al., 2023] CUI (C) OTH ACM ✂
[Baroni et al., 2021] IHC (C) SHA ACM ✂
[Birk et al., 2023] CHI EA (C) OTH ACM ✂
[Birk et al., 2024] GAMES (J) TRD ACM ✂
[Caragay et al., 2024] CHI (C) ETH ACM ✂

Continued on next page
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Reference Conference or
Journal Type Derived

from Eligibility

[Dickinson et al., 2022] CHI EA (C) TRD ACM ✂
[Dula et al., 2023] SIEDS (C) TRD I3E ✂
[Eghtebas et al., 2023] DIS (C) TRD ACM ✂
[Feng et al., 2023] ICBDA (C) SHA I3E ✂
[Freeman et al., 2022] PACMHCI (J) ETH ACM ✂
[Frommel et al., 2023] CHI-PLAY (C) OTH ACM ✂
[Gray et al., 2020] DIS (C) ETH ACM ✂
[Gray et al., 2021] ICER (C) ETH ACM ✂
[Gray et al., 2021] CHI (C) LAW ACM ✂
[Gray et al., 2023] CHI EA (C) OTH ACM ✂
[Gray et al., 2023] CHI EA (C) OTH ACM ✂
[Gray et al., 2023] CHI EA(C) SHA ACM ✂
[Gray et al., 2023] DIS (C) SHA ACM ✂
[Gray et al., 2024] CHI EA (C) OTH ACM ✂
[Gunawan et al., 2021] PACMHCI (J) SHA ACM ✂
[Gunawan et al., 2022] CSLAW (C) LAW ACM ✂
[Hadan et al., 2024] CSUR (J) TRD ACM ✂
[Hidaka et al., 2023] CHI (C) SHA ACM ✂
[Hodent et al., 2024] GAMES (J) ETH ACM ✂
[Hogan et al., 2022] ToCHI (J) TRD ACM ✂
[Kender and
Frauenberger, 2022] DIS (C) TRD ACM ✂

[Kollnig et al., 2023] FAccT (C) ETH ACM ✂
[Kowalczyk et al., 2023] CHI (C) TRD ACM ✂
[Krauß et al., 2024] TOCHI (J) TRD ACM ✂
[Krisam et al., 2021] EuroUSEC (C) SHA ACM ✂
[Kyi et al., 2023] CHI (C) LAW ACM ✂
[Lacey and
Caudwell, 2020] HRI (C) TRD ACM ✂

[Lindblom et al., 2024] ARSO (C) TRD I3E ✂
[Long et al., 2023] CCS (C) SHA ACM ✂
[Lu et al., 2024] PACMHCI (J) ETH ACM ✂
[Lukoff et al., 2021] CHI EA (C) OTH ACM ✂
[Mathur, 2021] CHI EA (C) OTH ACM ✂
[Mildner et al., 2022] CUI (C) ETH ACM ✂
[Mildner et al., 2023] CHI (C) SHA ACM ✂
[Mildner et al., 2024] CHI (C) TRD ACM ✂
[Miranda et al., 2022] IHC (C) ETH ACM ✂

Continued on next page
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Reference Conference or
Journal Type Derived

from Eligibility

[Monge Roffarello and
De Russis, 2022] CHI (C) SHA ACM ✂

[Monge Roffarello
et al., 2023] CHI (C) SHA ACM ✂

[Morel et al., 2022] CCS (C) LAW ACM ✂
[Narayanan et al., 2020] CACM (M) SHA ACM ✂
[Nouwens et al., 2020] CHI (C) LAW ACM ✂
[Owens et al., 2022] EuroUSEC (C) TRD ACM ✂
[Rogers et al., 2021] CHI EA (C) OTH ACM ✂
[Rogers et al., 2020] CHI EA (C) OTH ACM ✂
[Sánchez Chamorro, 2023] CHI EA (C) OTH ACM ✂
[Sánchez Chamorro
et al., 2023] DIS (C) ETH ACM ✂

[Soe et al., 2020] NordiCHI (C) LAW ACM ✂
[Tahaei and Vaniea, 2021] CHI EA (C) ETH ACM ✂
[Tiangpanich and
Nimkoompai, 2022] ICBIR (C) ETH I3E ✂

[Van Hofslot et al., 2022] NLLP (C) OTH ACM ✂
[Wagner et al., 2020] FAT* (C) LAW ACM ✂
[Warberg et al., 2023] CCS (C) LAW ACM ✂
[Westin and
Chiasson, 2020] NSPW (C) SHA ACM ✂

[Yada et al., 2022] Big Data (C) SHA I3E ✂
[Yada et al., 2023] BigData (C) SHA I3E ✂
[Zeng et al., 2021] IMC (C) SHA ACM ✂
[Zhang-Kennedy
et al., 2024] PACMHCI (J) ETH ACM ✂

Table A.1: 118 literature contributions were identified after the literature search
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Appendix B

Screened Dataset

This appendix provides a detailed summary of the 52 pa-
pers analyzed throughout this thesis. For clarity, the ap-
pendix is divided into three distinct tables. Table B.1
presents the contribution type, research method, and dark
patterns addressed in each paper. Table B.2 outlines the
study focus, harms discussed, and the platform empha-
sized in each paper. Finally, Table B.3 lists all papers that
focused on research conducted in a specific country. Papers
not listed in Table B.3 either did not address a particular
country or targeted a global audience, for example, through
international surveys.
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Reference Contribution
Type

Research
Method

Dark Patterns
Addressed

[Albuquerque
et al., 2024]

Empirical,
Survey

Literature
Review

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

[Babaei and
Vassileva, 2024] Empirical Questionnaire Not Specific

[Berens et al., 2022] Empirical Questionnaire Interface
Interference

[Bermejo Fernandez
et al., 2021] Empirical Questionnaire

Forced Action,
Interface
Interference

[Bongard-Blanchy
et al., 2021] Empirical Questionnaire

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

[Bongard-Blanchy
et al., 2023] Empirical Questionnaire Interface

Interference

[Chang et al., 2024] Survey Literature
Review Not Specific

[Chaudhary
et al., 2022] Empirical Field Study

Forced Action,
Interface
Interference, Social
Engineering

[Chen et al., 2023] Artifact, Dataset

Literature
Review,
Question-
naire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Chordia et al., 2023] Empirical,
Theoretical Interview

Forced Action,
Interface
Interference,
Obstruction, Social
Engineering

Continued on next page
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Reference Contribution
Type

Research
Method

Dark Patterns
Addressed

[Di Geronimo
et al., 2020]

Dataset,
Empirical

Field Study,
Question-
naire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking

[Dubiel et al., 2024] Empirical Questionnaire Interface
Interference

[Fitton et al., 2024] Empirical
Lab Study,
Question-
naire

Forced Action,
Social Engineering

[Gray et al., 2021] Empirical
Interview,
Question-
naire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Gray et al., 2024] Survey,
Theoretical

Literature
Review Not Specific

[Gundelach and
Herrmann, 2023] Artifact, Dataset Not Specific

Interface
Interference,
Obstruction

[Habib et al., 2022] Empirical
Field Study,
Question-
naire

Forced Action,
Interface
Interference, Social
Engineering

[Inal et al., 2024] Empirical Lab Study Interface
Interference

[Jafari and
Vassileva, 2024] Empirical Questionnaire Not Specific

[Kaneko et al., 2024] Empirical,
Methodological

Field Study,
Interview

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

[Keleher et al., 2022] Empirical Questionnaire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

Continued on next page
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Reference Contribution
Type

Research
Method

Dark Patterns
Addressed

[King et al., 2023] Empirical Questionnaire

Forced Action,
Interface
Interference,
Obstruction

[Kirkman
et al., 2023] Artifact Field Study

Forced Action,
Interface
Interference,
Obstruction,
Sneaking

[Kollnig et al., 2021] Artifact,
Theoretical Field Study Not Specific

[Kontogeorgou
et al., 2023] Empirical Lab Study Interface

Interference

[M. Bhoot
et al., 2021]

Empirical,
Theoretical

Lab Study,
Question-
naire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Mansur, 2023] Artifact, Dataset Not Specific Not Specific

[Mansur et al., 2023] Artifact, Dataset Field Study

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

[Mathur et al., 2019] Artifact, Dataset,
Theoretical Field Study

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Mathur et al., 2021] Methodological,
Survey

Literature
Review Not Specific

[Mejtoft et al., 2023] Empirical
Questionnaire,
Focus Group,
Lab Study

Interface
Interference

[Mildner and
Savino, 2021] Empirical

Field Study,
Question-
naire

Interface
Interference,
Obstruction

Continued on next page
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Reference Contribution
Type

Research
Method

Dark Patterns
Addressed

[Mildner et al., 2023] Empirical
Focus Group,
Question-
naire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Nazarov and
Yerkebulan, 2022] Artifact Field Study

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Nie et al., 2024] Survey,
Theoretical

Literature
Review Not Specific

[Renaud et al., 2024] Empirical Focus Group
Forced Action,
Sneaking, Social
Engineering

[Sánchez Chamorro
et al., 2024a] Empirical Focus Group Not Specific

[Sanchez Chamorro
et al., 2024b] Empirical Interview

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

[Salina and
Sangaraju, 2021] Artifact Field Study Not Specific

[Sazid et al., 2023] Artifact Not Specific

Forced Action,
Obstruction,
Sneaking, Social
Engineering

[Schaffner
et al., 2022] Empirical

Field Study,
Question-
naire

Forced Action,
Obstruction,
Sneaking, Social
Engineering

[Schäfer et al., 2023] Artifact Questionnaire
Interface
Interference, Social
Engineering

Continued on next page
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Reference Contribution
Type

Research
Method

Dark Patterns
Addressed

[Schäfer et al., 2024] Empirical Lab Study

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

[Seaborn et al., 2024] Empirical Lab Study,
Interview

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Sheil et al., 2024] Empirical Field Study Obstruction

[Shi et al., 2024] Methodological Not Specific Forced Action,
Obstruction

[Stavrakakis
et al., 2021]

Artifact,
Theoretical

Literature
Review

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Swart et al., 2020] Artifact
Field Study,
Question-
naire

Sneaking

[Tiemessen
et al., 2023] Empirical Questionnaire Social Engineering

[Vigh et al., 2024] Artifact,
Empirical

Field Study,
Interviews,
Question-
naire

Forced Action,
Interface
Interference,
Obstruction,
Sneaking, Social
Engineering

[Westin and
Chiasson, 2021]

Empirical,
Theoretical Interview Social Engineering

[Wu et al., 2023] Empirical Field Study,
Interview

Forced Action,
Interface
Interference,
Sneaking, Social
Engineering

Table B.1: Contribution Type, Research Method and Dark Patterns Addressed in
the Reviewed Literature
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Reference Study Focus Addressed
Harms Platform

[Albuquerque
et al., 2024]

Countermeasure
Proposal, DP
Impact

Privacy Breach,
Psychological
Detriment and
Time Loss, User
Autonomy

Social Media

[Babaei and
Vassileva, 2024]

Countermeasure
Impact Not Specific E-Commerce

[Berens et al., 2022] DP Impact

Privacy Breach,
Psychological
Detriment and
Time Loss, User
Autonomy

Generic

[Bermejo Fernandez
et al., 2021] DP Susceptibility Privacy Breach Generic

[Bongard-Blanchy
et al., 2021]

Countermeasure
Proposal, DP
Impact, DP
Susceptibility

Financial Loss,
Privacy Breach,
Psychological
Detriment and
Time Loss

E-Commerce,
Social Media

[Bongard-Blanchy
et al., 2023] DP Impact

Privacy Breach,
Lesser Consumer
Trust and
Engagement

Navigation

[Chang et al., 2024] DP Interpretation Not Specific Not Specific

[Chaudhary
et al., 2022]

DP Discovery, DP
Impact,
Taxonomy
Construction

Psychological
Distress and Time
Loss, User
Autonomy

Entertainment

[Chen et al., 2023] Countermeasures
Proposal Not Specific Generic

[Chordia et al., 2023]

DP Impact, DP
Susceptibility,
Taxonomy
Construction

Financial Loss,
Privacy Breach,
Psychological
Detriment and
Time Loss,
Weaker or
Distorted
Competition

Safety
Technology

Continued on next page
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Reference Study Focus Addressed
Harms Platform

[Di Geronimo
et al., 2020] DP Susceptibility Not Specific Generic

[Dubiel et al., 2024]
DP Discovery, DP
Impact, DP
Susceptibility

Not Specific Generic

[Fitton et al., 2024] DP Impact
Psychological
Detriment and
Time Loss

Gaming

[Gray et al., 2021] DP Impact, DP
Susceptibility

Financial Loss,
Privacy Breach,
Lesser Consumer
Trust and
Engagement,
User Autonomy

Generic

[Gray et al., 2024]
DP Interpretation,
Taxonomy
Construction

Not Specific Not Specific

[Gundelach and
Herrmann, 2023]

Countermeasure
Proposal Privacy Breach Generic

[Habib et al., 2022] DP Impact Privacy Breach E-Commerce

[Inal et al., 2024] DP Impact Privacy Breach,
User Autonomy E-Commerce

[Jafari and
Vassileva, 2024]

Countermeasure
Impact,
Countermeasure
Proposal

Not Specific E-Commerce

[Kaneko et al., 2024]
Countermeasure
Interpretation, DP
Impact

Financial Loss,
Psychological
Detriment and
Time Loss, User
Autonomy

E-Commerce

[Keleher et al., 2022] DP Susceptibility Not Specific Generic

[King et al., 2023]
DP Discovery, DP
Impact, DP
Susceptibility

Financial Loss Gaming

[Kirkman
et al., 2023]

DP Discovery,
Countermeasure
Proposal

Privacy Breach Generic

Continued on next page
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Reference Study Focus Addressed
Harms Platform

[Kollnig et al., 2021] Countermeasure
Proposal Not Specific Social Media

[Kontogeorgou
et al., 2023]

DP Discovery, DP
Impact

Psychological
Detriment and
Time Loss

Social Media

[M. Bhoot
et al., 2021]

DP Susceptibility,
DP Impact,
Taxonomy
Construction

Not Specific Generic

[Mansur, 2023] Countermeasure
Proposal Not Specific Generic

[Mansur et al., 2023]

Countermeasure
Impact,
Countermeasure
Proposal

Not Specific Generic

[Mathur et al., 2019]

Countermeasure
Proposal,
Taxonomy
Construction

Financial Loss,
Psychological
Distress and Time
Loss, User
Autonomy

E-Commerce

[Mathur et al., 2021] DP Interpretation Not Specific Not Specific

[Mejtoft et al., 2023] DP Impact

Privacy Breach,
Lesser Consumer
Trust and
Engagement

Generic

[Mildner and
Savino, 2021]

DP Impact, DP
Susceptibility

Privacy Breach,
Psychological
Distress and Time
Loss

Social Media

[Mildner et al., 2023] DP Interpretation,
DP Susceptibility Not Specific Social Media

[Nazarov and
Yerkebulan, 2022]

Countermeasure
Proposal

Financial Loss,
Privacy Breach,
Psychological
Distress and Time
Loss, User
Autonomy

E-Commerce

Continued on next page
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Reference Study Focus Addressed
Harms Platform

[Nie et al., 2024]

DP Discovery, DP
Interpretation,
Countermeasure
Interpretation,
Taxonomy
Construction

Not Specific Not Specific

[Renaud et al., 2024] DP Impact, DP
Susceptibility

Financial Loss,
Privacy Breach,
User Autonomy

E-Commerce,
Entertainment,
Gaming

[Sánchez Chamorro
et al., 2024a] DP Susceptibility Not Specific Not Specific

[Sanchez Chamorro
et al., 2024b] DP Impact

Financial Loss,
Privacy Breach,
Psychological
Detriment and
Time Loss, User
Autonomy

E-Commerce,
Gaming, Social
Media

[Salina and
Sangaraju, 2021]

Countermeasure
Proposal Not Specific Generic

[Sazid et al., 2023] Countermeasure
Proposal Not Specific E-Commerce

[Schaffner
et al., 2022] DP Impact

Psychological
Detriment and
Time Loss, Lesser
Consumer Trust
and Engagement,
User Autonomy

Social Media

[Schäfer et al., 2023]

Countermeasure
Impact,
Countermeasure
Proposal

Financial Loss E-Commerce

[Schäfer et al., 2024] Countermeasure
Impact

Financial Loss,
Psychological
Detriment and
Time Loss, User
Autonomy

E-Commerce

Continued on next page
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Reference Study Focus Addressed
Harms Platform

[Seaborn et al., 2024] DP Impact, DP
Susceptibility

Financial Loss,
Psychological
Detriment and
Time Loss,
Privacy Breach,
Lesser Consumer
Trust and
Engagement,
User Autonomy

E-Commerce

[Sheil et al., 2024] DP Impact

Financial Loss,
Psychological
Detriment and
Time Loss, User
Autonomy

E-Commerce

[Shi et al., 2024] Countermeasure
Interpretation

Financial Loss,
Privacy Breach,
Psychological
Detriment and
Time Loss

Not Specific

[Stavrakakis
et al., 2021]

Countermeasure
Interpretation,
Countermeasure
Proposal

Not Specific Generic

[Swart et al., 2020]

DP Susceptibility,
Countermeasure
Impact,
Countermeasure
Proposal

Not Specific Social Media

[Tiemessen
et al., 2023] DP Impact

Financial Loss,
Lesser Consumer
Trust and
Engagement,
Psychological
Distress and Time
Loss, User
Autonomy

E-Commerce

Continued on next page
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Reference Study Focus Addressed
Harms Platform

[Vigh et al., 2024]

Countermeasure
Proposal,
Countermeasure
Impact, DP
Impact

Not Specific E-Commerce

[Westin and
Chiasson, 2021] DP Impact

Privacy Breach,
Psychological
Detriment and
Time Loss

Social Media

[Wu et al., 2023]
DP Discovery, DP
Impact, DP
Susceptibility

Financial Loss,
Psychological
Detriment and
Time Loss,
Privacy Breach,
Lesser Consumer
Trust and
Engagement,
User Autonomy,
Weaker or
Distorted
Competition

E-Commerce,
Social Media

Table B.2: Study Focus, Addressed Harms and Platforms of the Reviewed Litera-
ture
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Country Quantity References
Canada 1 Keleher et al. [2022]
China 2 Gray et al. [2021], Wu et al. [2023]
European Union (EU) 1 Tiemessen et al. [2023]

Germany 3 Berens et al. [2022], Sheil et al. [2024],
Schäfer et al. [2024]

Greece 1 Kontogeorgou et al. [2023]

India 2 Chaudhary et al. [2022], M. Bhoot
et al. [2021]

Netherlands 2 Kontogeorgou et al. [2023], Sheil
et al. [2024]

Japan 1 Seaborn et al. [2024]

Spain 2 Sánchez Chamorro et al. [2024a],
Sanchez Chamorro et al. [2024b]

United Kingdom (UK) 6

Bongard-Blanchy et al. [2021],
Bongard-Blanchy et al. [2023], Fitton
et al. [2024], Renaud et al. [2024], Sheil
et al. [2024], Vigh et al. [2024]

United States (US) 6
Chordia et al. [2023], Dubiel et al. [2024],
Gray et al. [2021], Kaneko et al. [2024],
Schaffner et al. [2022], Sheil et al. [2024]

Table B.3: Country of the Reviewed Literature
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Appendix C

Codebook

This appendix offers an extensive description of the codes
employed during the eligibility assessment and analysis of
the collected corpus. Table C.1 outlines the codes used for
the eligibility assessment of the identified set of data, while
the subsequent tables detail the codes applied during the
analysis of the literature.
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Theme Quantity Definition

SHA 20
Studies that concentrated on developing a shared
taxonomy and offered a more theoretical
perspective on dark patterns

IMP 29
Studies that focused on the impact of dark
patterns on users, emphasizing how these
patterns could affect or harm them

ETH 16

Studies that explored the ethical dimension of
dark patterns, offering ethical guidelines for
designers or suggesting raising designers’ ethical
awareness

LAW 8
Studies that examined the legislative aspect of
dark patterns, including reports published since
the implementation of new laws like GDPR.

COU 19 Studies that focused on researching technical
countermeasures

TRD 15
Studies that spanned various domains, including
robotics and XR, providing a new context for
dark pattern research

OTH 11
Panel papers, SIG papers, workshop papers, and
dissertations identified during the literature
search

Table C.1: Various Themes of literature identified during the literature search.

Research
Contribution Quantity Definition

Empirical 34 New findings derived from a systematic data
collection method

Artifact 14 Research dedicated towards novel inventions,
techniques, tools or designs

Methodological 3 Research focused on developing new methods to
enhance research

Theoretical 8 Enhance our understanding of what we do, why
we do it, and our expectations

Dataset 6 Corpus of raw data points accompanied by an
analysis of their characteristics

Survey 5 Attempts to synthesize research to reveal trends,
themes, and gaps

Opinion 0 Persuade readers to reconsider their views by
presenting the author’s opinion

Table C.2: Seven research contributions in HCI by Wobbrock and Kientz [2016].



87

Dark Pattern Quantity Definition

Forced Action 29
Strategy designed to compel users to take
additional actions while preventing them from
completing the actions they originally intended

Interface
Interference 33

Strategy that manipulates the interface to deceive
users into taking actions that are against their
best interests

Obstruction 20
Strategy that disrupts a user’s task flow, making
the task more difficult and thereby hindering the
user from completing a desired action

Sneaking 23
Strategy that conceals information which, if
disclosed, would likely lead users to avoid taking
an action they might otherwise object to

Social
Engineering 27

Strategy that leverages the user’s cognitive and
social behaviors to prompt decisions that are
ultimately against their best interests

Table C.3: High-Level dark patterns identified by Gray et al. [2024].

Research
Method Quantity Definition

Field Study 16 Observation of participants, or tools, in
uncontrolled settings

Focus Group 4 Lively discussions, usually in groups, on a
particular topic

Lab Study 7 Monitoring of participants in a
researcher-controlled setting

Literature
Review 7 Evaluation and synthesis of existing research on

a specific topic

Interview 8 Less structured questions, allowing in-depth,
two-way discussions with participants

Questionnaire 23 Using structured questions directed at a sample
of individuals to gain insights

Table C.4: Empirical Research Method identified by Mathur et al. [2021].
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Study Focus Quantity Definition

Countermeasure
Impact 7

Research focused on the impact of
countermeasures on users, including their
reactions and effects

Countermeasure
Interpretation 4

Research concentrated on evaluating
countermeasures, their effectiveness, and their
impact on various dark patterns

Countermeasure
Proposal 17 Research proposes new countermeasures against

dark patterns (technical or non-technical)

DP Discovery 7 Research that introduce new and previously
unidentified dark patterns

DP
Interpretation 5 Research that delves into understanding and

gathering dark patterns

DP Impact 26
Research that investigates the impact of dark
patterns on users, focusing on how they affect
user behavior and decision-making

DP
Susceptibility 16

Research that explore how detectable dark
patterns are to users and whether they can
perceive their presence

Taxonomy
Construction 6 Research that proposes a new taxonomy for

categorizing dark patterns

Table C.5: Study Focus identified in the literature corpus.
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Harms to Users Quantity Definition

User Autonomy 16
Pressuring users into making choices they would
not otherwise make, restricting available options,
and obscuring the decision-making process

Financial Loss 16 Coerce consumers into making unnecessary
purchases or overspending

Privacy Breach 20 Encourage users to unintentionally share
excessive personal information

Psychological
Detriment and
Time Loss

19
Impose emotional and cognitive stress on users,
manipulating their vulnerabilities and/or
resulting in wasted time

Weaker or
Distorted
Competition

2
Skew market competition by obstructing or
deterring consumers from exploring and
comparing different offers

Reduced
Consumer Trust
and
Engagement

7
Undermine consumer trust and engagement by
misleading users into oversharing personal
information or overspending

Table C.6: Harms on the users as identified by OECD [2022].

Platform Quantity Definition

Social Media 11 Offer users to connect, interact and share
information with their friends or acquaintances

Safety
Technology 1

Offer user safety through monitoring and
warning about potential risks in their
surroundings

Gaming 4 Offer interactive entertainment through video
games

Entertainment 2 Offer a range of digital media, including movies,
music, and shows

E-Commerce 18 Offer online buying and selling of goods and
services

Generic 15 Generalized category, allowing the effect to apply
across multiple distinct platforms

Navigation 1 Offer geographic data and directions, helping
users find routes and locations

Table C.7: Various platforms touched on in the literature corpus.
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Appendix D

PRISMA 2020 Checklist

This appendix presents two checklists derived from the
PRISMA Statement [Page et al., 2021], a comprehensive
guideline for conducting systematic reviews and meta-
analyses. The first checklist in Table D.1 assesses adher-
ence to the 27 recommended items, with corresponding ref-
erences to where each criterion has been addressed within
the document.

The second checklist in Table D.2 mirrors this structure but
is specifically tailored to evaluate the content of abstracts.

Section
and Topic Item

#
Checklist Item

Location
where item is
reported

TITLE

Title 1 Identify the report as a systematic review,
meta-analysis, or both. See Title

ABSTRACT

Abstract 2 See the PRISMA 2020 for Abstracts check-
list. Table D.2

Continued on next page
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Section
and Topic Item

#
Checklist Item

Location
where item is
reported

INTRODUCTION

Rationale 3 Describe the rationale for the review in the
context of what is already known. Chapter 1.1

Objectives 4 Provide an explicit statement of the objec-
tive(s) or question(s) the review addresses. Chapter 1.1

METHODS

Eligibility
criteria 5

Specify the inclusion and exclusion crite-
ria for the review and how studies were
grouped for the syntheses.

Chapter 3.1.2

Infor-
mation
sources

6

Specify all databases, registers, websites,
organisations, reference lists and other
sources searched or consulted to identify
studies. Specify the date when each source
was last searched or consulted.

Chapter 3.1.1

Search
strategy 7

Present the full search strategies for all
databases, registers and websites, includ-
ing any filters and limits used.

Chapter 3.1.1

Selection
process 8

Specify the methods used to decide
whether a study met the inclusion crite-
ria of the review, including how many re-
viewers screened each record and each re-
port retrieved, whether they worked inde-
pendently, and if applicable, details of au-
tomation tools used in the process.

Chapter 3.1.1,
Chapter 3.1.2

Data col-
lection
process

9

Specify the methods used to collect data
from reports, including how many re-
viewers collected data from each report,
whether they worked independently, any
processes for obtaining or confirming data
from study investigators, and if applicable,
details of automation tools used in the pro-
cess.

Chapter 3.1.3

Continued on next page
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Section
and Topic Item

#
Checklist Item

Location
where item is
reported

Data
items 10a

List and define all outcomes for which data
were sought. Specify whether all results
that were compatible with each outcome
domain in each study were sought (e.g. for
all measures, time points, analyses), and if
not, the methods used to decide which re-
sults to collect.

Chapter 3.1.3

Data
items 10b

List and define all other variables for
which data were sought (e.g. participant
and intervention characteristics, funding
sources). Describe any assumptions made
about any missing or unclear information.

Chapter 3.1.3

Study risk
of bias as-
sessment

11

Specify the methods used to assess risk of
bias in the included studies, including de-
tails of the tool(s) used, how many review-
ers assessed each study and whether they
worked independently, and if applicable,
details of automation tools used in the pro-
cess.

Chapter 4.2

Effect
measures 12

Specify for each outcome the effect mea-
sure(s) (e.g. risk ratio, mean difference)
used in the synthesis or presentation of re-
sults.

Not Applica-
ble (Literature
was coded)

Synthesis
methods 13a

Describe the processes used to decide
which studies were eligible for each syn-
thesis (e.g. tabulating the study interven-
tion characteristics and comparing against
the planned groups for each synthesis
(item #5)).

Chapter 3.1.3

Synthesis
methods 13b

Describe any methods required to prepare
the data for presentation or synthesis, such
as handling of missing summary statistics,
or data conversions.

Chapter 3.1.3

Synthesis
methods 13c

Describe any methods used to tabulate or
visually display results of individual stud-
ies and syntheses.

Chapter 3.1.3

Continued on next page
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Section
and Topic Item

#
Checklist Item

Location
where item is
reported

Synthesis
methods 13d

Describe any methods used to synthesize
results and provide a rationale for the
choice(s). If meta-analysis was performed,
describe the model(s), method(s) to iden-
tify the presence and extent of statisti-
cal heterogeneity, and software package(s)
used.

Chapter 3.1.3

Synthesis
methods 13e

Describe any methods used to explore pos-
sible causes of heterogeneity among study
results (e.g. subgroup analysis, meta-
regression).

Not Done
(Study results
were only
coded)

Synthesis
methods 13f

Describe any sensitivity analyses con-
ducted to assess robustness of the synthe-
sized results.

Not Done
(Study results
were only
coded)

Reporting
bias as-
sessment

14
Describe any methods used to assess risk
of bias due to missing results in a synthesis
(arising from reporting biases).

Chapter 3.1

Certainty
assess-
ment

15
Describe any methods used to assess cer-
tainty (or confidence) in the body of evi-
dence for an outcome.

Not done

RESULTS

Study se-
lection 16a

Describe the results of the search and selec-
tion process, from the number of records
identified in the search to the number of
studies

Chapter 3.1,
Figure 3.5

Study se-
lection 16b

Cite studies that might appear to meet
the inclusion criteria, but which were ex-
cluded, and explain why they were ex-
cluded.

Chapter 3.1

Study
character-
istics

17 Cite each included study and present its
characteristics. Appendix B

Risk of
bias in
studies

18 Present assessments of risk of bias for each
included study. Chapter 3.1

Continued on next page
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Section
and Topic Item

#
Checklist Item

Location
where item is
reported

Results of
individual
studies

19

For all outcomes, present, for each study:
(a) summary statistics for each group
(where appropriate) and (b) an effect
estimate and its precision (e.g. con-
fidence/credible interval), ideally using
structured tables or plots.

Appendix B

Results of
syntheses 20a

For each synthesis, briefly summarise the
characteristics and risk of bias among con-
tributing studies.

Not done

Results of
syntheses 20b

Present results of all statistical syntheses
conducted. If meta-analysis was done,
present for each the summary estimate
and its precision (e.g. confidence/credible
interval) and measures of statistical het-
erogeneity. If comparing groups, describe
the direction of the effect.

Chapter 3.2

Results of
syntheses 20c

Present results of all investigations of pos-
sible causes of heterogeneity among study
results.

Not done

Results of
syntheses 20d

Present results of all sensitivity analyses
conducted to assess the robustness of the
synthesized results.

Not done

Reporting
biases 21

Present assessments of risk of bias due to
missing results (arising from reporting bi-
ases) for each synthesis assessed.

Chapter 4.2

Certainty
of evi-
dence

22
Present assessments of certainty (or con-
fidence) in the body of evidence for each
outcome assessed.

Not done

DISCUSSION
Discus-
sion 23a Provide a general interpretation of the re-

sults in the context of other evidence. Chapter 4.1

Discus-
sion 23b Discuss any limitations of the evidence in-

cluded in the review. Chapter 4.2

Discus-
sion 23c Discuss any limitations of the review pro-

cesses used. Chapter 4.2

Continued on next page
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Section
and Topic Item

#
Checklist Item

Location
where item is
reported

Discus-
sion 23d Discuss implications of the results for

practice, policy, and future research.
Chapter 4.1.4,
Chapter 5.2

OTHER INFORMATION

Registra-
tion and
protocol

24a

Provide registration information for the re-
view, including register name and registra-
tion number, or state that the review was
not registered.

Not applica-
ble (Review
within HCI)

Registra-
tion and
protocol

24b
Indicate where the review protocol can be
accessed, or state that a protocol was not
prepared.

Not applica-
ble (Review
within HCI)

Registra-
tion and
protocol

24c
Describe and explain any amendments to
information provided at registration or in
the protocol.

Not applica-
ble (Review
within HCI)

Support 25

Describe sources of financial or non-
financial support for the review, and the
role of the funders or sponsors in the re-
view.

No financial
support (non-
sponsored
thesis)

Com-
peting
interests

26 Declare any competing interests of review
authors.

Chapter 2.1.4,
Chapter 4.1

Avail-
ability of
data, code
and other
materials

27

Report which of the following are publicly
available and where they can be found:
template data collection forms; data ex-
tracted from included studies; data used
for all analyses; analytic code; any other
materials used in the review.

Appendix A,
Appendix B,
Appendix C

Table D.1: The PRISMA 2020 statement consists of a 27-item checklist covering a
systematic review report’s introduction, methods, results, and discussion sections.
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Section
and Topic Item

#
Checklist Item Reported

(Yes/No)

TITLE

Title 1 Identify the report as a systematic review,
meta-analysis, or both. Yes

BACKGROUND

Back-
ground 2

Provide an explicit statement of the main
objective(s) or question(s) the review ad-
dresses.

Yes

METHODS
Eligibility
criteria 3 Specify the inclusion and exclusion criteria

for the review. Yes

Infor-
mation
sources

4

Specify the information sources (e.g.
databases, registers) used to identify
studies and the date when each was last
searched.

Yes

Risk of
bias 5 Specify the methods used to assess risk of

bias in the included studies.

No (As no
risk assess-
ment was
conducted)

Synthesis
of results 6 Specify the methods used to present and

synthesise results. Yes

RESULTS

Included
studies 7

Give the total number of included studies
and participants and summarise relevant
characteristics of studies.

Yes

Synthesis
of results 8

Present results for main outcomes, prefer-
ably indicating the number of included
studies and participants for each. If meta-
analysis was done, report the summary es-
timate and confidence/credible interval. If
comparing groups, indicate the direction
of the effect (i.e. which group is favoured).

Yes

Continued on next page
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Section
and Topic Item

#
Checklist Item Reported

(Yes/No)

DISCUSSION

Limita-
tions of
evidence

9

Provide a brief summary of the limitations
of the evidence included in the review (e.g.
study risk of bias, inconsistency and im-
precision).

Yes

Interpre-
tation 10 Provide a general interpretation of the re-

sults and important implications. Yes

OTHER

Funding 11 Specify the primary source of funding for
the review.

No (Non-
sponsored
thesis)

Registra-
tion 12 Provide the register name and registration

number.
No (Review
in HCI)

Table D.2: The 12-item checklist offers authors a structured guide to reduce their
systematic review into the core elements required for an abstract.
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