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Abstract

The rise of digital reading has introduced new ways to engage with written con-
tent, complementing rather than replacing printed books. Digital platforms have
improved technical accessibility through features like magnification and contrast,
yet the text itself often remains a barrier. Many adults struggle with literacy, syn-
tactic complexity, and dense concepts, as highlighted by OECD data. Accessibility
is also influenced by other factors such as tone, style, or personalization. At the
same time, large language models (LLMs) offer powerful capabilities to adapt text
for diverse audiences. However, current e-reading tools do not support AI-based
text transformation, and little research has explored how such functionality might
impact digital text accessibility.

This thesis addresses this gap with MagicTextreader, an AI-enhanced e-reader that
enables real-time text transformation. The system provides modular building
blocks—three types defined by their control mechanisms: toggle, choice, and
slider—through which various transformations can be defined, such as complexity,
tone, style, or personalization adaptations. Users can also define custom transfor-
mations via natural language interaction. Additionally, the prototype is embedded
within an accompanying platform that lays the foundation for a research toolkit to
support further studies on AI-assisted reading.

A first evaluation of the prototype was conducted through a mixed methods study
(N=11) using non-fiction content. Participants applied predefined and custom
transformations, with data collected through survey, observation and qualitative
user interviews. Findings indicate that transformations—especially for complexity,
tone, and custom adaptations via natural language—enhanced perceived under-
standing, reading flow, and motivation. However, the system also introduced bar-
riers, including confusion and concerns about information integrity due to limited
transparency. The study yields design implications not only relevant for the pro-
totype but also for other interactive systems that integrate LLMs, indicating that
while AI-driven text transformation can enhance accessibility, it must be paired
with transparency and trust mechanisms.
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Überblick

Das Aufkommen digitalen Lesens hat zu neuen Wegen geführt, um mit Texten
zu interagieren – als Ergänzung, nicht als Ersatz gedruckter Bücher. Digitale
Plattformen verbessern die Zugänglichkeit durch Funktionen wie Vergrößerung
oder Kontraste, doch der Text selbst bleibt oft eine Barriere – viele Erwachsene
kämpfen laut OECD-Daten mit Literalität, komplexer Syntax und hoher Infor-
mationsdichte. Zugänglichkeit wird zudem von weiteren Faktoren wie Tonal-
ität, Stil oder Personalisierung beeinflusst. Gleichzeitig bieten Large Language
Models (LLMs) vielversprechende Möglichkeiten, Texte für verschiedene Zielgrup-
pen anzupassen. Dennoch unterstützen bestehende E-Reading-Tools keine KI-
gestützte Texttransformation, und es gibt wenig Forschung zu deren Auswirkun-
gen auf die Textzugänglichkeit.

Diese Masterarbeit adressiert diese Lücke mit MagicTextreader, einem KI-
unterstützten E-Reader, der Echtzeit-Texttransformation ermöglicht. Das System
stellt modulare Bausteine bereit – drei Typen, definiert durch ihre Steuermechanis-
men: Toggle, Choice und Slider –, mit denen sich Transformationen wie die An-
passung von Komplexität, Tonalität, Stil, Format oder Personalisierung definieren
lassen. Eigene Transformationen können zusätzlich über Interaktion in natürlicher
Sprache erstellt werden. Der Prototyp ist Teil einer Plattform, die als Grundlage
eines Research Toolkits für weiterführende Studien dienen kann.

Der Prototyp wurde erstmals in einer Studie mit Sachtexten und kombiniertem
Methodenansatz (N=11) evaluiert, in der vordefinierte und eigene Transformatio-
nen genutzt werden konnten. Die Ergebnisse deuten an, dass insbesondere Anpas-
sungen in Komplexität, Tonalität sowie individuelle das wahrgenommene Textver-
ständnis, den Lesefluss und die Lesemotivation verbessern konnten. Gleichzeitig
traten auch Barrieren auf, darunter Verwirrung sowie Bedenken hinsichtlich der
Informationsintegrität aufgrund begrenzter Transparenz. Die Studie liefert Design-
Implikationen auch für andere interaktive Systeme mit LLMs und deutet an, dass
KI-gestützte Texttransformation Zugänglichkeit fördern kann – jedoch nur in Kom-
bination mit Mechanismen für Transparenz und Vertrauen.





xix

Acknowledgments

First, I would like to thank Prof. Dr. Jan Borchers and Prof. Dr. Ulrik Schroeder for
examining my thesis.

Many thanks to the Media Computing Group for the opportunity to work on this
thesis, and especially to Sarah Sahabi for the dedicated and motivating supervision,
as well as the feedback which helped me a lot throughout the process.

A big thank you also to my family and friends—thank you for your support, advice,
and encouragement.

Finally, I would like to thank all participants in the study for their time and effort.
Your contributions made this thesis possible.





xxi

Conventions

Throughout this thesis we use the following conventions:

• The thesis is written in American English.

• The first person is used in the plural form.

• Unidentified third persons are referred to neutrally or in
the plural form.

Short excursuses are set off in colored boxes.

EXCURSUS:
Excursuses are set off in orange boxes.

Where appropriate, paragraphs are summarized by one or This is a summary of a

paragraph.two sentences that are positioned at the margin of the page.

Citations after a period (e.g., “. [Ren, 2022]”) indicate sup- Citation rules per

paragraphport for the entire paragraph, unless specific statements are
attributed to other sources. In Chapter 2 “Background”,
paragraphs compiled from multiple sources are marked ex-
plicitly, e.g., Based on: [Ren, 2022].
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Chapter 1

Introduction

“The medium is the message”

—Marshall McLuhan

The digital revolution has fundamentally transformed how
we consume written information [Pae, 2020]. This transfor-
mation traces back to pioneering efforts in the early 1970s
[Lebert, 2009].

1.1 The Digital Reading Revolution

Since Michael Hart launched Project Gutenberg in 1971, Historical evolution of

digital reading from

1971 to present

creating the first digital book library, the evolution of dig-
ital reading has progressed from a niche technological ex-
periment to a mainstream method of content consumption
[Lebert, 2009]. This transformation accelerated dramati-
cally with Amazon’s introduction of the Kindle in 2007,
which marked a turning point in mass adoption of digital
reading [Ren, 2022].

Today, digital reading has become an integral part of daily Quantitative evidence of

digital reading adoptionlife, as in the United States alone, the percentage of people
reading e-books has nearly doubled from 17% in 2011 to
30% in 2021 [Faverio and Perrin, 2022]. Similar trends are
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visible in other markets, with Germany’s e-book revenue
share growing from 0.5% to 6.1% between 2010 and 2023
[Statista Research Department, 2022].

1.2 Digital Text Accessibility Advantages

The transition from print to digital text formats has in-Revolutionary impact

on text distribution troduced unprecedented opportunities for improving text
accessibility and distribution [McNaught and Alexan-
der, 2014]. While traditional printed books offer limited
adaptability, digital platforms have revolutionized how
readers can interact with and consume text content, fun-
damentally transforming the accessibility landscape [Mc-
Naught and Alexander, 2014].

Based on McNaught and Alexander [2014], digital plat-Technical features

enhancing accessibility forms provide crucial technical accessibility features that
significantly improve reading experiences. They argue that,
when properly formatted, e-books can offer extensive cus-
tomization options, including text magnification with re-
flow capability that maintains readable line lengths and im-
proves reading speed. Also color and contrast customiza-
tion options benefit both visually impaired and dyslexic
readers, as well as those reading in extreme lighting con-
ditions.

1.3 The Accessibility Gap

According to Štajner [2021], despite these technological ac-OECD literacy statistics

reveal comprehension

challenges

cessibility improvements, a significant gap persists in con-
tent accessibility. While digital formats address visual and
physical barriers, the inherent properties of the text it-
self—including vocabulary, syntax, conceptual density, and
information structure—often remain inaccessible. Accord-
ing to the OECD’s Adult Literacy Report, approximately
16.7% of adults across 24 countries have literacy below
Level 2, requiring lexical simplification, while about 50%
struggle with syntactic complexity [Štajner, 2021]. Even
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more, around 89.4% of the population finds it difficult to
comprehend conceptually dense texts [Štajner, 2021].

This accessibility gap is particularly evident in scientific Scientific content

accessibility challengesand technical content. Non-experts often avoid authorita-
tive sources due to complex language and specialized ter-
minology [Ermakova et al., 2021], instead relying on poten-
tially less reliable sources that prioritize commercial or po-
litical interests over accuracy. Research shows this avoid-
ance could be prevented by providing content in differ-
ent styles—for instance, Michielutte et al. [1992] demon-
strate that using narrative styles and visual aids signif-
icantly improves comprehension and engagement across
different reading levels.

Beyond content complexity, even subtle linguistic personal- Personalization and

individual differences

influence accessibility

or reading process

ization can impact comprehension and engagement. Dutke
et al. [2016] demonstrate that simply changing generic ref-
erences to second-person possessive pronouns (e.g., replac-
ing "the eye" with "your eye" in an anatomy text) mea-
surably improves reader transfer performance and engage-
ment. In general, reader demographics and factors includ-
ing motivation, background knowledge, education level or
reading strategies affect the reading process [Fulcher, 1997].

1.4 The AI Revolution in Text Processing

As Wang et al. [2024] describe in their survey, the land- Evolution of language

modelsscape of text processing has been dramatically transformed
by the evolution of artificial intelligence, progressing from
language models based on pure statistics through neural
approaches to, finally, large language models (LLMs). Ac-
cording to their survey, these advanced systems demon-
strate unprecedented capabilities in text comprehension
and generation, fundamentally changing how we approach
text transformation. The integration of deep learning has
enabled systems to manage ambiguity, contextual mean-
ing, and complex syntactic structures without relying on
explicit rules [Johri et al., 2021].

Modern language models exhibit adaptability in tasks re- Current capabilities in

text adaptation
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quiring minimal supervision, as they demonstrate profi-
ciency in personalized content generation, capable of tailor-
ing outputs based on specific user contexts and preferences
[Meguellati et al., 2024]. This capability extends to complex
tasks such as transforming scientific content, where these
systems can generate multiple variations of text adapted for
diverse audiences [Kim et al., 2024]. These capabilities have
also, for example, already been investigated for text simpli-
fication purposes, with a recent paper presented at CHI24
comparing machine-generated simplified summaries with
those written by experts and concluding that they can per-
form comparably [August et al., 2024]. On the other hand,
a known limitation of large language models is their ten-
dency to generate hallucinations—outputs that are linguis-
tically plausible but factually incorrect [Huang et al., 2025].

1.5 Research Gap and Opportunity

Despite the convergence of increasing e-reader adoptionResearch gap in

integrated solutions trends and advances in AI text transformation technolo-
gies, a systematic literature search utilizing keyword com-
binations such as "interactive, ebook, e-book, llm reader, ai,
artificial intelligence, e-reader, text transformations, adap-
tive text systems" revealed a gap for integrated solutions
that incorporate AI-based text transformation capabilities
into e-readers.

This might present an opportunity to investigate how in-Research opportunity

tegrated solutions embedding interactive text transforma-
tion capabilities into e-readers could impact text accessibil-
ity. The implementation of individual components in ex-
isting research - from AI-powered document augmentation
[Lo et al., 2023] to specialized reading aids [Li et al., 2025] -
suggests the technical feasibility of such investigation.
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1.6 Proposed Solution

This thesis addresses the identified research gap through
the development and investigation of an AI-enhanced text
reader prototype and also contributes a foundation for an
accompanying research toolkit for further investigation.

The prototype extends conventional e-reading functional- Prototype enables

user-controlled AI text

transformation

ity by incorporating AI-driven text transformation features
that allow users to dynamically modify the presentation
texts. To achieve this, the prototype provides modular
building blocks—three types defined by their control mech-
anism: toggle, choice, and slider—through which various
transformations can be defined such as complexity, tone,
style or personalization, allowing the adjustment of the text
across various dimensions. Users can also define custom
transformations via natural language interaction.

Each of these dimensions represents what we define as a
Text Accessibility Dimension:

TEXT ACCESSIBILITY DIMENSION:
A dimension is a characteristic of text that can influence
how accessible it is to different readers. Each character-
istic that leads to different versions of a text along an
axis (including binary variations) is considered its own
text accessibility dimension.

Definition:

Text Accessibility

Dimension

Examples include complexity (simple to advanced vocabu-
lary) or also individual personalization, where each person
has their own dimension describing how personalized the
text is for that specific individual. This concept builds upon
the definition of Text Accessibility in Section 2.1.

For a first evaluation of the prototype, a session-based First steps investigating

prototype’s impact on

accessibility and

usability

mixed methods study explores how users interact with the
AI-enhanced text reader during non-fiction reading. The
study combines quantitative and qualitative approaches, in
a setting that approximates natural reading conditions, in
order to maintain an ethnographic orientation. The aim is
to examine how the AI-enhanced text reader affects text ac-
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cessibility, gather initial insights into user interaction pat-
terns, and uncover preliminary design implications and fu-
ture research directions. The contributions of this work in-
clude:

• A prototype implementation of an AI-enhanced text
reader

• A foundation for an accompanying research toolkit to
investigate AI-enhanced text readers

• Initial insights about the prototype’s impact on text
accessibility, design implications, and future research
potential

1.7 Research Questions

The study addresses three primary research questions:

RQ1: In what ways does an AI-enhanced text reader affect
text accessibility for users?

RQ2: What design implications emerge from user interac-
tions with an AI-enhanced text reader?

RQ3: What research directions and application contexts
show promise for AI-enhanced text readers?

1.8 Thesis Structure

The remainder of this thesis is structured as follows.

Chapter 2 “Background” introduces the concept of text ac-
cessibility, outlines key influencing factors, and presents
the context of digital reading along with the EPUB for-
mat. Building on this, Chapter 3 “Related Work” reviews
research on large language model-based systems for text
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adaptation and accessibility, as well as natural language in-
terfaces, and discusses relevant work on text simplification,
and data collection methods.

Chapter 4 “Design and Implementation of the MagicTex-
treader” describes the design and implementation of the
MagicTextreader, following a structured process from sys-
tem goals and requirements to key design decisions and
the final implementation. Chapter 5 “Study and Results”
presents a first mixed-methods study conducted to eval-
uate the prototype in order to address the research ques-
tions. It outlines the study design and reports findings in
a descriptive manner based on questionnaires, interviews,
observations, and interaction logs.

The findings are then discussed in Chapter 6 “Discussion”,
which relates them to the research questions using data tri-
angulation and reflects on limitations. Finally, Chapter 7
“Summary and Outlook” summarizes the main contribu-
tions of this work and outlines directions for future re-
search.
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Chapter 2

Background

This chapter provides background information on text ac-
cessibility and digital reading. It begins with a definition of
text accessibility—serving as a basis for assessing the im-
pact of the MagicTextreader in the study—followed by an
overview of various influencing factors. The subsequent
sections describe the context of digital reading and intro-
duce the EPUB format to support understanding of the con-
tent presented in Chapter 4 “Design and Implementation
of the MagicTextreader”.

2.1 Text Accessibility

Accessibility has both everyday meanings (approachable, Text accessibility

encompasses factors

enabling or hindering

text attainment

attainable, available) and specific technical applications
across different contexts [Iwarsson and Ståhl, 2003]. In this
thesis, text accessibility is understood as an umbrella term
and defined as follows:

TEXT ACCESSIBILITY:
Text Accessibility encompasses the diverse factors that
enable or hinder individuals’ ability to approach, attain
a text or make it available. Based on: [Iwarsson and
Ståhl, 2003].

Definition:

Text Accessibility
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Building on this definition, in the context of text, accessibil-
ity involves multiple dimensions including linguistic struc-
ture, syntax, vocabulary, contextual structure, purpose,
audience, layout, conceptual complexity, visual elements,
stylistic features, tone, textual organization, and reader-
writer relationships through use of pronouns, tense, and
voice [Fulcher, 1997; Petrova, 2016; Zavattaro et al., 2015].
These dimensions are broadly categorized into intrinsic fac-
tors (inherent to the text itself, such as linguistic complexity
and content structure) and extrinsic factors (related to pre-
sentation and format, such as font size, color, and layout).
Research shows that text accessibility barriers affect various
population segments differently, creating challenges for ef-
fective information delivery across demographics and con-
tent types [Štajner, 2021]. The following sections focus pri-
marily on the intrinsic factors that influence text accessibil-
ity rather than formatting or display considerations.

2.1.1 Factors Influencing Text Accessibility

Each of the following factors can represent one or more text
accessibility dimensions.

Complexity According to OECD data, 16.7% of adultsText complexity creates

barriers across 24 countries have literacy below Level 2 (requir-
ing lexical simplification), while about 50% struggle with
syntactic complexity, and 89.4% find conceptually dense
texts difficult to comprehend [Štajner, 2021]. Scientific
texts create higher cognitive demands due to complex syn-
tax and specialized terminology [Petrova, 2016]. Lexi-
cal complexity particularly affects dyslexic children and
poor readers, though simplifications can improve reading
speed without compromising comprehension [Gala and
Ziegler, 2016]. Non-experts often avoid authoritative sci-
entific sources due to complex language, instead choosing
potentially less reliable sources that prioritize engagement
[Ermakova et al., 2021; Michielutte et al., 1992].

Text Cohesion and Structure The logical connection be-Text cohesion reduces

cognitive demands tween ideas (cohesion) significantly influences comprehen-
sion, especially for readers unfamiliar with the subject.
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Highly cohesive texts reduce cognitive demands by ex-
plicitly connecting ideas, particularly helping readers with
limited subject knowledge [Ozuru et al., 2009]. Cohesive
texts that personalize content through elaborations, specific
headers, and thematic sentences increase recall of key infor-
mation [Ozuru et al., 2009].

Style and Tone The reader-writer relationship, established Personalization affects

audience receptionthrough pronouns, tense, and voice, influences how read-
ers connect with information [Fulcher, 1997]. Changing
generic references to second-person possessive pronouns
(e.g., replacing "the eye" with "your eye") improves transfer
performance and reader engagement [Dutke et al., 2016].
Positive, personalized language fosters higher participa-
tion and trust compared to neutral or negative content [Za-
vattaro et al., 2015]. Communication tone affects audience
reception, with stylistic features playing an important role
in text accessibility [Fulcher, 1997; Zavattaro et al., 2015].
Another example is health education literature that is writ-
ten on a level that makes it inaccessible to a large propor-
tion of the population; studies show that using narrative
text style rather than rigid bullet-point formats significantly
improves comprehension, especially for individuals with
lower reading skills, while maintaining interest across all
literacy levels [Michielutte et al., 1992].

Reader Demographics and Preferences Reader factors af- Reader characteristics

affect text interactionfecting the reading process include motivation, background
knowledge, interest, education level, and reading strate-
gies [Fulcher, 1997]. Studies indicate readers with minimal
subject knowledge benefit most from low-complexity sum-
maries, while those with greater familiarity prefer more
complex content that preserves nuanced information [Au-
gust et al., 2024]. High-familiarity readers tend to skip sec-
tions of low-complexity summaries, while simplified text
may inadvertently increase readers’ overconfidence [Au-
gust et al., 2024]. Age can also influence preferences, with
older adults preferring proper grammar, polite tone, clear
instructions, and avoidance of abbreviations or excessive
punctuation, while younger audiences more readily accept
casual language and visual elements [Kuerbis et al., 2017],
findings that come from a study examining mobile mes-
saging preferences. Older adults respond better to "you"
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Figure 2.1: Timeline of Digital Reading Evolution, synthe-
sized from key milestones drawn from various sources dis-
cussed in Section 2.2.1.

statements and dislike textese (e.g., "u r gr8"), reflecting
cognitive processing differences where complex format-
ting can reduce readability for older populations [Kuerbis
et al., 2017].

2.2 Digital Reading

2.2.1 Digital Reading Evolution

Digital reading traces back to Robles’ 1949 “Mechanical En-Digital reading

technologies originated

in 1949, preceding

Project Gutenberg by

over two decades.

cyclopedia” [Ludovico, 2018], predating the commonly ref-
erenced Project Gutenberg initiative of 1971 [Lebert, 2009],
as shown in Figure 2.1. While experiments emerged in
the interim (including early hypertext experiments in the
60s that allowed non-linear linking of digital text, with
first working stand alone systems like HyperCard in the
80s, and Michael Joyce’s hypertext fiction "afternoon" pub-
lished in the 90s), the first dedicated e-readers appeared
in 1998 with the Rocket eBook and SoftBook. This evolu-
tion continued when Sony’s Librie, released in 2004 as the
first commercially available E Ink reader, featured paper-
like display characteristics that reduce eye strain com-
pared to light-emitting screens and several other advan-
tages like longer battery life. Based on: [Pilato, 2004; Bai
et al., 2014; Bolter, 2001].

The market transformed during the technology develop-Amazon’s 2007 Kindle

launch transformed the

market and catalyzed

mainstream adoption.

ment phase with Amazon’s 2007 Kindle launch, propelling
digital reading into mainstream adoption (see Figure 2.1).
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This moment saw e-book revenue in the United States in-
crease from $869 million in 2010 to $2.07 billion by 2011,
with e-books reaching 20.8% of revenue and 23.8% of unit
sales in trade book publishing by 2013. Based on: [Wischen-
bart, 2013; Gilbert, 2015].

Amazon’s dominance was fueled by its $9.99 flat pricing Amazon’s $9.99 pricing

strategy disrupted

traditional publishing

economics and

distribution models.

strategy for e-books, regardless of the title’s print price or
publisher costs. This approach disrupted the traditional
book business, threatening brick-and-mortar bookstores’
viability and reducing publishers’ profitability. The pricing
model ended through regulatory intervention and publish-
ers’ collective actions, shifting the competitive landscape of
the digital publishing economy. Based on: [Ren, 2022].

This disruption triggered competitive responses across the Market competition

intensified with Apple,

Barnes & Noble, and

publisher-led platforms

entering the e-book

sector.

publishing ecosystem. Apple entered the market with
iPad and iBooks in 2010, capturing approximately 10%
of the e-book market by 2012. Barnes & Noble coun-
tered with its NOOK platform, growing from 2% mar-
ket share in August 2011 to 7% by August 2012. Tradi-
tional publishers and booksellers developed their own plat-
forms to challenge Amazon’s dominance, exemplified by
Germany’s Tolino alliance formed in 2013 by major book
chains including Thalia, Weltbild-Hugendubel, with Ber-
telsmann’s Club and Deutsche Telekom as technology part-
ners. Their pricing of €99 compared to Amazon’s €129
for comparable devices demonstrated the competitive dy-
namic within the maturing market. Based on: [Wischen-
bart, 2013; Gilbert, 2015].

The rise of smartphones and tablets accelerated e-book Mobile device

proliferation expanded

e-book access beyond

dedicated e-readers.

adoption by expanding reading capabilities beyond ded-
icated e-readers. This diversification of reading devices
contributed to the growth phase depicted in the time-
line (Figure 2.1), with e-book market penetration reach-
ing 20% in the USA and 10% in Germany by 2013. How-
ever, despite initial triple-digit growth rates, market expan-
sion began to stabilize by 2013, entering the "Slow Market
Growth" phase identified in the timeline. Based on: [Wis-
chenbart, 2013; Gilbert, 2015; Chang and Kong, 2012].

By 2025, the global e-book market has reached revenue E-book market

consolidation resulted

in platform-dominated

ecosystems with limited

interoperability.
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projected at $14.92 billion and approximately one billion
readers worldwide. The market has consolidated around
a few dominant platforms, with Amazon maintaining ap-
proximately 70% of e-book sales in the US and also in
other larger book markets, for example Germany, where
68% of consumers report Amazon as their e-book source.
This consolidation has created closed ecosystems where
major platforms employ proprietary formats and business
models. Despite the growth of e-books, they remain a
small segment of the overall book market. According to
2024 market data, e-books account for only 16% of the to-
tal book market share, while audiobooks represent 8.6%.
Based on: [Statista, 2025; Gilbert, 2015; Statista, 2023; Ben-
hamou, 2015; Statista, 2025]

2.2.2 E-book Formats

The following presents the formats that are mainly usedE-book formats evolved

from 1998 OEBPS,

later EPUB.

by current major e-book providers or were relevant during
the mass market adoption phase (based on Section 2.2.1).
All current formats specifically developed for reading e-
books evolved from the Open eBook Publication Structure
(OEBPS) developed in 1998, which later became the EPUB
standard. Most e-book formats (except PDF) descend from
OEBPS or EPUB 2.0.1, sharing XML and CSS foundations
with integrated media support. The development of these
specialized e-Reader formats was intended, among other
things, to address the limitations that PDFs have in the dig-
ital reading context. Based on: [Bläsi and Rothlauf, 2013].

PDF is an established document format with applicationsPDF preserves

appearance and lacks

reflowability.

beyond e-books. It is standardized by the International Or-
ganization for Standardization (ISO) and adopted by gov-
ernments in over 75 countries as their documentation for-
mat of choice. With billions of documents in circulation,
PDF is the printing industry’s required format for profes-
sional jobs. While PDF excels at preserving exact document
appearance, its fixed layout creates usability problems on
small screens where text cannot reflow to fit the display
size. Nevertheless, PDF is widely used as an e-book for-
mat and supported by all major e-book platforms, includ-
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ing Amazon Kindle, Apple Books, and Google Play Books.
Based on: [Rosenthol, 2013; Schwarz et al., 2018].

Amazon’s Proprietary Formats (AZW, AZW3, KF8, MOBI, Amazon formats limited

to Kindle. MOBI

discontinued by 2025.

KFX, KPF) function exclusively within the Kindle ecosys-
tem launched in 2007. Amazon is phasing out the
MOBI format (completed March 2025) in favor of EPUB,
DOCX, and KPF. These formats descend from OEBPS mod-
ified with XHTML, JavaScript, and Frames. Based on:
[Bläsi and Rothlauf, 2013; Publishing, 2025; Scott and Or-
likowski, 2022].

Apple Books primarily supports EPUB with proprietary Apple Books uses

EPUB with proprietary

extensions.

extensions developed to address early EPUB limitations.
Currently, EPUB is the only format supported for general
book distribution on Apple Books. Based on: [Bläsi and
Rothlauf, 2013; Inc., 2025].

Barnes & Noble’s Nook platform developed fixed lay- Nook combines EPUB

extensions with

PDF-based images.

out extensions to EPUB while creating page images from
PDF files, balancing format standardization with platform-
specific optimizations [Bläsi and Rothlauf, 2013].

EPUB has emerged as the industry standard format across EPUB: industry

standard with

reflowable text, platform

restrictions persist.

all major platforms. Its primary advantage is reflowable
text that adapts to different screen sizes and orientations.
EPUB exists in several variants including flowing EPUB for
reflowable content and fixed layout EPUB for precise posi-
tioning. It is the only format accepted by Apple Books, one
of two primary formats for Google Play Books, and now ac-
cepted by Amazon’s publishing platform. Despite increas-
ing convergence around EPUB, platform-specific restric-
tions remain, particularly in Amazon’s ecosystem which
prohibits transferring purchases to non-Amazon devices.
Section 2.2.3 will examine EPUB in greater detail as it forms
the foundation for this thesis project. Based on: [Bläsi and
Rothlauf, 2013; Publishing, 2025; Google, 2025; Inc., 2025].



16 2 Background

2.2.3 Electronic Publication (EPUB) Format

Unless otherwise explicitly stated, the content of this sec-
tion is based on the books On the Interoperability of eBook
Formats by Bläsi and Rothlauf [2013], EPUB 3 Best Practices
by Garrish and Gylling [2013], and the W3C specification
[W3C, 2025].

EPUB is an open and free container format [Çelikbaş, 2011]EPUB maps most

physical book

components

(see Section 2.2.4) that supports most standard book struc-
tural elements in a systematized format. The specifica-
tion enables implementation of covers, title pages, copy-
right information, tables of contents, prefaces, chapter di-
visions, sections, images, tables, footnotes, indexes, glos-
saries, bibliographies, and other conventional book compo-
nents through standardized markup.

Furthermore, EPUB extends conventional book functional-Additional functionality

beyond print books ity through the following features which also address ac-
cessibility needs:

1. Layout Options:

• Reflowable layouts that dynamically adapt to
different screen dimensions and user prefer-
ences

• Fixed layouts that maintain precise positioning
when required (like PDF)

2. Customizable parameters that allow readers to ad-
just presentation according to their needs and prefer-
ences, allowing customization of fonts, text size, line
spacing, margins, color schemes etc.

3. Enhanced Media Integration:

• Media overlays for synchronized text-audio pre-
sentation

• Embedded multimedia support (audio, video)

• MathML for mathematical content rendering

4. Navigation Enhancements:
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• Semantic structure tagging for improved content
organization

• Page navigation references corresponding to
print editions

• Skippable and escapable content markers for
better reading / narration flow

5. Accessibility metadata that provides standardized
descriptors of a publication’s accessibility character-
istics, enabling discovery of content based on specific
accessibility needs and capabilities.

6. WCAG compliance support: The World Wide
Web Consortium [World Wide Web Consortium
(W3C), 2025] define in their EPUB Accessibility
requirements [Publishing@W3C Publishing Mainte-
nance Working Group, 2024] how to apply the Web
Content Accessibility Guidelines standard [World
Wide Web Consortium (W3C), 2025] to EPUB publi-
cations. It provides specific techniques and confor-
mance requirements for making digital books per-
ceivable, operable, understandable, and robust for all
users, including those using assistive technologies.

2.2.4 EPUB Container Structure

Unless otherwise explicitly stated, the content of this sec-
tion is based on the books What is EPUB 3 by Garrish [2011],
EPUB 3 Best Practices by Garrish and Gylling [2013], and the
W3C specification [W3C, 2025].

The EPUB (Electronic Publication) format, now at version EPUB is a container

format bundling

XHTML, CSS, XML,

SVG, and other web

technologies that

together constitute an

e-book.

3.3, is a container format for e-books that packages sev-
eral web technologies. It encapsulates XHTML, CSS, XML,
SVG, media formats (PNG, JPEG, MP3, AAC, etc.), font
technologies (TrueType, OpenType, WOFF, etc.), and sup-
porting technologies like JavaScript within a ZIP-based
container, which together constitute an e-book. EPUB fol-
lows a defined structure with five main components:

1. A META-INF directory containing configuration files
and the first place an epub reader looks for the cen-
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Figure 2.2: EPUB 3.3 [W3C, 2025] Container Structure

tral configuration file container.xml, which then ex-
plicitly references the next central configuration file
of the epub: the package file (2)

2. The package file (.opf) that serves as the central man-
ifest and organizational hub of the publication, ex-
plicitly referencing:
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• A navigation document (3) in its manifest sec-
tion

• All content documents (4) and resources (5) in its
manifest section

• The default reading order of content documents
in its spine section

3. A navigation document provides the table of con-
tents with references to content documents

4. Content documents (XHTML/SVG files) that form
the actual content of the e-book

5. Resources (CSS, images, fonts, etc.) that are refer-
enced by/embedded in content documents

Each component plays a specific role in the EPUB ecosys-
tem, with explicit references creating the structured rela-
tionship necessary for e-readers to properly render the pub-
lication.
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Chapter 3

Related Work

This chapter presents prior work on systems that leverage
large language models (LLMs) for text adaptation and ac-
cessibility, as well as on natural language interfaces. It in-
cludes research on prompt engineering and key challenges
in LLM-based systems, including hallucinations, latency,
non-determinism, and information integrity. The chapter
also outlines studies on the accessibility benefits of e-books,
developments in natural language processing and text sim-
plification systems, and research on survey and logging
methods relevant to the research toolkit.

3.1 E-Book Accessibility Advantages

McNaught and Alexander [2014] examined the accessibil- Digital texts enable

customization

impossible in print: text

reflow, contrast options,

and audio conversion

ity features of e-books compared to traditional print mate-
rials. Their research identified that properly formatted e-
books offer extensive customization features unavailable in
physical texts, including text magnification with reflow ca-
pability that maintains readable line lengths and improves
reading speed. They documented how color and contrast
customization options benefit both visually impaired and
dyslexic readers, addressing limitations inherent to static
printed materials. Additionally, their work highlighted the
integration of text-to-speech technology that allows for au-
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dio conversion using high-quality, natural-sounding voices
across multiple languages, providing alternatives not pos-
sible with physical books.

3.2 Natural Language Processing

Natural Language Processing (NLP) is fundamental to this
thesis as it provides the technological foundation for the
text transformation capabilities of the MagicTextreader, en-
abling the system to process, understand, and modify text
to meet diverse user needs.

Chopra et al. [2013] characterize NLP as a branch of arti-NLP allows machines to

understand and create

natural text

ficial intelligence and language studies that help comput-
ers work with human language. They state that NLP en-
ables machines to understand and generate natural lan-
guage text.

NLP began with rule-based systems in the 1950s, where de-Evolution from rules to

statistical methods velopers created explicit language rules Johri et al. [2021].
In the 1980s, a fundamental reorientation happened to-
ward statistical NLP approaches that replaced complex
hand-crafted rules with data-driven methods like Hid-
den Markov Models (HMMs), probabilistic Context-Free
Grammars, or Support Vector Machines (SVMs) [Nadkarni
et al., 2011].

Subsequently, another shift to neural network-based ap-Word2Vec shifted focus

to neural networks proaches happened in the 2010s, accelerated when Mikolov
et al. [2013] created Word2Vec, a simple neural network that
learns how words relate to each other, which worked well
for many NLP tasks, as highlighted in the survey by Zhao
et al. [2023].

Tan et al. [2020] and Young et al. [2018] describe in their re-Evolution to

transformers for

effective sentence

processing

views the progression of neural architectures for effective
sentence processing in NLP. According to their reviews,
Sutskever et al. [2014] gave a neural network architecture
(built with recurrent neural networks (RNNs) and specifi-
cally Long Short-Term Memory (LSTM) networks) to trans-
form one text sequence into another (like English sentences
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into French sentences). Then by the attention mechanism
from Bahdanau et al. [2014] that allowed models to focus on
relevant text segments and finally by Vaswani et al. [2017]’s
transformer architecture, which enabled neural networks to
process entire sentences at once rather than word by word
sequentially, while still maintaining focus on relevant text
segments.

This led to transformer-based models such as BERT [De- Transformers set new

baselinevlin et al., 2019], which, according to Rogers et al. [2021],
achieved state-of-the-art results across numerous bench-
marks and was subsequently adopted as a standard base-
line in many of them.

According to the survey by Zhao et al. [2023], Large Lan- LLMs are current

state-of-art with new

capabilities

guage Models (LLMs) like GPT [Brown et al., 2020] that are
also built on the transformer architecture represent the cur-
rent state of NLP development, showing new capabilities
such as in-context learning, instruction following, and step-
by-step reasoning not found in earlier, smaller models.

3.3 Text Simplification Systems

Building upon the NLP advancements discussed previ-
ously, text simplification systems represent a specific ap-
plication area that is particularly relevant to this thesis, as
they align with one of the key dimensions through which
the MagicTextreader can transform text. According to Šta- Early text simplification

systems emerged from

accessibility research

and industry standards

jner [2021], early research on text transformation systems
was mainly dedicated to automatic text simplification sys-
tems. Furthermore, since the late 1990s, automatic text
simplification has emerged as a natural language process-
ing method with potential to improve text accessibility for
people with reading or cognitive disabilities. Meanwhile,
Shardlow [2014] notes that the first practical uses focused
on aviation manuals, where Boeing created grammar and
style checkers to help writers produce simplified English
documentation for their commercial aircraft manuals fol-
lowing the ASD-STE100 [Aerospace and Defence Industries
Association of Europe (ASD), 2021] standard.



24 3 Related Work

Shardlow [2014] explain that early lexical simplificationRule-based approaches

dominated early text

simplification systems

despite their limitations

worked by replacing complex words with simpler syn-
onyms, often using basic word frequency measurements to
find suitable replacements. They remark that this process
sometimes changed or lost the original meaning, which
was one reason these rule-based approaches had major lim-
itations in scaling up and adapting to different fields and
languages. Štajner [2021] describes how the field gradually
grew to include various simplification techniques, such as
word replacement, sentence structure reorganization, and
adding explanations. Despite this progress, these rule-
based systems needed extensive manual effort, which lim-
ited how practical they were in real-world applications ac-
cording to Shardlow [2014] and Štajner [2021]

According to Štajner [2021], the field has witnessed aThe field evolved from

rule-based to machine

learning approaches,

with research growing

quickly since the 1990s

shift from rule-based systems to data-driven approaches.
They document that research in English text simplification
has evolved through three distinct phases: rule-based sys-
tems (until 2010), data-driven supervised machine learn-
ing (2010-2014) where algorithms learn from labeled ex-
amples and rely on human-engineered features to iden-
tify complex text patterns, and neural text simplification
systems (2015 onwards) which use neural networks that
learn complex language patterns from large amounts of
data with less manual engineering. Further, a crucial task
for these data-driven approaches is finding high-quality
parallel datasets of paraphrases that can serve as training
data. They also mention that research on text simplification
has both evolved methodologically and increased in vol-
ume over time, with few publications using terms like ’text
simplification,’ ’syntactic simplification,’ ’sentence simpli-
fication,’ or ’lexical simplification’ in the 1990s, compared
to over 1,000 publications annually by 2019 on Google
Scholar, including more than 60 publications containing
these keywords in their titles.

For example, Zhu et al. [2010] proposed a data-driven sys-First data-driven

systems treated

simplification as

monolingual translation

using Wikipedia parallel

corpora

tem that trained a tree-based model using paired sentences
from regular and simple Wikipedia, treating text simpli-
fication as translation within the same language. Simi-
larly, Wubben et al. [2012] also treated simplification as
a translation problem but developed a phrase-based ma-
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chine translation approach (which breaks sentences into
meaningful chunks or ’phrases’ and uses statistical mod-
els learned from parallel texts to determine the most likely
translations for each chunk and their proper order [Os-
borne, 2010]), learning simplification rules directly from
parallel Wikipedia texts without relying on syntactic trees,
which allowed their system to capture a wider range of sim-
plification operations while maintaining grammaticality.

From then on, neural text simplification systems became ac- Neural simplification

based on attention

mechanisms

outperformed traditional

machine translation

approaches

cording to Štajner [2021] more common. Nisioi et al. [2017]
applied the attention mechanism to text simplification, im-
plementing sequence-to-sequence models with attention
for simplifying text, which their extensive human eval-
uation showed could significantly outperform the best
phrase-based and syntax-based machine translation ap-
proaches when ranked with appropriate metrics. Later,
Zhang and Lapata [2017] built upon the attention mecha-
nism by using reinforcement learning to balance simplicity,
fluency, and meaning preservation.

Hybrid approaches emerged like Maddela et al. [2020] who Hybrid approaches

emerged combining

rule-based methods

with neural techniques

proposed a system that uses rule-based methods for split-
ting and deletion operations, paired with neural paraphras-
ing, enabling better content preservation while allowing
users to control various aspects of readability, addressing
limitations of end-to-end models that primarily focus on
deletion operations.

Martin et al. [2019] developed transformer-based systems Transformer-based

approaches enabled

controllable

simplification and

language-agnostic

frameworks

allowing users to control specific aspects of the simpli-
fied text, such as length and word complexity. Martin
et al. [2020] introduced MUSS, a language-agnostic frame-
work that leverages transformer models with controllable
generation and large-scale paraphrase mining from web
data to perform sentence simplification without requiring
labeled parallel simplification data.

More recent approaches use large language models and are
discussed in the next section.
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3.4 Large Language Models

Building upon the NLP evolution described in section 3.2,
Large Language Models (LLMs) represent, according to
Zhao et al. [2023], the state of the art in NLP with di-
verse capabilities. This section examines their develop-
ment, technical aspects, and applications in text transfor-
mation systems, with a focus on their relevance to the Mag-
icTextreader. LLMs form the technological foundation of
the MagicTextreader’s text transformation capabilities.

3.4.1 Technical Foundations

Large Language Models (LLMs) are neural network sys-LLMs’ scale enables

unique capabilities

beyond smaller models

tems that can understand and create human language
[Chang et al., 2024]. A key factor is their scale—according
to Wei et al. [2022], this larger scale gives LLMs special abil-
ities that smaller language models simply do not have.

These models are latest of the advancements presented inTransformer

architecture with

self-attention forms

LLMs’ core

Section 3.2 and the core of these models is according to
Chang et al. [2024] and Zhao et al. [2023] mainly the paral-
lelizable Transformer architecture with self-attention mech-
anism that was introduced by Vaswani et al. [2017].

Following Vaswani et al. [2017], on an abstract and simpli-Transformers generate

text through

probabilistic next-word

prediction

fied level, Transformers generate text by determining the
most probable next word based on an existing text. They
repeat this process continuously. After adding a new word,
they recalculate again which word is most probable to fol-
low next, based on the now extended text. This is how a
coherent text sequence is created word by word.

According to Raffel et al. [2020]; Brown et al. [2020]; WeiNext-word prediction

enables solving

complex tasks

et al. [2022], the ability to determine the most probable
next word in various contexts enables transformers to solve
complex tasks. Following them, for logical problems, the
correct solution often corresponds to the most probable text
continuation, provided the model was trained with correct
examples.
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This text generation approach is not new in principle – ear-
lier sequence-to-sequence models based on recurrent neu-
ral networks (see Section 3.2), like [Bahdanau et al., 2014]
showed in their translation approach, also generated text
by sequentially predicting the most probable next token
based on previous context.

However, according to Vaswani et al. [2017]; Chang Self-Attention allows

parallel processing and

tracking long

dependencies

et al. [2024], the difference between recurrent neural net-
works and the Transformer architecture lies in the process-
ing method: While RNNs must process texts sequentially
and word by word, a Transformer can process a text in par-
allel. According to them, the Self-Attention mechanism, the
core element of this architecture, determines which other
words are relevant for each word in the text. Thus, a word
at the beginning of a sentence can directly influence the in-
terpretation of a word at the end (and it can even keep track
of long dependencies like words that influence each other
but are far away from each other) – without going through
a chain of calculations. According to them, this connec-
tion between all words allows the model to capture rela-
tionships such as references, dependencies, and thematic
connections more effectively.

Early language models based on the Transformer architec- Early Transformers

trained for specific

purposes

ture are typically trained for specific purposes with corre-
sponding training examples [Chang et al., 2024].

Large language models, however, follow a different train- LLMs’ pre-training on

massive datasets

enables emergent

capabilities

ing approach. They undergo pre-training on massive text
collections, as proposed first by Radford et al. [2018]. Their
learning objective involves predicting the next word in a
sequence, as in Vaswani et al. [2017], or filling in masked
words within text, as in Devlin et al. [2019]. As these
models scale in size, new capabilities emerge at specific
thresholds, without showing signs until that critical point
is reached [Wei et al., 2022]. These capabilities are referred
to as emergent capabilities, and they enable large models to
solve a wide range of tasks across various benchmarks that
smaller models cannot [Wei et al., 2022].

Following this initial pre-training phase, despite their Fine-tuning aligns

models with

preferences

emergent capabilities, these models are still further fine-
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tuned - adapted through additional training to perform
specific applications aligned with human preferences and
requirements [Ouyang et al., 2022].

3.4.2 Prompt Engineering

As discussed earlier in this section, LLMs generate text byPrompt Engineering

guides LLM text

generation

predicting the most probable continuation of a given input
based on prior training and fine-tuning. According to Sa-
hoo et al. [2024], this input is referred to as the prompt, and
the systematic design of such prompts to achieve desired
outcomes is known as prompt engineering.

One aspect of prompt engineering is whether to include ex-Shot terminology

categorizes example

inclusion approaches

amples of similar tasks and their solutions in a prompt, and
this can be expressed using the shot terminology system-
atized by [Brown et al., 2020]. According to them, zero-shot
prompting includes no examples in the prompt—only nat-
ural language instructions. One-shot prompting incorpo-
rates a single example before the actual task, and few-shot
prompting contains multiple examples. They also refer to
this as in-context learning, as the model “learns” the task
from the context (i.e., the existing/provided text).

Brown et al. [2020] compared zero-shot, one-shot, andIncreased examples

improve model

accuracy

few-shot prompting methods on their GPT-3 model across
various tasks, including closed-book question answering,
translation, common sense reasoning, reading comprehen-
sion, and arithmetic. They observed that accuracy gener-
ally improved as the number of example shots increased,
demonstrating that the model effectively learns from exam-
ples.

Wei et al. [2022] introduce chain-of-thought prompting,Chain-of-thought

prompting enhances

reasoning tasks

showing that guiding models to reason step-by-step us-
ing examples improves accuracy on complex tasks. They
demonstrate that this technique especially increases arith-
metic reasoning performance and argue that it expands the
set of tasks language models can perform successfully. Al-
though potentially not directly relevant for this work, it
should be considered when designing effective prompts.
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White et al. [2023] introduce "A Prompt Pattern Catalog to Prompt Pattern Catalog

systematizes effective

prompting techniques

Enhance Prompt Engineering with ChatGPT," document-
ing patterns like Persona (instructing the LLM to adopt a
specialist role), Reflection (directing the LLM to explain its
reasoning process), Fact Check List (commanding the LLM
to list claims requiring verification), Template (telling the
LLM to format output according to a specific structure),
and Cognitive Verifier (ordering the LLM to break complex
questions into sub-questions before answering). This cat-
alog of prompt instructions might serve as a good foun-
dation to formulate a prompt for a specific transformation
task.

Zhou et al. [2022] show that LLMs themselves can be used LLMs optimize their

own promptsto craft/optimize a prompt. OpenAI [2025] provide a meta
prompt to generate a prompt from a given task description,
and Anthropic (author of Claude) even provides an interac-
tive tool to help create or refine existing prompts leveraging
their own model [Anthropic, 2025].

Providers of LLMs like OpenAI (ChatGPT), Anthropic, Providers of LLMs offer

guidelinesGoogle, Meta, etc. have their own guidelines [Ope-
nAI, 2025; Anthropic, 2025; Google DeepMind, 2025; Meta
AI, 2025] on how to engineer prompts. Most of them men-
tion concepts already listed here, such as providing exam-
ples in the prompt, as well as additional considerations like
advocating for precise instructions and mixing natural lan-
guage with markup languages like XML [Bray et al., 2008],
JSON [Bray, 2017], or Markdown [CommonMark Commu-
nity, 2020] to separate parts from each other and introduce
hierarchy, among others. One common technique used by
these providers is to structure a prompt as a sequence of
messages, allowing the language model to generate the
next message in the sequence. Most providers offer APIs
that handle message separation and delimitation internally.

Li et al. [2023] show that incorporating emotional stimuli Emotional stimuli in

prompts boost

performance

(derived from psychological theories) into prompts (such
as appending "This is very important to my career") signif-
icantly improves performance. Their approach increased
scores by 115% on Big-Bench [bench authors, 2023] and by
8% on instruction induction [Honovich et al., 2022], both
LLM benchmarks that contain diverse tasks.
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3.4.3 LLM Hallucinations

According to Huang et al. [2025], a limitation of LLMs
is their tendency to generate hallucinations—outputs that
are linguistically plausible but factually not correct. They
group these into factuality and faithfulness hallucinations.
They state that factuality hallucinations occur when a
model provides factually incorrect information, for exam-
ple, in response to a question. Further, faithfulness hal-
lucinations are more relevant in text transformation tasks,
where the output fails to accurately reflect a given instruc-
tion or context. These are further divided by them into
three subtypes: instruction inconsistency, where the model
does not follow the instruction (e.g., it fails to apply a re-
quested transformation); context inconsistency, where it ig-
nores or misuses contextual information (e.g., it generates a
transformed version that sounds fluent but is not based on
a given page); and logical inconsistency, where it produces
errors in reasoning.

3.4.4 Response Time of LLMs

Response time is an important factor in interactive sys-Length of generated

text influences

response time the most

tems [Shneiderman, 1984], and thus the response time of
an LLM becomes relevant for an interactive system using
LLMs like the MagicTextreader. According to Narayanan
et al. [2023], the reponse time is generally influenced by the
model size, underlying hardware, and optimizations. Fur-
ther they state, the response time of an LLM depends on
the length of the prompt and the length of the generated
text. They show a roughly piecewise linear relationship be-
tween these factors and response time. From their evalu-
ation, it can be estimated that the effect of output length
on response time is approximately 250 times greater per to-
ken than that of the input, highlighting the dominant role
of the generated text length. To provide users with useful
feedback during transformations, estimating response time
becomes relevant. Since it largely depends on the length of
the generated text, predicting this length might offer an en-
try point. Zheng et al. [2023] demonstrate that LLMs them-
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selves can be used to predict the expected length of their
output given a prompt.

3.4.5 Non-Determinism of LLMs

Most LLMs generate different output text when given the
same input prompt multiple times, as their generation
process involves elements of random sampling to main-
tain fluent and varied responses. Non-determinism per-
sists even under settings designed to enforce consistency,
due to system-level factors beyond user control. [Atil
et al., 2025; Holtzman et al., 2020]

3.5 Information Integrity Challenges in
LLM-Based Systems

As LLMs produce hallucinations (see Section 3.4.3), the
issue of information integrity arises for interactive sys-
tems that present LLM-processed information to users.
Information integrity is a concern for businesses, gov- LLM hallucinations

threaten

decision-making

integrity

ernments, society, and individuals, as false informa-
tion can lead to decisions that are not in the best
interest of individuals or organizations, with conse-
quences that can cost the economy billions of dollars
[Geisler et al., 2003; Lewandowsky et al., 2012; Kuklinski
et al., 2000]. This concern is particularly relevant given that
knowledge is durable and persists without declining with
age [Marsh et al., 2016]. The repetition of false or mislead-
ing information increases the likelihood that people will
believe it [Pillai and Fazio, 2021]. The impact of false in-
formation from LLMs, specifically ChatGPT, has become a
research focus, with a Google Scholar search for "chatgpt
false information impact" yielding over 67,000 results as of
May 2025. Amaro et al. [2023] investigated ChatGPT’s fake Late error discovery

reduces user trust and

satisfaction

information impact through a user study and found a sta-
tistically significant difference in satisfaction and trust be-
tween users who discovered early that ChatGPT produced
false information compared to those who discovered this
later during their interaction.
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3.6 Language Models for Text Adaptation
and Accessibility

3.6.1 Prompting Engineering for Text Transforma-
tion

Reif et al. [2021] propose a prompting method called "aug-Augmented zero-shot

learning enables

diverse style transfers

mented zero-shot learning" to transform text stylistically
across multiple dimensions, such as altering sentiment,
increasing descriptiveness, incorporating metaphors, and
adding comic or melodramatic elements, among others.
Their approach provides diverse examples of different
rewrites (each demonstrating different style changes) so
that the prompt does not necessarily contain an example
of the specifically requested style transfer but rather exam-
ples of other style transfers. They conducted human eval-
uations comparing the "style strength" of their method’s
outputs against human-rewritten "ground truths." Their re-
sults indicate that this method produces rewrites that hu-
mans evaluate as comparable to human-written ones in
terms of style strength.

Patel et al. [2022] propose a multi-step prompting tech-Multi-step prompting

transfers author style

with minimal samples

nique to transfer an author’s style using just a few samples.
They demonstrate this by transferring styles between dif-
ferent Reddit users and their posts. Their process involves
three steps: First, they convert a small sample (N=15) from
each author to neutral text using zero-shot prompting. Sec-
ond, they have an LLM describe each sample’s style using
comma-separated adjective lists. Finally, they perform style
transfer through few-shot prompting by providing exam-
ples of transformations between neutral text and original
samples (described by the adjective lists), then having the
LLM complete a neutral text from another author in the de-
scribed style. They evaluate their approach against an au-
thorship identification model and demonstrate that it suc-
cessfully fools the model over 50% of the time, with texts
being rated more likely to be in the target author’s style
than the source author’s style.

Feng et al. [2023] tested LLMs for sentence simplificationLLMs outperform state

of the art in sentence

simplification tasks
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using very basic prompts in zero-shot, one-shot, and two-
shot settings. Their results showed that one-shot prompt-
ing performed best and exceeded recent state-of-the-art
systems. They found that: (1) GPT-3.5 and ChatGPT bet-
ter removed unnecessary information while adding helpful
content; (2) ChatGPT performed well on Portuguese and
Spanish tasks, showing strong multilingual abilities; and
(3) Human evaluators rated LLM simplifications similar to
human-written ones.

3.6.2 Methods for Controllable Text Generation
with LLMs

Liang et al. [2024] examines controllable text generation Controllable text

generation balances

constraints with quality

(CTG) for large language models. CTG allows to gener-
ate text that meets requirements while maintaining quality.
The authors present CTG as an expanding research area
with various methods for controlling text attributes and
content. Their main contribution is organizing CTG into
two key dimensions: how well the text follows control con-
ditions and how it maintains quality. They also divide CTG
approaches into content control and attribute control cate-
gories, and review implementation methods during both
training (of the LLM itself) and inference phases (in the
prompt when using the model). This organized overview
provides valuable insights for understanding text transfor-
mation techniques that can be applied to accessibility ap-
plications.

Luo et al. [2023] describe an approach that leverages LLMs Classification-guided

incremental style

transfer outperforms

direct prompting

for style transfer by prompting an LLM to classify the style
rather than directly prompting it to transform text and then
performing a discrete search to modify sentences incremen-
tally until the desired style is achieved. They also compare
this method against zero-shot prompting with direct trans-
formation instructions, demonstrating that their incremen-
tal classification-guided approach achieves better results.
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3.6.3 LMs/LLMs for Accessibility-Focused Text
Transformations

Makhmutova et al. [2024] created a multi-modal medi-Medical text

simplification requires

audience-specific

approaches

cal text simplification dataset consisting of triplets: orig-
inal text, human-written simplified text, and a ChatGPT-
simplified version generated using a basic zero-shot
prompt. Their evaluation concludes that while ChatGPT
generally transforms texts to be quite understandable, it
is not yet reliable enough for medical text simplification.
They specifically advocate for target group-specific simpli-
fications, noting the challenge of determining which terms
require simplification and which do not depends on the au-
dience.

Uricchio et al. [2024] conducted two exploratory studiesGPT-4 simplifications

preferred despite lower

guideline adherence;

study notes importance

of involvement

examining ChatGPT’s knowledge of Easy to Read (E2R)
guidelines and text simplification capabilities according to
these guidelines. GPT-4 demonstrated significant guide-
line knowledge when directly questioned. Using zero-shot
prompting that positioned the model as an accessibility ex-
pert with detailed guidelines, they found GPT-3.5 could
only simplify 1/7 texts according to the E2R guidelines,
while GPT-4 managed 4/7, both underperforming com-
pared to simplifications manually crafted by instructed stu-
dents. In their evaluation, however, participants with in-
tellectual disabilities mostly preferred GPT-4’s simplifica-
tions over manually crafted ones, despite GPT-4’s simpli-
fications following the guidelines less. In their discussion,
they acknowledge this result by citing the Inclusion Europe
Association’s statement [Inclusion Europe, 2018] that "peo-
ple with intellectual disabilities know best what is good for
them," recognizing that what works best in practice may
not always align with prescribed guidelines and that the
users for whom the text is intended should be able to take
part in this process.

August et al. [2024] compare language complexity sum-LLMs enable adaptive

complexity interfaces for

personalized reading

maries written by experts versus those generated by lan-
guage models through three studies. They find that LLM-
generated lower complexity summaries can match the
quality of expert-written ones. They conclude that the ap-
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propriate complexity level depends on the audience and
advocate for using LLMs to improve science communica-
tion. They specifically recommend that interface design-
ers create interactive and adaptive reading interfaces that
can generate summaries tailored to readers’ needs, allow-
ing users to select different complexity versions and using
brief surveys to determine optimal adaptations.

Chen [2022] study the transformation of narrative perspec- Narrative perspective

shifting offers potential

accessibility

implications

tive as a text modification task. Their approach employs
neural architecture based on the BERT language model to
identify and alter entity references. Chen [2022] note that
this perspective-shifting capability alters the reading expe-
rience and could be applicable across various text genres in-
cluding fiction, educational materials, self-help resources,
and self-diagnostic tools, potentially offering implications
for text accessibility.

3.6.4 Interactive LLM Systems for Reading En-
hancement or Text Generation

Lo et al. [2023] investigate whether advances in AI and HCI Interactive prototypes

address PDF reading

experience

can enhance reading interfaces for PDFs. They identify five
key challenges readers face with research papers: discovery
of relevant literature, efficient skimming as publication vol-
umes grow, comprehension of dense technical content, syn-
thesis across multiple papers, and accessibility limitations
of static PDF formats. The authors investigate ten inter-
active prototypes that address these challenges, including
systems that highlight citations to recently viewed papers,
color-code and make navigable different discourse facets
(e.g., objectives, methods, results), provide popup explana-
tions for technical definitions, and offer on-demand LLM-
based summarization and question-answering for complex
sections.

Rex [2024] developed a minimalist interface for Mixtral, Kindle LLM integration

enhances reading

continuity

an LLM by Mistral AI [Mistral AI Team, 2023], optimized
specifically for Kindle devices. This implementation al-
lows readers to easily look up information using the LLM
without needing to switch devices during reading sessions,
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demonstrating a reader system that integrates an LLM for
better accessibility even while requiring users to switch to
the Kindle built-in browser.

Faltings et al. [2023] propose an interactive text generationInteractive generation

improves text

customization

architecture that simulates an interactive user during train-
ing to steer a model step by step to edit text until it satisfies
specific criteria. They argue that while most LLMs can gen-
erate high-quality text, the typical zero-shot prompts used
for generation are often underspecified, making it difficult
for models to satisfy user needs without additional infor-
mation. Their architecture employs both an LLM and a to-
ken edit model that incrementally substitutes parts of ex-
isting text. This interactive approach, which enables users
to steer text transformation toward a desired version, rep-
resents a consideration for designing systems like the Mag-
icTextreader.

3.6.5 Related LLM Applications in Educational or
Content System Contexts

Klein et al. [2024] use few-shot prompting with GPT-4 toLLM-based emoji

translation boosts word

guessability

translate text into an emoji-based version. They then exam-
ine whether these emoji translations support word predic-
tion in the original text. In a controlled study, they find that,
with the help of the emoji translation, the guessability of
masked words increases by 55%. The authors suggest that
emoji translations could support applications such as read-
ing acquisition for children or language learning for adults,
as emojis provide sufficient semantic coverage to represent
many words.

Chen and Leitch [2024] examine the use of LLMs as read-LLM-based reading

companions improved

comprehension and

engagement

ing companions to support the learning of students. In
a semester-long study, students using Claude’s LLM [An-
thropic, 2023] showed improved comprehension and en-
gagement compared to a control group. The authors also
warn about risks such as overreliance. They emphasize the
need for responsible design to support learning and protect
student well-being.
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Zhiyuli et al. [2023] use LLMs to rate books and generate LLMs generate

accurate book ratings

and summaries

summaries, rather than transforming e-books. They let the
model rate books for a general or specific audience using
zero-shot (providing only title and author) and few-shot
approaches (adding tables of ratings for other books by the
same author). Comparing against ratings from Goodreads
[Goodreads, 2025], and Douban [Douban, 2025], they found
their approach outperformed established methods, with
accuracy improving when transitioning from zero-shot to
few-shot. In their summary evaluation, human annota-
tors blindly rated summaries generated by GPT-3.5 [Ope-
nAI, 2025] and Wenxin (Baidu’s LLM) [Wang et al., 2021].
Wenxin-generated summaries outperformed both GPT-3.5
and expert-written ones from Douban, indicating GPT-3.5’s
limitations for this task. Their methodology for building
the evaluation dataset is notable, as they selected books
with the highest number of comments or ratings.

Sajja et al. [2024] introduce a platform that uses LLMs as LLMs enable interactive

personalized learning

experiences

teaching assistants to provide an interactive framework for
personalized learning. They evaluate how AI can be inte-
grated into existing learning platforms, which educational
content is most appropriate for adaptation, how different
learning styles can be supported, and what challenges arise
when building such systems. Their findings demonstrate
that LLM-generated quizzes, flashcards, and assessment
tests effectively deliver personalized learning experiences.
They identify extracting structured data from PDFs as a key
challenge in this process. Their approach to content adap-
tation via LLMs provides relevant insights for text transfor-
mation systems such as the MagicTextreader.

3.7 Natural Language Interaction Systems

Natural language interfaces (NLIs) allow users to interact NLIs shift HCI focus

from GUIs to dialoguewith systems via human language, either through speech
or text [White and O’Connor, 2022]. They include chatbots,
voice assistants, and interactive voice response systems
[White and O’Connor, 2022]. According to Følstad and
Brandtzæg [2017], these interfaces are increasingly seen as
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central to HCI, shifting the design focus from graphical
user interfaces to conversation and dialogue.

The W3C [White and O’Connor, 2022] highlights that NLIs
support multiple input and output modalities, making
them particularly relevant for accessibility, as users with
different abilities can choose their preferred mode of inter-
action.

The rise of chatbots exemplifies this shift as they act as nat-Chatbots enable

goal-driven interaction ural language interfaces to data and services, enabling goal-
oriented interaction in both text and voice formats [Føl-
stad and Brandtzæg, 2017]. Motivational studies show that
users value chatbots for productivity, entertainment, and
curiosity [Brandtzaeg and Følstad, 2017].

Hendrix [1982] list several advantages of natural languageNLIs offer flexible,

intuitive, and

context-aware

interaction

interfaces. These include their flexibility (usable across a
wide range of use cases), the minimal training required for
users, and the ease of remembering natural language com-
pared to interfaces that require structured commands. They
also mention that natural language can be faster than us-
ing menus or writing queries, and it allows follow-up ques-
tions that build on the context of previous dialogue.

Designing for NLIs also requires attention to social dynam-Effective NLI design

incorporates social and

conversational

intelligence

ics. Chaves and Gerosa [Chaves and Gerosa, 2021] iden-
tify key social characteristics for chatbot design, such as
conversational intelligence (e.g., turn-taking), social intel-
ligence (e.g., empathy), and personification (e.g., tone and
identity).

As natural language processing evolves toward LLMs (seeNLIs increasingly rely

on LLM-based

architectures

Section 3.2), this trend is also reflected in the development
of natural language interfaces and chatbots, which increas-
ingly rely on LLM-backed systems. This observation is
supported by a brief personal review of recent research
on Google Scholar, where most recent NLI-related publi-
cations are based on LLM technologies.



3.8 Survey and Logging Methods in HCI 39

3.8 Survey and Logging Methods in HCI

Survey research and event logging are established meth-
ods in HCI and ethnographic studies [Müller et al., 2014]
and relevant to this thesis as the foundation of the research
toolkit must provide these methods to support the mixed-
methods study conducted.

3.8.1 Surveys

Survey research is often used in combination with other re-
search methods and in HCI, surveys can follow or precede
qualitative studies such as ethnographic research to quan-
tify observed insights, or to identify general patterns for
further exploration [Müller et al., 2014].

Müller et al. [2014] note that in HCI, surveys are a valuable
method for gathering information on user behavior, prefer-
ences, demographics, task success, motivations, and expe-
riences with technology.

Question types in surveys can, according to Müller
et al. [2014], be open-ended or closed-ended. Further, open-
ended questions allow respondents to provide answers in
their own words as free text, which is useful when possible
answers are not well defined. Closed-ended questions pro-
vide a predefined set of options and are suitable for mea-
suring frequencies, attitudes, or comparisons through for-
mats such as single-choice, multiple-choice, rating, or rank-
ing scales [Müller et al., 2014].

Biases in survey responses are, according to Müller
et al. [2014], a central concern and list the following biases.
Satisficing occurs when respondents provide minimal-
effort answers. Acquiescence bias refers to a general ten-
dency to agree with statements regardless of content. Re-
sponse order and question order biases may also influence
how answers are selected based on the position or sequence
of items in the survey. Social desirability bias leads partici-
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pants to respond in ways they believe will be viewed posi-
tively.

3.8.2 Event Logging and Interaction Tracking

According to Crabtree et al. [2006], ethnographic studies of-Event logging

complements

ethnographic

observation

ten focus on understanding user behavior in a certain con-
text. Further, in this setting, event logging and interaction
tracking are used to complement traditional observational
methods.

Crabtree et al. [2006] examine the use of system-generated
event recordings in ethnographic studies of ubiquitous
computing. They describe how these recordings are used
alongside video data to support the analysis of interaction
that is distributed across devices and locations. Their work
focuses on the development and use of ‘record and replay’
tools to support the reconstruction of user activity.

The Process Mining Handbook [Van Der Aalst and Car-Process Mining

Handbook defines

structured formats for

analyzing event

sequences

mona, 2022] introduces standard formats for event logs.
Each event typically includes at least a case identifier (to
associate the event with a specific user or session), an ac-
tivity label (to describe the type of action performed), and
a timestamp (to determine the order and timing of events)
but can also include many other attributes to enhance con-
text. This structure supports the analysis of sequences of
events in interaction data.
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Chapter 4

Design and
Implementation of the
MagicTextreader

This chapter presents the design and implementation of the
MagicTextreader system, progressing from the underlying
motivations and system overview through system goals,
scope definition, requirements analysis, key design deci-
sions, and finally the technical implementation.

4.1 Motivation

Before introducing the system, this section restates the
underlying motivation. The challenges and opportuni-
ties identified in Chapter 2 “Background” and 3 “Related
Work” reveal three key findings that inform the design and
implementation:

• Text accessibility is widely recognized as a challenge,
with studies indicating that a large portion of readers
struggle with complex or specialized language. Ad-
ditionally, research suggests that readers vary in their
cognitive processing styles and reading preferences.



42 4 Design and Implementation of the MagicTextreader

• The capabilities of LLMs present opportunities for
transforming texts to address text accessibility needs,
as well as personalizing reading experiences.

• Despite these accessibility challenges and the emerg-
ing capabilities of LLMs, current e-readers ad-
dress only limited accessibility needs (e.g., font size
adjustment, screen brightness), while existing re-
search demonstrates isolated applications of LLMs
for text transformation without investigating or in-
tegrating these capabilities into comprehensive, user-
controlled reading systems.

To address this gap, the MagicTextreader system was devel-
oped as both a functional prototype and research toolkit for
investigating the prototype in use.

4.2 System Overview

The MagicTextreader system provides a prototype of anMagicTextreader

enables modular,

user-driven AI text

adaptations

AI-enhanced e-reader that allows users to apply modular
text transformations along various text accessibility dimen-
sions, categorized by their control types: toggles (for binary
changes), choices (for discrete options), and sliders (for con-
tinuous adjustments between two reference points). Using
these modular transformations, many types of accessibil-
ity dimensions can be addressed—such as complexity, tone,
style, format, and personalization. Additionally, a built-in
chat interface allows users to define their own transforma-
tions via natural language, which are then mapped to one
of the three control types.

An accompanying evaluation platform positions the sys-Prototype is embedded

in platform as research

toolkit

tem as a research toolkit, supporting participant manage-
ment, pre- and post-reading questionnaires, logging user
event data, and enabling both initial investigation and fu-
ture research into AI-enhanced reading technologies.

The following sections explain the system’s core mecha-
nism in detail, establish the design goals, and define the
scope and boundaries.
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4.2.1 Core Mechanism

The core mechanism of the MagicTextreader enables readers
to transform text in e-books according to their preferences
at the point of need.

For example, a reader may come across a section with spe- Example: Complex text

is simplified on demand

via complexity control

cialized terminology or complex explanations while read-
ing a non-fiction book. In such a case, the reader could ac-
cess transformation controls that offer various parameters
for text modification. One example might be a complex-
ity control with levels like “Original”, “Intermediate”, and
“Simple”. A reader without domain-specific knowledge
could select “Intermediate” and the system is designed to
transform and present the passage in a more accessible lan-
guage. Figure 4.1 illustrates an exemplary user interaction
with the mechanism.

Exemplary illustration of user interaction with the core
mechanism of MagicTextreader

4.2.2 System Goals

The following high-level goals were formulated in order to
arrive at a suitable implementation. These goals provide
the foundation for deriving system requirements and guid-
ing subsequent design decisions that shape the implemen-
tation.

• E-Reader Functionality: Provide the core features
from an e-reader (see Section 2.2.2)

• Transformation Capability: Enable readers to apply
and customize predefined text transformations along
various text accessibility dimensions within the read-
ing interface

• Custom Transformation Creation: Allow users to de-
fine transformations through natural language inter-
action via chat interface.
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Figure 4.1: Exemplary illustration of user interaction with
the core mechanism of MagicTextreader: The figure shows
three interface layers from background to foreground,
demonstrating how a user adjusts the complexity of a med-
ically dense text. The background displays an e-book
reader with the original excerpt from Gray’s Anatomy
[Gray et al., 1901], describing the radial artery. A complex-
ity slider at the top offers the options ‘Simple’, ‘Intermedi-
ate’, and ‘Original’. The user selects ‘Intermediate’ (middle
layer), resulting in a transformed version of the text shown
in the foreground. The rewritten text is generated using
GPT-4o [OpenAI, 2024] with a zero-shot prompt, tailored
to suit an average adult reader.
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• Acceptable User Interface: Ensure the interface de-
sign does not introduce accessibility barriers that
would confound investigation of transformation-
related accessibility impacts.

• Research Support: Support data collection and inves-
tigation of the prototype in use.

4.2.3 Scope and Boundaries

The following defines the scope and boundaries of the pro-
totype and research toolkit.

Supported Content The system processes e-books in EPUB Limited to EPUB format

format. EPUB was chosen because it is an open standard
supported by all major platforms, most e-books are avail-
able in this format, and it already addresses accessibility
needs (see Section 2.2.3 and 2.2.2). Although not exclu-
sively limited to non-fiction, the reader is designed with
processing non-fiction books in mind, as the succeeding
study and investigation of text accessibility is restricted to
non-fiction.

Reader Accessibility Features Standard visual accessibil- Supports visual aids

and omits navigation,

highlighting, hyperlinks

ity features such as page reflow, text size and font adjust-
ments, and appearance settings (e.g., dark and light mode)
are supported. In contrast, highlighting, hyperlinks, and
the table of contents were intentionally left out. This is
based on the transformation architecture (Section 4.4.4) and
the quality requirements for performance (QR1), consis-
tency (QR2), and resource efficiency (QR4). Highlighting
was omitted, as participants of the succeeding study will
not access the text again after reading. Hyperlinks were
excluded because navigation could lead to sections not yet
transformed. A table of contents was not included, as the
succeeding study provides only short, self-contained ex-
cerpts.

Modalities The system focuses on text-to-text transforma- Supports only

text-to-texttions without extending to multimedia conversions.

Interaction Models The prototype explores multiple in- Supports adjustable

and user-defined text

transformations
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teraction paradigms for transformations: pre-defined text
transformations that can be adjusted as well as the creation
of transformations using natural language instruction. The
customization of transformations is offered since readers
have different needs, personalization has been proposed
as a potential factor influencing accessibility, with the view
that users should be involved in defining what works best
for them (see Section 3.6.3).

External LLM Dependency The system leverages externalUses external LLMs via

prompt engineering for

transformation

LLMs for text processing, without attempting to develop
or refine language models. It relies on prompt engineering
to guide transformations — an approach consistent with
methods adopted in related work (Section 3.6) and chosen
to prioritize the interaction and transformation experience
over model development. As a result, an active internet
connection is required.

Research Support Besides the prototype, research toolsResearch support tools

are included are provided including data collection mechanisms, survey
tools, and usage control for a first evaluation and a founda-
tion for a research toolkit.

Target Audience The system targets users with basic digi-Designed for digitally

literate users tal literacy who are familiar with common digital interfaces
such as web browsers, mobile applications, and standard
interaction patterns. Language support is limited to En-
glish and German.

4.3 Requirements

To support the development of the prototype, the require-Goal-based

requirements in

accordance with rapid

prototyping

ments were defined in a goal-oriented and deductive man-
ner, rather than through iterative refinement. This ap-
proach is based on Goal-Oriented Requirements Engineer-
ing, which emphasizes deriving system behavior from de-
fined goals [Van Lamsweerde, 2001]. It is also aligned with
the approach described in Constructive Design Research,
where prototypes are used to explore design ideas and in-
form later investigations [Koskinen et al., 2013]. Addition-
ally, this approach draws inspiration from rapid prototyp-
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ing methodologies, where the prototype itself can help to
refine or reveal requirements through actual use [Hartson
and Smith, 1991]. The grouping into functional and quality
requirements was informed by common concerns in HCI
and software quality models such as ISO/IEC 25010 [Inter-
national Organization for Standardization (ISO) and Inter-
national Electrotechnical Commission (IEC), 2023].

4.3.1 Functional Requirements (FR)

Functional requirements define what the system must do to
fulfill its purpose, including core capabilities, features, and
behaviors.

1. Digital Reading — The system must allow users to
read digital books with basic navigation features and
provide common accessibility features prevalent in
typical e-book readers and relevant for the succeed-
ing study.

2. Text Transformation — The system must provide text
transformation capabilities that modify text content
while preserving original meaning.

3. Pre-defined & Custom Transformations — The sys-
tem must offer pre-defined transformations and en-
able users to create and update custom transforma-
tions.

4. Transformation Status Feedback — The system
must provide feedback on transformation status and
progress.

5. Transformation Controls — The system must pro-
vide controls appropriate to different types of trans-
formation.

6. Research Support — The system must support re-
search activities by collecting usage data, facilitating
user surveys, and enabling analysis of reader behav-
ior and transformation effects.
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7. Multilingual Support — The system must support
multiple languages for interface, content, and trans-
formations.

8. Authentication — The system must provide authen-
tication for participants and administrators.

9. Administration — The system must provide admin-
istrative capabilities for managing system compo-
nents and research data.

4.3.2 Quality Requirements (QR)

Quality requirements define how well the system must per-
form its functions, including performance, usability, relia-
bility, and other quality attributes.

1. Performance — The system must transform text with
minimal perceived latency, allowing users to apply
and discard transformations with near real-time feed-
back.

2. Consistency — The system must transform text in a
predictable and uniform manner across all parts of a
document. Transformations should maintain coher-
ence between different segments of text, preserve the
logical flow of content, and produce identical results
when the same settings are applied. This ensures a
seamless reading experience both within a single ses-
sion and across different sessions.

3. Usability — The interface must be intuitive for apply-
ing, adjusting, and managing transformations with-
out extensive training.

4. Resource Efficiency — The system must be efficient
in its use of external API resources.

5. Cross-platform Compatibility — The reader must
function across different devices and browsers with
consistent behavior.
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6. Coherence — Text transformations must preserve the
original meaning and intent of the content while ap-
plying the requested changes.

7. Reading Flow — The system must maintain reading
flow when applying transformations with minimal
disruption.

8. Data Protection — The system must protect user data
and provide appropriate access controls for the re-
search context.

4.4 Design Decisions

This section outlines the key design decisions that shaped
the implementation of the MagicTextreader. Each decision
addresses specific requirements and includes a rationale ex-
plaining the reasoning behind the choice.

4.4.1 System Architecture

The fundamental design decision was to implement a dual-
purpose system that serves both as a functional prototype
of an AI-enhanced reader and as a research toolkit. This di-
rectly addresses the core requirements of creating a work-
ing digital reader (FR1) and supporting research activities
(FR6).

The MagicTextreader prototype thus consists of two inte- Architecture consists of

reader and research

platform

grated parts: first the MagicTextreader itself, which pro-
vides the interactive reading and transformation function-
ality, and second the surrounding platform, which supports
evaluation in the succeeding user study.

Both parts are implemented as a web-based system using Web-based

client-server designa client-server architecture. This approach was selected to
leverage epub.js (Sec. 4.4.2), which provides EPUB render-
ing capabilities through web technologies, to ensure cross-
platform compatibility (QR5) across devices and take ad-
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vantage of the well-suited nature of web technologies for
processing XML-based content [Zisman, 2000] (like EPUB).

The client (frontend) runs in the user’s browser. It rendersClient handles EPUB

rendering, provides

controls, and surveys

EPUB content (Sec. 4.4.2), provides transformation controls
(Sec. 4.4.8), supports custom transformations (Sec. 4.4.10),
displays questionnaires (Sec. 4.4.13), and presents a book
library (FR1).

The server (backend) handles data persistence and process-Server manages data,

OpenAI API, and study

administration

ing. It stores e-books and transformation definitions, man-
ages participants and research data (Sec. 4.4.15 and 4.4.16),
logs interactions (Sec. 4.4.12)), and communicates with the
OpenAI API (Sec. 4.4.5). This separation of concerns cen-
tralizes data management and simplifies study administra-
tion while maintaining responsive performance (QR1).

4.4.2 EPUB Reader

To support reading e-books in the EPUB format (scope lim-epub.js enables EPUB

reading in web

environment

itation) epub.js [FuturePress, 2025] was selected. Specifi-
cally, the system employs React Reader [Sletten, 2017], a
React-based wrapper around epub.js, which provides read-
ing functionality within a web environment.

Requirements Addressed: FR1, QR6

Rationale: Several open-source EPUB reader toolkits wereChosen for

open-source,

lightweight, and

customizability

evaluated for their suitability in rendering and customiz-
ing EPUB content. These include Readium (JavaScript for
web, Swift for iOS, Kotlin for Android) [Foundation, 2025],
FolioReaderKit (Swift for iOS) [Team, 2025], EpubReader
(.NET for Windows) [Team, 2025], epub.js (JavaScript for
web), Thorium Reader (Electron for Windows, macOS,
Linux) [EDRLab, 2025], Bibi (JavaScript for web) [Mat-
sushima, 2025], Calibre (Python for Windows, macOS,
Linux, and web-based) [Goyal, 2025], and Bookworm (Vala
for Linux) [Das, 2025]. Although all considered tools sup-
port EPUB 2 and 3 formats and common accessibility fea-
tures, epub.js was selected for the prototype due to its
lightweight structure, direct access to the DOM, and suit-
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able interfaces for implementing transformation features.
Its web-based design also facilitates cross-platform compat-
ibility. In addition, epub.js is well-documented and widely
used, with community engagement reflected in metrics
such as over 6,700 GitHub stars, 204 watchers, and more
than 1,100 forks.

4.4.3 Content Preprocessing System

Books are preprocessed and divided into XML-comment Books are

pre-segmented for

transformation<

separated segments, each approximately 2000 characters
in length, to support granular transformation and efficient
processing.

Requirements Addressed: FR1, QR1

Rationale: A fixed, preprocessing-based strategy was cho- Fixed preprocessing

segments text for

coherence and

efficiency

sen instead of dynamic segmentation based on user nav-
igation for several key reasons. The text is parsed once
hierarchically, with segment boundaries aligning with sen-
tence endings and XML tags. This creates coherent chunks
and eliminates the need for repeated parsing during book
navigation. Using consistent numbered segment identifiers
makes referencing, caching, and logging more straightfor-
ward. Fixed segmentation also generally reduces complex-
ity by avoiding the need for a dynamic segmentation strat-
egy. XML comment delimiters were selected for their non-
intrusive integration with the content structure.

The chunk size of 2000 characters was chosen based on Chunk size set for

typical e-book page and

LLM efficiency

an estimate of typical e-book page content. At first, ref-
erence material from an Amazon Kindle Paperwhite ad-
vertisement, showing a page that contains approximately
850 characters, was used as an initial orientation [Ama-
zon, 2024]. The chunk size was increased to accommodate
variations in layout and font size, but remained within rea-
sonable limits, as smaller chunks can be processed more ef-
ficiently by large language models (LLMs).
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4.4.4 Transformation Architecture

The system employs a segment-based transformation ar-Segment-based

architecture processes

content with context

awareness

chitecture that processes content with context awareness
from neighboring segments, using a sequential approach
that prioritizes the reader’s current position. As introduced
in Section 4.4.3, books are preprocessed and divided into
fixed segments that can be used for transformation.

Each time a page is opened or turned while transformations
are active, the architecture executes the following steps:

1. Determine Current Segment: Identify the lowest-
numbered segment that contributes content to the
visible page. This becomes the current segment.

2. Mark Surrounding Segments for Transformation:
Mark the current segment, its immediate left neigh-
bor, and its immediate right neighbor for transforma-
tion—only if they have not already been transformed.

3. Find Reference Segments: For each segment marked
for transformation, check its left and right neighbors.
If a neighbor is not also marked and has already been
transformed, include it as a reference segment.

4. Transform Segments: Transform all marked seg-
ments using the reference segments for context. The
transformed versions replace the original content on
the page.

5. Mark Upcoming Segments for Buffering: Mark the
next two segments after the current one for buffered
transformation—again, only if they have not yet been
transformed.

6. Find Reference Segments For each buffered segment,
check its neighbors and include already-transformed
ones (not also marked) as reference segments.

7. Transform Buffered Segments: Transform the
buffered segments in the background using their ref-
erence context. Store them for seamless forward nav-
igation.
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Requirements Addressed: FR2, QR1, QR2, QR6, QR7

Rationale:

The architecture centers transformation around the user’s Architecture focuses on

current and neighboring

segments for coherence

and responsiveness

current reading position to ensure relevance and respon-
siveness (QR1, QR2, QR7). Including neighboring seg-
ments in the transformation context preserves local coher-
ence and reduces textual discontinuity (FR2, QR6, QR7).
The decision to transform the current segment along with
its immediate left and right neighbors ensures that the
user’s current page is fully transformed, and that a likely
next page (when navigating forward) is already available
without delay, as in most conditions a single segment ex-
ceeds the user’s typical page size. Reference segments
ensure smooth transitions between previously and newly
transformed segments (QR2, QR6). The buffering strategy
preloads likely future segments to reduce even further la-
tency during forward navigation (QR1, QR7).

4.4.5 LLM Integration Strategy

The system integrates large language models from OpenAI OpenAI LLMs for

transformations and

interaction

via their API service. These models are used for execut-
ing text transformations as well as for enabling natural lan-
guage interaction to create new transformations. The sys-
tem uses the gpt-4o-mini model for transformation tasks
and the gpt-4o model for chatbot-based interaction.

Requirements Addressed: FR2, QR1, QR4, QR8

Rationale: LLMs from several providers were considered, Chosen for

performance, security,

and integration features

including those listed in chapter 3. Model rankings from
the Chatbot Arena benchmark [Chiang et al., 2024] were
used to compare performance. OpenAI is selected based
on the following considerations:

• Different general-purpose models are available which
vary in size, latency, fine-tuning and cost, including
several ranked among the top 20.
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Figure 4.2: Visualization of the segment-based transformation architecture across
time steps. The x-axis represents the first segments of some book, while the y-axis
shows a timeline corresponding to user interactions. Between t1 and t2, the user
activates a transformation after navigating to one of the first pages. The figure
further illustrates how the system responds to backward navigation (t5-t7) and for-
ward navigation (t5’–t7’) following the initial transformation process.



4.4 Design Decisions 55

Figure 4.3: Visualization of the segment-based transformation architecture, show-
ing a scenario where the buffering mechanism marks segment i+2 for transforma-
tion after the user navigates into segment i. It is illustrated how both neighboring
segments, already transformed, are used as context. Such a situation may arise
when the user navigates between segment chains while no transformations were
active in between.

• Access provided by encrypted API, which removes
the need for local model deployment, simplifies inte-
gration and does not store prompts or generated con-
tent after processing (QR8)

• A comprehensive prompt engineering framework is
available with features like the Assistants API [Ope-
nAI, 2024].

• Exact usage records are provided, enabling a cost and
usage monitoring system (see Sec. 4.4.14) (QR4)

OpenAI’s general-purpose models are preferred over those
fine-tuned for logical reasoning or code generation, as the
system focuses on text transformation and natural lan-
guage interaction. To determine the most suitable models
for each use case, balance is struck between response time
and the models’ accuracy and capabilities.

At the time of integration (December 2024), gpt-4o is Ope-
nAI’s highest-ranked general-purpose model based on the
benchmark. Due to the importance of response time in in-
teractive systems, smaller models such as gpt-4o-mini and
gpt-3.5-turbo were also evaluated.
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A small response time test was conducted to assess modelEvaluated response

time for decision

support

suitability. In this test, models were instructed to replace
every second word in a given text with the token blabla.
Two task variants were tested:

• 3-to-3 Task: The model receives three input segments
(each approximately 2000 characters) and transforms
all three. This simulates the standard transformation
step (Section 4.4.4).

• 2-to-1 Task: The model receives two segments but
transforms only the first. The second segment is pro-
vided as context. This simulates a buffer transforma-
tion step.

The segments were sampled from Gray’s Anatomy [Gray
et al., 1901]. Details on implementation and prompt for-
mulation are provided in the Appendix A. The results are
shown in figure 4.4.

gpt-3.5-turbo produces the fastest responses but fails togpt-3.5-turbo fast but

unreliable apply the transformation correctly in two out of eight test
runs. Due to limited reliability, this model is not used.

gpt-4o and gpt-4o-mini completed all test cases correctly.gpt-4o-mini chosen for

accurate, low-latency

transforming

Based on lower latency, gpt-4o-mini is selected for text
transformation tasks (QR1). Measured response times are
approximately 30 seconds for transforming three segments
and 12 seconds for one segment with one additional seg-
ment as context. When switching transformations on, usu-
ally only two segments need to be transformed before the
transformed version can be made visible to the user. Thus,
the average response time after enabling transformations
can be estimated at approximately 20 seconds, as response
time behaves roughly linearly with the length of the gener-
ated text (see Section 3.4.4).

gpt-4o is used for chatbot interaction, where smaller out-gpt-4o used for chatbot

interaction with higher

quality

put lengths is expected and generation quality can be pre-
ferred.
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Figure 4.4: Comparison of the performance of the GPT-4o and GPT-4o-mini [Ope-
nAI, 2024] and GPT-3.5 [OpenAI, 2023] models on the "Every 2nd blabla" text trans-
formation task. In this task, the model is instructed to replace every second word in
the input text with the token blabla. Two task variants are evaluated. In the 3-to-3
task, the model receives three input segments (each approximately 2000 charac-
ters in length) and is required to transform all three. In the 2-to-1 task, the model
receives two input segments, but only the first segment is to be transformed; the
second segment is provided as context only and is not included in the output. The
first bar chart shows the average response time (N = 4) of each model for both task
variants, while the second bar chart presents the corresponding processing speed
in words per second.

4.4.6 Prompt Engineering Framework

The system implements few-shot prompting with exam-
ples for text transformations, and zero-shot prompting for
natural language interactions related to the creation of text
transformations. No model training or fine-tuning is per-
formed to optimize the models for either the transforma-
tions or the natural language interaction.
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For text transformations, the system uses OpenAI’s com-OpenAI completions

API enables structured

prompt-based

transformations

pletions API [OpenAI, 2024]. The API allows to structure
the prompt as message list consisting of a system message
and a user message. The system message defines the trans-
formation task and includes: the transformation objective,
constraints or warnings, input format explanation, task de-
scription, and example input-output pairs to support few-
shot learning of the output format. It concludes with a list
of transformation preferences that specify how the model
should transform the input segments. The user message
contains a list of xml-separated segments to be transformed
or used as context. Figure 4.5 illustrates this structure.

For natural language transformation creation, the systemOpenAI’s assistant API

allows to define

functions ensuring LLM

output follows schema

uses OpenAI’s assistants API [OpenAI, 2024] to formulate
a prompt that includes two components: instructions and
a function definition. The instruction block defines the
assistant’s role, outlines supported transformation types,
and specifies the goal of assisting the user in formulat-
ing a new transformation. The function block defines
createTransformation(), a referenceable function that re-
turns a structured transformation definition aligned with
the system’s internal schema. This allows the model to
produce actionable transformation specifications. Figure
4.6 shows the static prompt structure; the dynamically ap-
pended message history from user interaction, as well as
the initial system message prompting the user to define a
transformation, are omitted from the figure.

Requirements Addressed: FR2, FR3, QR6

Rationale: Prompt engineering is applied instead of fine-Prompt engineering

selected over

fine-tuning given scope

constraints and proven

effectiveness

tuning, as training models lies outside the system’s scope
and related work outlines similar tasks where only prompt-
based methods were used successfully (QR6). Few-shot
prompting is used for segment transformation to ensure
well-formatted output, which is required for further pro-
cessing. Zero-shot prompting is used for natural language
interaction, where strict format adherence is not necessary
and otherwise correct output is ensured through the func-
tion reference and definition. The prompt structure fol-
lows techniques from Section 3.4.2, especially following
provider guidelines, such as using markup formats, clearly
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Figure 4.5: Illustration of the prompt structure used by
MagicTextreader to transform e-book segments.

defined task goals and was further optimized using the
model itself.

4.4.7 Transformation Cache System

Transformed segments are cached locally, keyed by the Caching system stores

transformed segments

locally

book, section, and transformation configuration. Accord-
ingly, when a user requests a transformation of a segment
for a specific book and section that has already been pro-
cessed with the same configuration, the system retrieves
the cached segment instead of reprocessing it.
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Figure 4.6: Illustration of the prompt structure used to
enable natural language interaction for creating new text
transformations in MagicTextreader.

Requirements Addressed: QR1, QR2, QR4, QR8

Rationale: The cache system addresses the non-
deterministic nature of LLM outputs (see Section 3.4.5) by
caching transformed segments. This ensures that users
receive consistent results when revisiting previously trans-
formed content (QR2). By retrieving already-processedCaching addresses

LLM non-determinism

while improving

consistency, speed, and

cost-efficiency

segments instead of reprocessing them, the system re-
duces response time in these cases (QR1) and lowers the
number of API calls made to the LLM provider, thereby
decreasing costs (QR4). While a shared backend-based
caching mechanism could reduce processing effort even
further—by enabling reuse of identical transformations
across users—this is not implemented to keep the archi-
tecture simple for the research prototype. Moreover, most
e-readers operate as local applications.

4.4.8 Modular Transformations

The system supports the definition of text transformationsModular transformation

system enables flexible

configuration and

combination of

components

in a modular fashion, meaning they are independent, user-
or system-defined components that can be individually



4.4 Design Decisions 61

Figure 4.7: Illustration of three transformation control types mapped to a concep-
tual space (inspired by Card et al. [1991]). In this space, the pages of a book are
arranged as a horizontal text stream along the x-axis, while different versions of
each page—representing variations along a single text accessibility dimension—are
mapped vertically along the y-axis. (1) A Toggle Control maps its two states (e.g.,
on/off) to two vertically stacked text streams; switching the toggle selects one
stream. (2) A Choice Control maps each selectable option along the control’s y-axis
to a corresponding text stream, also arranged vertically. (3) A Slider Control maps
its continuous position along the x-axis to intermediate versions of a text, spanning
between two reference versions arranged from bottom to top along the y-axis. A 3D
representation at the bottom illustrates how multiple text accessibility dimensions
can be combined in a multi-dimensional space: the x-axis indicates page position,
while the y- and z-axes each represent one text accessibility dimension. Each coor-
dinate represents a unique combination of transformations. This concept extends
to 𝑛-dimensions as more transformations are applied in combination.



62 4 Design and Implementation of the MagicTextreader

configured, selectively shown or hidden, and applied ei-
ther separately or in combination.

It distinguishes between three types of transformations that
differ in how options are structured and how users interact
with them.

Toggle transformations operate along a binary text acces-Toggle transformations

provide binary on/off

functionality for single

isolated changes

sibility dimension and can either be activated or deacti-
vated. Each represents a single, isolated transformation
whose presence or absence defines the complete range of
states. Conceptually, this type corresponds to a nominal
variable with two categories. An example is a translation
function that toggles the text between its original language
and German.

Choice transformations operate along a multi-valued textChoice transformations

offer selection among

multiple distinct

unordered options

accessibility dimension and offer a selection among multi-
ple distinct options, which may represent different styles,
categories, or formats. The options are logically grouped
but do not follow a sequential order. Intermediate values
between them are not meaningful, and the transformation
can be associated with a nominal scale. An example is a
text-style transformation where users can choose between
journalistic, neutral, or scientific formulations.

Slider transformations operate along a continuous text ac-Slider transformations

enable continuous

adjustment along

ordered reference

points

cessibility dimension and allow for adjustment along a con-
tinuous or ordered scale. The options are sequentially re-
lated, and intermediate values carry semantic meaning.
This type of transformation is associated with ordinal or
interval-level variables. An example is a complexity trans-
formation where the text can be adapted progressively
from simple to complex language.

Each transformation is defined by a name and a descrip-Transformations defined

by names and natural

language instructions

with interpolation for

sliders

tion of how the transformation is applied. For toggle trans-
formations, this description is a single natural language in-
struction associated with the active state. For choice trans-
formations, each selectable option is defined by a name and
a corresponding instruction that specifies the transforma-
tion when that option is selected. Slider transformations
are defined by a name and a set of ordered reference op-
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tions, each of which includes a name and a natural lan-
guage instruction. Instructions for intermediate states are
constructed by including the instructions of the two nearest
reference options in the prompt, each annotated with a per-
centage weight indicating its contribution, with the weights
summing to 100% based on the slider’s position.

When multiple transformations are applied, the prompt
instructs the language model to satisfy all associated in-
structions simultaneously. This does not significantly influ-
ence the response time, as it mainly depends on the output
length (see Section 3.4.4), and the combined instructions
only increase the input length minimally.

Requirements Addressed: FR2, FR3,FR5, FR6, QR3

Rationale: A modular transformation system is chosen
to enable reusability and support both predefined and
user-defined transformations through a unified mechanism
(FR2, FR3). It also ensures adaptability for the research
study (QR3, FR6).

The three transformation control types are selected to re- Three transformation

control types address

different text

accessibility dimensions

based on their

properties

flect different types of text accessibility dimensions based
on their properties and the text characteristics discussed in
Sections 2 and 3 (FR5). Choice transformations are used
for multi-valued dimensions such as style or tone adjust-
ments, where distinct options can be grouped under a nom-
inal scale. Toggle transformations operate on binary di-
mensions with two discrete states, also corresponding to
a nominal scale. Slider transformations support continu-
ous dimensions such as complexity adjustment, represent-
ing transformations along an ordinal or interval scale.

The control types are mapped according to principles Control types follow

natural mapping

principles

of natural mapping [Norman, 2013] and incorporate at-
tributes of direct manipulation interfaces [Shneiderman
et al., 2016]. The conceptual structure is inspired by the de-
sign space model from Card et al. [1991], as illustrated in
Figure 4.7 (QR3).
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Figure 4.8: Illustration of the visual feedback system: The
figure shows three instances of the same e-book page, each
overlaid with visual indicators in a different state—during
transformation (loading), immediately after the transfor-
mation is applied (ready), and during the fading of the
overlay (fading). It also highlights how paragraph size and
layout can visibly change as a result of text size differences.

4.4.9 Visual Feedback System

To provide immediate feedback during transformation pro-Visual feedback system

indicates transformation

status through

paragraph overlay state

cesses, the reader interface overlays each paragraph with
a semi-transparent box that visually indicates the current
state. Three states are distinguished: a loading state while a
transformation is in progress, a ready state immediately af-
ter the transformation is applied, and a fading state where
the overlay gradually disappears. These cues help users
understand the system’s status and observe changes in
paragraph layout caused by text size differences.

Requirements Addressed: FR4, QR4, QR3, QR7

Rationale: The visual feedback system provides immedi-Prevents interface

confusion during

processing and

highlights layout

changes

ate UI feedback while transformations are in progress (FR4,
QR4). As the interface is locked during processing, these
visual indicators help users understand that the system
is working. Additionally, the overlays remain briefly af-
ter transformations complete and fade out gradually, help-
ing users track how paragraph sizes and layout may have
changed due to text size differences (QR3, QR7).
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Figure 4.9: An illustration of an exemplary user interaction with the chat-based
interface to create and modify transformations.

4.4.10 Custom Transformation Interface

A chat-based interface enables users to create and modify Chat interface allows

users to create custom

transformations through

natural language

transformations using natural language. The interaction is
guided and includes immediate testing capabilities. In an
initial message, users are asked how they would like the
text to be transformed. After a brief exchange to clarify the
requirements, the system generates an appropriate trans-
formation. The user can then adjust and apply this trans-
formation. Figure 4.9 shows an exemplary user interaction
with the interface.

Requirements Addressed: FR3, QR3, QR6

Rationale: Natural language interaction is used to specify Natural language

enables intuitive

transformation

specification while LLM

generates structured

prompts

custom transformations, as it allows users to express their
intentions in their own language and offers several poten-
tial advantages, such as enabling the system to ask contex-
tual follow-up questions (see Section 3.7) (QR3). The re-
sulting descriptions of the desired transformation are par-
ticularly well suited for use with LLMs, as these are also
controlled through prompts in natural language. However,
the system does not let users write transformation prompts
directly; instead, it lets the LLM generate them based on
the information gathered during the interaction. This fol-
lows findings from related work showing that LLMs can
engineer their own prompts and ensures that the generated
prompts follow predefined, tested formats (QR6). Further,
transformations are not applied directly but are instead in-
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tegrated into the modular transformation system to allow
users to adjust parameters later via the control types de-
fined in Section 4.4.8, with one type automatically assigned
(in consultation with the user) to the created transforma-
tion.

4.4.11 Multilingual Support

The system is designed for internationalization and sup-System supports

internationalization with

English and German

localizations provided

ports multiple languages across all components, including
the interface, content, chat, and text transformations. Lo-
calizations are provided for English and German.

Requirements Addressed: FR7

Rationale: Multi-language support broadens the potentialMulti-language support

enables broader

accessibility testing

across linguistic

contexts

user base and ensures that participation in the subsequent
study is not limited to speakers of a single language and
enables investigation of the system’s impact on text acces-
sibility in different linguistic contexts (FR7). English and
German were selected for localization, as it is expected that
participants in the subsequent study will be fluent in either
or both of these languages.

4.4.12 Data Collection Framework

The system records user interactions using an event track-Event tracking

framework captures

user interactions

ing framework. Tracked events include book navigation,
transformation usage, and chat interactions. Each event in-
cludes the following components:

• type: Specifies the event category (e.g., navigation,
transformation start, transformation complete).

• participant, book, transformation: Identify the user
involved, the book being read, and the transforma-
tion applied.

• timestamp: Records the time at which the event oc-
curred.
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• user properties, event properties: Store additional
contextual information, such as user characteristics or
details specific to the event.

Requirements Addressed: FR6

Rationale: The event data supports the analysis conducted Event data structured

following process

mining conventions

supports ethnographic

analysis<

in the subsequent study (FR6). As discussed in Section
3.8.2, event tracking complements traditional observational
methods in ethnographic research. The selected attributes
follow conventions from process mining literature (see Sec-
tion 3.8.2): identifiers such as participant and book group
events into cases, the event type provides an activity label,
and the timestamp determines event order and timing.

4.4.13 Survey System

The system integrates configurable pre- and post- Configurable

questionnaires support

various question types

for user research

interaction questionnaires. These are accessible within
the platform and managed through the administrative
interface. Surveys support open-ended questions via
free text input and closed-ended questions using single-
choice, multiple-choice (with optional randomization), and
scale-based inputs with arbitrary labels.

Requirements Addressed: FR6

Rationale: Surveys are integrated into the platform to sup- Integrated surveys

eliminate context

switching while

preventing response

order bias

port the research study without requiring a context switch
to external tools (FR6). The supported question types align
with those described in Section 3.8.1, enabling both qualita-
tive and quantitative data collection. Randomization of re-
sponse options is included to mitigate response order bias
(see Section 3.8.1).

4.4.14 Resource Management System

The system includes a usage monitoring and limit mech- Multi-level cost

monitoring included
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anism to control API-related costs at the participant, trans-
formation, and global levels. Each call to the OpenAI API is
logged along with the associated cost and a reference to the
participant, transformation, or natural language interaction
that triggered the call. Each user is assigned an individual
cost limit, and the system maintains an overall global cost
limit. If either limit is reached, the system disables further
API calls, thereby enforcing cost constraints.

Requirements Addressed: QR4

Rationale: The system limits API usage to prevent exces-API usage limits

prevent excessive costs

and ensure fair

resource allocation

sive costs resulting from unintended behavior, such as re-
peated calls caused by system errors or loops, which is par-
ticularly relevant in a prototype context. It also ensures that
no single participant can consume a disproportionate share
of the available API budget, preserving resources for other
users/participants (QR4).

4.4.15 Authentication System

A token-based authentication system controls participant
access, while session-based authentication is used for ad-
ministrative access related to research management.

Requirements Addressed: FR8, FR9, QR4, QR8

Rationale: Authentication is required to restrict participantAuthentication restricts

access due to API costs

and prevents

interference

access, as the number of users must be limited due to API
usage costs (QR4, QR8). Administrative access is separated
to allow researchers to configure the study, define transfor-
mations, manage surveys, and review collected data with-
out unauthorized interference (FR9, QR8). Token-based ac-
cess provides a simple mechanism for participants, while
session-based authentication ensures continuous access for
administrative tasks.

4.4.16 Administration Framework

An administrative interface allows researchers to manageAdministrative interface

supports research study

configuration and setup
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all system components, including transformations, books,
participants, and collected data. Through the interface,
predefined transformations can be created and modified,
books can be uploaded and described, participant ac-
cess can be managed through token-based invitations, and
questionnaires can be configured and reviewed. The inter-
face also provides access to event data and allows definition
and monitoring of usage limits.

Requirements Addressed: FR1, FR3, FR6, FR8, FR9, QR4,
QR8

Rationale: The administration interface is required to de- Fulfills core functional

requirements for study

management

fine the book library used in the study (FR1), provide a set
of predefined transformations (FR3), manage participant
access (FR8), and configure and review questionnaire and
event data (FR6). It also enables the definition and enforce-
ment of usage limits to control API-related costs (QR4) and
ensures that study-related data can be accessed and modi-
fied only through a protected interface (FR9, QR8).

4.5 Implementation

This section details the concrete realization of the de-
sign decisions outlined in Section 4.4. While the System
Overview (Section 4.2) and Design Decisions established
the architectural foundation and rationale for the Mag-
icTextreader, the implementation translates these concep-
tual choices into software components. The focus lies on
critical implementation aspects not covered in the design
phase: technology integration strategies, core algorithms,
prompt assembly, and testing strategies.

4.5.1 Technology Stack

The system’s architecture design decision (see Section 4.4.1)
established a web-based client-server architecture, which is
consequently reflected in the technology stack. In addition
to prior design decisions dictating certain technologies, the
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selected technologies were chosen to support either rapid
prototyping, fulfill specific requirements, or comply with
common development standards.

• Frontend: React, TypeScript, Next.js, epub.js, Tail-
wind CSS, shadcn/ui

• Backend: Django, Django REST Framework, OpenAI
Python API

• Database: SQLite, Web Storage API

Frontend React [Meta Platforms, Inc., 2024] was selectedReact-based frontend

stack enables

component architecture

and rapid UI

development

for its component-based structure and efficient state han-
dling and popularity [Zammetti, 2020], suitable for inte-
grating epub.js, which provides direct DOM access needed
for overlay rendering (Section 4.4.9). TypeScript [Mi-
crosoft Corporation, 2025] adds static type checking which
might improve code quality [Bogner and Merkel, 2022].
Next.js [Vercel, 2016] was chosen for its file-based rout-
ing, Tailwind CSS [Tailwind Labs, 2025] and shadc-
n/ui [shadcn, 2025] provide reusable components and
styling for rapid UI development ([Gerchev, 2022]), includ-
ing support for the interface controls in Section 4.4.8 and
chat elements (Section 4.4.10).

Backend Python Django [Foundation, 2025] was chosenDjango chosen for rapid

backend development

thanks to built-in

features and package

infrastructure

for its rapid development capabilities [Ghimire, 2020] and
built-in support for different authentication methods (Sec-
tion 4.4.15) and administration (Section 4.4.16). Django
REST Framework enables REST-compliant API develop-
ment[Hawke, 2011; Rodríguez et al., 2016]. Integration
with OpenAI’s models is achieved using the official Python
library, as required by Section 4.4.5. In general, Python as
programming language offers a development environment
that is well suited for AI tasks due to its versatility and ex-
tensive library support [Türkmen et al., 2024].
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Database SQLite [Hipp, 2025] is used for prototyping
due to its simple setup and lack of administrative over-
head [Consortium, 2025].

4.5.2 Components

Figure 4.10 illustrates the system architecture, including
frontend views, backend services, persistent models, and
external integrations. This section first outlines the struc-
tural composition, followed by a walkthrough of compo-
nent interactions during a typical user session.

Frontend Structure The client application includes five
top-level components:

• Consent Screen: Validates invitation codes and
collects participant consent.

• Pre-Survey: Loads and submits a pre-interaction
questionnaire.

• Book Library: Displays available EPUB books.

• Reader, (see Section 4.5.6 and Figure 4.11 for an
illustration) subdivided into:

– EPUB-Reader: Renders EPUB content and
manages navigation.

– Toolbar: Displays transformation controls
(toggle, choice, slider), accessibility settings, and
a loader.

– Overlay: Visual indicator during transforma-
tions (see Section 4.5.7).

– Chat: Supports creation of custom transfor-
mations via natural language (see Section 4.5.9).

• Post-Survey: A follow-up questionnaire shown af-
ter reading.
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Figure 4.10: Component-based system architecture of the MagicTextReader plat-
form, showing the frontend, backend, data models, and external integrations. The
diagram illustrates both external and internal communication flows, key services
(e.g., text transformation, chat), the complete user journey from consent to post-
survey, model relationships, and the technologies used.
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Backend Structure The server-side includes the follow-
ing:

• REST API: Provides access to all shared models
(e.g., books, transformations, surveys).

• InviteValidator: For validating participant codes.

• TextTransformer: Transforms text segments via
OpenAI (see Section 4.5.4)

• ChatHandler: Generates responses to user in-
put and creates/updates transformations (see Section
4.5.9).

• EPUB Processor: Segments EPUBs upon upload
(see Section 4.5.5).

• Admin: Allows management of shared models
and participant/user access.

• Database: Stores participants, responses, events,
transformations.

User Journey A typical participant session begins at the Participant session

progresses from

consent form through

survey to book library

Consent Screen 1 , where the invite code embedded in
the URL is validated via the InviteValidator. If accepted
and the participant consents, a new Participant is created
through the REST API. The user is then forwarded to the

Pre-Survey 2 , where the questionnaire and existing re-
sponses are retrieved, and new or updated answers are sub-
mitted to the REST API, and upon completion, the user
is redirected to the Book Library 3 .

From the library, a selected book opens the Reader 4 . Book selection opens

reader with

transformation controls

and starts

transformation

architecture

The EPUB is rendered using the embedded EPUB-
Reader, which also restores the last reading position from

Web Storage. The system queries available trans-
formations and the active configuration from the back-
end. If transformations are enabled, the Toolbar dis-
plays appropriate controls—toggles, choice menus, or slid-
ers—depending on the type. For each section, the sys-
tem checks whether a transformed version exists in the
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Web Storage. If not, a request is sent to the back-
end’s TextTransformer endpoint, which builds a prompt
and queries OpenAI’s API. While waiting for the re-
sponse, a loading Overlay is shown and subsequently,
the transformed text is injected into the EPUB-Reader
and chached in Web Storage.

When the user navigates or switches transformation set-Chat interface enables

natural language

transformation definition

and direct application

tings, the system checks for already-transformed segments
or requests new ones accordingly. At any point, the
user can open the Chat to describe a new transfor-
mation in natural language. The message is sent to
the ChatHandler, which constructs a prompt and uses

OpenAI’s API to generate a response. If a transforma-
tion definition is returned, the user is offered to apply it
directly. If confirmed, the Toolbar is updated and the
transformation becomes active.

At the end of the session, the user proceeds to the PostSession concludes with

post-survey while

system tracks events

and manages

resources<

Survey 5 , which mirrors the pre-survey but presents dif-
ferent questions. Throughout the session, key events (e.g.,
navigation, toggles, chat activity) are logged via posting
Events. Usage of transformation and chat endpoints is
tracked and rate-limited. Uploaded EPUBs are segmented
by the EPUB processor before becoming available, and
the Admin allows researchers to manage all content, in-
cluding books, participants, and study settings.

Simple Components The following components are notAdditional components

follow standard

architecture patterns

with REST API

integration

discussed in detail: Consent Screen, Pre-Survey,
Post-Survey (for the survey system—see Section4.4.13),

and Book Library. Each of these frontend components
is implemented using shadcn/ui and built on the shared
stack (React, TypeScript, Next.js, Tailwind CSS), interfac-
ing with the backend solely via the REST API to re-
trieve, submit, or update the corresponding data models.
The Admin component leverages Django’s built-in ad-
min interface [Django Software Foundation, 2025] and pro-
vides model-based access for content and participant man-
agement. The InviteValidator is a minimal Django view
that checks the validity of invitation codes without expos-
ing invite strings.
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Language Support To fulfill the multilingual require- Frontend supports

English and German

through locale files

ments outlined in Section 4.4.11, the frontend supports both
English and German through locale files. At the begin-
ning of the session, users are prompted to select a language
via a menu. The selected preference is stored using the

Web Storage and applied throughout the session to all
interface components.

4.5.3 Modular Transformations

To implement the modular transformation system de-
scribed in Section 4.4.8, the backend defines two central
data models shared with the frontend: Transformation
and TransformationOption. These models encode the
available transformation types, user interface metadata,
and transformation-specific parameters.

A Transformation includes:

• Name and Description (for UI explanation)

• Panel type: choice or slider

• Visibility: public or creator

• Is active, order, and thread_id

• Slider configuration (if applicable): min_value,
max_value, step, and default_value

• Metadata: creator and usage statistics

Each TransformationOption is linked to its parent transfor-
mation and defines:

• Label and Value (tick position or categorical identi-
fier)

• Instruction: the transformation instruction passed to
the LLM

• Order: for UI rendering
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Transformations—identified by their control types such asTransformation controls

instantiated according

to the control system

specification

toggles, choices, and sliders—are instantiated according to
the specification in Section 4.4.8. Toggle transformations
are implemented as a constrained form of choice transfor-
mations—defined by a single On option—with their inac-
tive state corresponding to the absence of an associated
selection. Slider-based transformations are implemented
such that users select values along absolute references (see
Figure 4.11), with a dedicated reset button to revert to the
original. Otherwise, providing a reference point for theSliders use absolute

references with reset

buttons to avoid

LLM-based

assessments

original would require LLM-based assessment of the orig-
inal text, possibly introducing additional errors that could
cause user confusion, prioritizing system simplicity and re-
liability.

Activation and configuration of transformationsParticipantTransformation

model manages

user-specific

transformation

activation and

configuration<

at the user/participant level are managed via the
ParticipantTransformation model. This model links
a participant, book, and transformation and a selected
option (or slider value). A transformation is considered
active for a participant if such an association exists. The
toolbar retrieves these mappings through the REST
API, and the TextTransformer endpoint automatically
resolves active configurations for each request.

4.5.4 Text Transformer Endpoint

The TextTransformer endpoint processes transformation
requests originating from the EPUB Reader. The end-
point accepts POST requests and performs three main oper-
ations:

• Parses the incoming request and identifies the seg-
ments to be transformed

• Constructs a transformation prompt based on partic-
ipant preferences

• Extracts and returns the transformed segments from
the language model response
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Request Format The request must include the book_id as
a query parameter and a JSON body with the following
structure:

Listing 4.1: TextTransformer POST request format
{
"current": <number>,
"segments": {
"<segment_id>": {
"status": "<string>",
"content": "<string>"

}
}

}

Only segments with status "original" are submitted for
transformation. Transformed segments already present in
the cache are ignored.

Prompt Construction A prompt is constructed in accor-
dance with the framework described in Section 4.4.6. The
system message begins with a static instruction template
(see Appendix C), followed by a dynamically constructed
list of active transformation instructions.

Transformation preferences are derived from the partic- Discrete

transformations use

direct instructions while

sliders use weighted

instruction

combinations

ipant’s ParticipantTransformation relations (as intro-
duced in Section 4.5.3). If a discrete option is selected (as
in toggle or choice transformations), its instruction is in-
cluded. For slider-based transformations, the two closest
reference options are identified and their instructions are
combined using weighted annotations that reflect the slider
position, summing to 100%.

Example:

Listing 4.2: Example instruction list in system prompt
30% The transformed text must use scholarly-level

language.
70% The transformed text must use intermediate-level

language.
The transformed text must be in German.
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These instructions are appended line-by-line to the system
message. The user message is then constructed by seri-
alizing the input segments into a comma-separated XML
structure, matching the internal representation used by the

EPUB Processor.

Segment Reconstruction The assembled prompt is sentRegex post-processing

for segment extraction to OpenAI’s Completion API [OpenAI, 2024] using the of-
ficial Python library [OpenAI, 2025]. The response is post-
processed using regular expressions to extract the trans-
formed segments, even in cases where the model deviates
slightly from the expected structure. Only segments that
were originally marked as "original" are updated and re-
turned in the JSON response to the EPUB Reader.

4.5.5 EPUB Processor

Upon each EPUB upload, the Django backend invokes theEPUB Processor

segments uploaded

books using recursive

algorithm preserving

text boundaries

EPUB Processor to segment content (Section 4.4.3) us-
ing a recursive algorithm that preserves sentence and word
boundaries. The EPUB archive is first extracted to a tempo-
rary directory via Python’s zipfile. Content documents
are then iterated using the EbookLib package [Kovář, n.d.]
(see Section 2.2.4 for structure), and segmentation is ap-
plied to each.

Segmentation Algorithm

• Parse Document: XML structure is parsed using
BeautifulSoup4 [Richardson, n.d.].

• Start at <body>: Segmentation begins at the <body>
element and proceeds recursively.

• Recursive Logic:

– Text nodes:

* Split at sentence boundaries into segments
<=2000 characters.
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* If a sentence exceeds the limit, further split
at word boundaries.

– Element nodes:

* If total content fits within limit, treat as a sin-
gle segment.

* Otherwise, recurse into child nodes.

Segment Annotation Segments are marked within the
XML tree using custom comments:

<!-- MagicTextreaderPart id="X" status="orig" -->
...<!-- // MagicTextreaderPart -->

Here, X denotes a sequential ID. The annotated trees are
held in memory, then written to the temporary directory
and repackaged into a new EPUB archive.

4.5.6 Reader

The EPUB-Reader implements the transformation ar- EPUB-Reader

implements

transformation

architecture using

epub.js library and

ReactReader wrapper

chitecture introduced in Section 4.4.4 and the cache sys-
tem described in Section 4.4.7. It is based on the
epub.js [FuturePress, 2025] library and its React wrapper
ReactReader [Sletten, 2017], which provides a component-
based interface for rendering EPUB-files within an iframe.
The transformation system is realized by leveraging prop-
erties and callbacks exposed by ReactReader:

• getRendition: Provides access to the rendition
object once the reader is initialized. An event
listener is attached to the rendered event, which
fires whenever a new section is displayed. Ini-
tially, the original HTML content of the current sec-
tion is extracted by accessing the iframe DOM via
document.querySelector [MDN contributors, 2025].
The HTML is saved in a temporary variable to serve
as the baseline for comparison and restoration. If
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an active transformation exists, the system queries
Web Storage for a cached version of the trans-

formed section corresponding to the current trans-
formation setup, participant, and book. If found,
the transformed HTML is injected directly into the
iframe’s DOM. As resource links are temporarily
generated by ReactReader across sessions, all resource
references (e.g., images, fonts) in the transformed
HTML are synchronized with the original version be-
fore injection.

• locationChanged: This callback is triggered on nav-
igation events (and initially) and receives an EPUB
Canonical Fragment Identifier (epubcfi) [Sorotokin
et al., 2011], which serves as a pointer to the current
position in the EPUB. Using this reference, a Range
object [MDN contributors, 2023] is created to extract
the corresponding subtree from the section’s DOM.
Segment identification is performed by locating the
first custom comment marker (see Section 4.5.5), from
which the segment ID is extracted using regular ex-
pressions. Transformed segments are inserted by re-
placing the relevant portion of the HTML string (also
using regular expressions), and the updated HTML is
re-injected into the iframe. The (partly) transformed
section is then saved to Web Storage.

• theme: This property applies styling preferences such
as font size, font family, and color mode to the
ReactReader interface [Sletten, 2017]. These prefer-
ences are set by the user and stored persistently using

Web Storage to ensure consistency across sessions.

• location and url: These properties are used to load
the EPUB file and restore the participant’s last reading
position, respectively.

The Toolbar complements the EPUB-Reader by offeringToolbar provides

transformation controls,

display settings, and

chat access interface

an interactive interface for transformation selection, dis-
play customization and access to the Chat (see Sec-
tion 4.5.9). It is composed of transformation-specific UI
elements— Toggles, Choices, and Sliders—each
corresponding to a different type of transformation as de-
fined in Section 4.4.8. They provide visual feedback on their
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current activation status, and any reconfiguration must be
confirmed via a checkmark button to apply the updated
transformation settings. Additional elements include a

Menu for adjusting font size, font family, and theme.
These preferences are stored locally using Web Storage
and applied via the theme attribute of ReactReader. The
Toolbar also includes an option to close the book and dis-
plays a Loader animation while transformations are be-
ing processed. All UI components are implemented using
shadcn/ui and built on the shared frontend stack (React,
TypeScript, Next.js, Tailwind CSS). Communication with
the backend is handled exclusively via the REST API to
retrieve, submit, or update the corresponding data models.

4.5.7 Overlay

To support the visual feedback system (see Section 4.4.9), Overlays are rendered

on visible segments to

indicate transformation

status

the interface displays overlays on paragraphs (that are
displayed by the EPUB-Reader) containing segments un-
dergoing transformation. Since epub.js renders EPUB con-
tent as HTML within an iframe, the system traverses the
iframe’s DOM to locate the segments using annotations in-
serted during preprocessing (see Section 4.5.5), identifies
those currently visible in the viewport, and renders over-
lays aligned with the corresponding paragraphs to match
their size and indicate each segment’s transformation state
(see Figure 4.11).

4.5.8 Events

The frontend records user interactions in accordance with Frontend tracks user

interactions via REST

API

the structure defined in Section 4.4.12 and transmits them
to the REST API. The following events are tracked,
grouped by component. Additional context data sent with
each event is indicated in parentheses.

• EPUB-Reader: Open book (configuration),
Close book, View section (section_id), Turn page
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Figure 4.11: Screenshots of the MagicTextreader prototype. The top three sections
show the Reader: initially with no transformation applied but with a complexity
slider in use and a Text-to-Emoji transformation option enabled; then after applying
transformations, displaying a pulsing overlay and a loading indicator; and finally,
showing the transformed text. The displayed book page is from On the Origin of
Species by Means of Natural Selection by Charles Darwin [Darwin, 1861]. The bot-
tom left section presents all control types views ( Toggle, Choice and Slider),
while the bottom right shows the chat interface used to create transformations.
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(direction), Request transformation (transforma-
tion_config), Complete transformation (transforma-
tion_config)

• Chat: Send Message (message, history), Received
message (message, history), Create / Update trans-
formation (transformation_id), "Try it out" (transfor-
mation_id), Add transformation, Close chat

• Toolbar: Change transformation, Enable trans-
formation, Edit transformation, Adjust font size
(font_size), Change theme (dark/light), Change font
family

4.5.9 Chat

The Chat provides an interface (see Figure 4.11 for an Chat interface enables

conversational creation

and editing of

transformations

illustration) for creating and updating transformations via
a conversational assistant in accordance with Section 4.4.10.
Users get access chat either by clicking the New Chat button
or by editing an existing transformation, in which case the
corresponding thread_id is passed to the view for context.

The component presents a minimal chat interface (that dis-
plays chat messages and indicates the creation or update
of transformations) and performs the following two opera-
tions:

• Requests a chat history from the backend

• Sends new messages to and retrieves responses from
the ChatHandler

The ChatHandler is implemented as a custom Django
endpoint that accepts HTTP-GET and POST-requests and
communicates with OpenAI’s Assistant [OpenAI, 2024]
and Thread [OpenAI, 2024] APIs via their Python library
[OpenAI, 2025]. It handles two HTTP methods:

• GET: If a thread_id is provided, the backend fetches
the full message history for that thread from Ope-
nAI. If no thread_id is provided, it creates a new
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thread and initializes it with a system message: “Hi!
I’ll help you create a new text transformation. Do you have
any preferences in mind?”

• POST: Upon receiving a new user message, the back-
end adds it to the corresponding thread and starts a
new assistant run. The assistant, configured accord-
ing to Section 4.4.12 with an instruction and function
definition (see Appendix B), generates a response to
the thread. If the assistant issues a function call (e.g.,
to create or update a transformation), the backend
executes it and updates/creates the corresponding
transformation models as described in Section 4.5.3.
A confirmation message is then added to the thread
to complete the function call cycle. Finally, all new as-
sistant messages are returned to the chat component

API usage and costs are tracked per participant. Response
generation is blocked at cost limits, but errors are not re-
ported, as this is unlikely in the study to happen.

4.5.10 Testing Strategies and Development Process

Mock Transformations To enable implementation and in-Mock transformations

enable cost-free testing

and development of

transformation logic

terface testing without causing API costs, the TextTrans-
former was initially configured to apply mock transforma-
tions. A first placeholder algorithm programmatically re-
placed every second word in a text segment with Blabla
and introduced artificial delays matching realistic response
times (see Section 4.4.5). Another mock transformation was
used that replaced the content of each segment with a chain
of current timestamps, where the total number of inserted
timestamps could be scaled to a configurable percentage
of the original segment’s length. This allowed visual ver-
ification of transformation logic and end-to-end testing of
the frontend without causing costs, including evaluation
of how the reader handles transformations that alter the
length of the original segments.

Controlled API Integration Early integration with theHard-coded limits

protect early OpenAI

API integration from

uncontrolled usage
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OpenAI API was protected by hard-coded backend lim-
its, restricting the number of requests per minute and per
hour to prevent uncontrolled usage. For prompt construc-
tion and debugging, the same Blabla transformation (in this
case applied via an LLM instruction) was reused to vali-
date injection and formatting logic before switching to real
transformations.

Reproducibility via Temperature Control During devel- Low temperature

parameter improves

testing reproducibility

and debugging

opment, requests to the OpenAI Completions API [Ope-
nAI, 2024] were made using a low temperature parame-
ter to reduce output randomness. While full determinism
cannot be guaranteed 3.4.5, this strategy enabled more re-
producible testing outcomes and simplified debugging of
transformation behaviors.
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Chapter 5

Study and Results

This chapter presents a first study conducted to investigate
the following research questions:

RQ1: In what ways does an AI-enhanced text reader affect
text accessibility for users?

RQ2: What design implications emerge from user interac-
tions with an AI-enhanced text reader?

RQ3: What research directions and application contexts
show promise for AI-enhanced text readers?

In the following, the chapter is structured into two main
parts: the study design and the study results. The first
part describes the overall setup, including methodological
choices, materials, procedures, and ethical considerations.
The second part presents the findings based on question-
naire data, user observations, interviews, and interaction
logs.
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5.1 Study Design

5.1.1 Methodology

Given the limited existing research on integrated textMixed methods study

design enables first

comprehensive

evaluation

transformation tools, a session-based mixed methods
study—combining both quantitative and qualitative ap-
proaches—was conducted to investigate the impact on
text accessibility and user interaction patterns with the
MagicTextreader. This approach allows for a more com-
prehensive understanding of complex research problems
than the use of a single method alone. As noted by
Palinkas et al. [2019], “the use of quantitative and quali-
tative approaches in combination provides a better under-
standing of research problems than does either approach
alone,” a position supported by earlier works [Creswell and
Clark, 2017; Morse, 2016; Locke, 2002]. While an ethno-Technical instability

prevented unsupervised

ethnographic study

approach

graphic approach with participants using the prototype on
their own and on demand was initially considered, prelimi-
nary experiments revealed OpenAI API instability and lack
of proper error management within the prototype, making
the system too unpredictable for unobserved use.

Central to the study is an interaction phase in which par-Sessions designed to

approximate natural

reading conditions while

encouraging exploration

ticipants engage with the system in a session-based setting
designed to approximate natural reading conditions. While
limited in duration and incentivized for exploration, the
setup still aims to support situated use and leans toward
an ethnographic orientation and exploration.

The choice of methods—questionnaires, observation, and
semi-structured interviews—was inspired by established
approaches to toolkit evaluation Ledo et al. [2018], though
the toolkit itself was not the main object of investigation,
but rather its specific application instance.

As the study was exploratory and ethnographically ori-No experimental

manipulation of

variables

ented, no experimental conditions were applied, and no
variables were manipulated.
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5.1.2 Setup

Environment The study is conducted in individual re- Remote study sessions

conducted via video

calls with

device-specific platform

access

mote sessions. Participants are invited to video calls, which
remain open throughout the session. In the call, the study
is introduced, instructions are given, and the concluding
interview is conducted. Participants receive an invite link
to access the MagicTextreader platform on their own de-
vice. Supported devices include desktop computers, lap-
tops, and tablets; smartphones are not supported due to
limited interface scalability.

Sessions Each session lasts approximately 60-90 min- Structured 60-90

minute protocol with

questionnaires and

interview

utes and follows a fixed sequence: introduction, pre-
interaction questionnaire, system walkthrough, free inter-
action phase, post-interaction questionnaire, and a con-
cluding semi-structured interview. For procedural details,
see Section 5.1.7.

Materials The study materials include a selection of non- Books, Pre-Defined

Transformations and

Questionnaires

fiction books (see Section 5.1.4), a set of predefined transfor-
mation options available in the interface (see Section 5.1.5),
and structured questionnaires administered before and af-
ter the interaction (see Section 5.1.6).

Data Collection Data is collected through multiple Event logs,

questionnaires,

observations, and

interviews

sources. Interaction events are automatically logged by
the reader interface (see Section 4.5.8). Participants com-
plete questionnaires before and after the interaction (see
Sections 5.1.6 and 5.1.6). In addition, observation notes are
taken during the session, and qualitative data is gathered
through a short interview at the end (see Section 5.1.8).

5.1.3 Participant Recruitment

Participants were recruited through convenience sampling Convenience sampling

recruited adult

participants fluent in

English or German

using personal networks, including friends, acquaintances,



90 5 Study and Results

family members, and individuals from the university cam-
pus. No specific inclusion or exclusion criteria were ap-
plied beyond the requirement that participants were adults
(18 years or older) and fluent in either English or German.
While text simplification is particularly relevant for specific
groups such as individuals with dyslexia, as outlined in
Section 2.1.1, the section also shows that text accessibility
is a broader issue affecting a wide range of readers and as-
pects of a text. For this reason, no further specific recruit-
ment criteria is applied.

5.1.4 Book Selection

Non-Fiction Scope and Rationale

This study uses only extracts from non-fiction books,Non-fiction chosen as

transformations

preserve informational

purpose

as they present information or facts [Cambridge Dictio-
nary, 2025], allowing for an investigation into how trans-
formations impact accessibility without undermining the
text’s core purpose. In contrast, fiction relies on how it is
written—the author’s intent, tone, and form are central to
its function [Currie, 1985]—making such transformations
likely to distort its meaning and intent.

Selection Process

To minimize bias through specific book choices, fiveFive diverse non-fiction

books selected to

minimize bias and

ensure variety

books were selected based on a combination of factors:
popularity (based on highest rank on Best Book Lists
[Goodreads, 2024]), topic diversity, availability in both En-
glish and German, and a wide publication year range (from
1945 to 2022). These criteria aim to capture a broad range
of non-fiction styles and content areas while keeping the
number of books manageable for feasibility.
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Book Categories

From each of the following categories, one book was se-
lected:

• Religion

• Finance

• Philosophy

• Technology

• History

Each participant can select one of these book extracts via
the integrated book library, with access restricted to the du-
ration of the study.

Following the approach by Zhiyuli et al. [2023] of prompt-
ing LLMs to generate book blurbs using only titles and in-
structions (see Section 3.6.5), GPT-4o [OpenAI, 2024] was
used to generate blurbs for the library books to support par-
ticipants in their selection process.

Legal considerations

Only small book extracts (less than 15% of the works) were
used, made available unchanged and exclusively during
the study sessions. Accessibility-focused transformations
occurred locally (on participants’ devices) and on demand,
with efforts made to preserve information integrity. Their
outcomes were also accessible only during the sessions and
could not be downloaded.

5.1.5 Pre-Defined Transformations

The reader was set up with five predefined text transforma- Setup includes five

predefined

transformations based

on text accessibility

factors

tions, each representing a different text accessibility dimen-
sion, which are available to all participants. These trans-
formations were chosen based on and inspired by factors
influencing text accessibility, as discussed in Section 2.1.1.
Participants can select and apply these transformations via
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the interface. For each option, the exact transformation
instruction used in the LLM prompt is provided in Ap-
pendix F and was crafted using the prompt engineering
techniques outlined in Section 3.4.2.. The following list
presents each transformation along with its type, effect,
available options or range, and the rationale (based on Sec-
tion 2.1.1) for its inclusion.

Complexity
Type: Slider (0–100, step size: 5)
Effect: Adjusts the complexity of the text to match the
reader’s proficiency level.
Range: Basic → Intermediate → Advanced → Schol-
arly
Rationale: Selected to address the need for text sim-
plification.

Tone
Type: Choice
Effect: Adapts the text to sound more formal, casual,
convincing, or humorous.
Options: Formal, Conversational, Persuasive, Hu-
morous
Rationale: Selected based on research suggesting that
tone influences how readers connect with informa-
tion.

Style
Type: Choice
Effect: Reformulates the text to reflect different writ-
ing cultures: publicistic, neutral, or scientific.
Options: Publicistic, Neutral, Scientific
Rationale: Selected because studies show that certain
styles can enhance comprehension.

More Personal
Type: Slider (0–100, step size: 25)
Effect: Influences how personally involved the narra-
tor appears in the text.
Range: Neutral → Slightly → Moderately → Very →
Extremely
Rationale: Selected based on a study suggesting that
a more personal tone can improve transfer perfor-
mance.
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Text to Emoji
Type: Toggle
Effect: Enriches the text with relevant emojis.
Option: On
Rationale: Selected to reflect preferences among
younger audiences for visual elements and varying
messaging styles.

5.1.6 Questionnaires

A pre- and post-interaction questionnaire was developed Questionnaire design

follows established

survey methodology

with SUS for usability

assessment

to support and complement qualitative observations with
quantitative data. Questions include both open- and
closed-ended formats. The design (following [Müller
et al., 2014]) aims to minimize bias and avoid broad, lead-
ing, or double-barreled formulations and the System Us-
ability Scale [Brooke et al., 1996] is included for compara-
bility. When directly asking about preferences, the ques-
tionnaires use Likert-scale items [Likert, 1932] to capture
graded responses.

Pre-Interaction

The pre-interaction questionnaire collects structured infor-
mation before participants use the reader. It covers five
main sections, each addressing factors that we assume—or
for which there are indications—that they may influence
how participants experience text transformations:

1. Demographics – Basic background information such
as education, occupation, age, and gender. These data
are relevant for generalizability, as characteristics like
gender can affect results [Offenwanger et al., 2021],
and different groups benefit differently from inter-
ventions (see Section 2.1.1).

2. Reading Habits and Preferences – Questions about
how often participants read, whether they prefer dig-
ital or print, how long they read, and how they ap-
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proach understanding texts. These habits may in-
fluence how participants experience text transforma-
tions, especially since digital reading accounts for
only 16% of the market (see Section 2.2.1), suggesting
a preference for print.

3. Content and Subject Matter – Types of texts and top-
ics the participants usually read, and their reasons for
reading. This might help to understand how famil-
iar participants are with non-fiction texts, which may
affect their responses to the interventions.

4. Technical Experience and Preferences – Familiarity
with digital reading tools, file formats, and preferred
device features. This allows analysis of whether users
with different digital skills use the tool differently or
face usability challenges.

5. Accessibility Requirements – Possible visual or cog-
nitive difficulties related to reading. These are consid-
ered because complexity and related factors can espe-
cially impact groups such as dyslexic readers or those
with lower reading skills (see Section 2.1.1).

The complete version of the questionnaire can be found in
Appendix D.

Post-Interaction Questionnaire Design

The post-interaction questionnaire is used to collect struc-
tured feedback after participants interact with the reader.
It is designed to quantify user experience across reading,
usability, and performance, and to help explain or support
qualitative observations—such as issues with speed or sys-
tem behaviour. It is divided into five sections, three of
which are specifically tailored to gather quantified data ad-
dressing the study’s research questions:

1. Reading Impact (RQ1) – Measures how transforma-
tions affected reading speed, understanding, and ex-
perience of reading non-fiction texts.
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2. Design and Usability (RQ2) – Focuses on how usable
and understandable the transformation system was,
including layout and interaction types.

3. Technical Performance – Captures whether users ex-
perienced any technical problems or delays while us-
ing the system.

4. Future Usage and Improvements (RQ3) – Asks how
likely users are to use such a tool in the future and
what could be improved.

5. System Usability Scale (SUS) – Standardised set
of items to evaluate general usability of the system
[Brooke et al., 1996].

The full version of the post-interaction questionnaire is in-
cluded in Appendix E.

5.1.7 Study Protocol

The study follows the following procedure and consists of
several consecutive phases.

Introduction and Consent The session begins with a Study explained and

consent obtained before

proceeding with session

short introduction. The participant is informed that the
study investigates an ePub reader with additional features.
The goal is to explore how the tool is used in the context
of non-fiction reading. It is explained that data is collected
through questionnaires, interaction logging, and a short in-
terview at the end. The participant gives consent via a dig-
ital form before continuing and additionally fills out a con-
sent form that is explained and provided (see Appendix G
for the consent form), either digitally or by printing, sign-
ing, and sending back a scanned or photographed copy.

Pre-Interaction Questionnaire After consent is given, the
participant completes the pre-interaction questionnaire in-
troduced before in Section 5.1.6.
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System Introduction and Task Explanation The interfaceReader interface

introduced with book

selection and basic

navigation instruction

of the reader is introduced. The participant is prompted
to choose one non-fiction book from a small collection, se-
lecting one that best fits their personal interest (see Sec-
tion 5.1.4). Basic navigation is explained, including how
to turn pages using on-screen buttons or keyboard arrows.

The predefined transformation options are introduced (seePredefined

transformations

introduced with usage

guidelines and

prototype limitations

Section 5.1.5). It is noted that the transformations are pow-
ered by AI and may take a few seconds to process. During
this time, a yellow overlay indicates the loading state, and
it is advised not to switch pages until the transformation is
complete. Additionally, it is mentioned that the system is a
prototype and occasional delays are expected or errors can
occur.

The participant is also shown how to create custom trans-
formations using a chatbot interface. As an example, a
transformation is created that rewrites paragraphs as bul-
let points.

The participant is then informed about four small tasks that
should be completed during the session:

• Apply at least two predefined transformations.

• Create and apply at least one custom transformation.

• Read with a transformation enabled for at least five
minutes.

• Fully read one book excerpt, which is later used in
comprehension questions.

Interaction Phase The participant has about 30 minutesFree interaction phase

allows 3̃0-minute

exploration with

observation and task

guidance

of free interaction. During this time, the tasks should be
completed, but otherwise, the participant is free to explore
the system as desired, including switching between books.
The session is continuously observed, and a written pro-
tocol is kept to document notable behaviors, comments,
and reactions. Participants are encouraged to think aloud
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if they feel comfortable. If questions arise, they can be ad-
dressed directly. Occasional reminders are given if tasks
appear to be forgotten or incomplete.

Post-Interaction Questionnaire and Interview After the
interaction phase, the participant completes the post-
interaction questionnaire introduced before in Section 5.1.6.
This is followed by a short semi-structured interview to
gather additional qualitative feedback (described in Sec-
tion 5.1.8).

5.1.8 Semi-structured Interview

Each session concludes with a short semi-structured inter- Sessions conclude with

semi-structured

interviews exploring

accessibility and

interface experiences

view aimed at gathering qualitative insights into partici-
pants’ reading experience, interactions with the interface,
and views on the tool’s potential.

The interview follows a flexible format and is guided by
prepared prompts aligned with the study’s three research
questions. Specifically, the questions cover four thematic
domains: the impact of the transformations on text acces-
sibility, interaction with the interface, perceived future po-
tential of the tool, and any additional user reflections.

Responses are documented through written notes taken
during the conversation.

5.1.9 Ethics

The study follows ethical standards regarding informed
consent, data privacy, and protection. Participants were in-
formed about the study’s purpose, procedures, and their
rights before providing consent.
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Privacy

Participation was voluntary, and participants could with-
draw at any time without providing a reason. Data access is
limited strictly to authorized members of the research team.

Data Protection

All collected data were stored on secure servers at RWTHSecure storage,

encryption,

anonymization, and

scheduled deletion is

ensured

Aachen University and were accessible only to involved
staff. Data transmission occurred exclusively via en-
crypted connections. Personally identifiable information
was anonymized as much as possible without compromis-
ing the study’s objectives. All data are retained only for the
duration necessary to complete the analysis and are perma-
nently deleted thereafter.

5.1.10 Data Analysis Approach

Python scripts were developed to analyze questionnairePython scripts process

collected data

generating descriptive

statistics and

summaries

and event data, collecting all recorded data and apply-
ing statistical processing including calculation of averages,
minimum and maximum values, and differences. The
scripts output .md or .csv files containing all relevant data,
which are then logically grouped and summarized. Ques-
tionnaire responses in English and German were consoli-
dated. Survey and interaction log data are presented de-
scriptively without empirical analysis.

Findings from observations and semi-structured inter-Qualitative findings are

thematically organized

into coherent patterns

and themes

views are thematically grouped following Braun and
Clarke [2006] and Braun and Clarke [2023]. This thematic
analysis organizes qualitative data into coherent patterns
and themes. Within groups, findings are ordered by fre-
quency of mention without implying significance or rele-
vance. In rare cases, findings are included in multiple cate-
gories when relevant to both groups. Participant remarks
and responses in German were translated to English for
presentation.
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5.2 Results

Eleven participants (N = 11) completed the study, including
pre- and post-interaction questionnaires, prototype interac-
tion with observation, and semi-structured interviews.

5.2.1 Pre-Interaction Questionnaire

Demographics Most participants held a Bachelor’s or Participants comprised

educated adults aged

25-34 with varied

backgrounds and

language preferences

Master’s degree. Their daily activities included research,
part-time work, full-time work, and study. The majority
were aged between 25 and 34. The gender distribution con-
sisted of six male and five female participants. Four par-
ticipants chose English as interface language for the reader
and platform, reading English book extracts, with one par-
ticipant also providing remarks and conducting the semi-
structured interview in English. The remaining partici-
pants used German.

Reading Habits and Preferences Preferences for reading Participants show

diverse reading habits

with mixed

digital-analog

preferences and

comprehension

strategies

format were roughly evenly split between digital and ana-
log media. Participants reported reading non-fiction texts
regularly, with most sessions lasting 30–60 minutes and
weekly reading time under 10 hours. German was the pri-
mary language, with English also used frequently. Arti-
cles and non-fiction books were commonly read. Read-
ing occurred across diverse domains, particularly academic
and scientific contexts, and was mainly motivated by per-
sonal interest and academic requirements. Comprehen-
sion was considered important, and common aids included
highlighting, summarization, and visual diagrams. Strate-
gies for complex texts included re-reading and looking up
terms.

Technical Experience and Preferences Participants re- Participants show

digital reading comfort

preferring PDF format

ported high comfort with digital reading tools. PDF read-
ers were used by nearly all, followed by Kindle and Ap-
ple Books. Preferred features included search, highlighting,
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and display customization. PDF was the most commonly
read format.

Devices and Display Laptops and smartphones were the
most frequently used devices. Larger screens were gener-
ally preferred. Most participants favored light mode and
medium font sizes.

Accessibility Requirements None of the participants re-
ported reading-related conditions.

5.2.2 Observations and Interview Responses

User Reactions to Text Transformations

Positive Reactions Nine participants exhibited strongExpressed strong

satisfaction with

successful

transformations

positive emotions when custom transformations func-
tioned as expected and also nine participants expressed
in general satisfaction with transformation outcomes, with
comments such as "I felt very good about it, I thought I
would like to use it in everyday life", "Wow, that really hits
the mark.", "I find it very interesting to read it that way" and
"the expectations of my own transformation were very ful-
filled." One participant noted that the transformation pro-
vided "a nice opportunity to read the text again from other
perspectives."

Eight participants reported improved reading flow follow-Reported improved

reading flow ing transformations. The reading experience was described
as positively influenced, with comments including "I no-
ticed a slight simplification. The reading flow felt better
and the grammar seemed somewhat simplified" and "it’s
easier to read now." One participant specifically mentioned
finding "it much more pleasant to read the book with trans-
formations; I didn’t like the original writing style."

Six participants showed vocal engagement and laughterVocal engagement
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during reading sessions. Users found the transformed ver-
sions entertaining and amusing, with reactions such as "it
sounds funny compared to the normal version: the edu-
cated language is amusing" and "the humorous tone makes
it significantly more accessible." The transformed content
was described as "very amusing" by some users.

Two participants explicitly indicated preference for trans-
formed versions over the original text, with one stating they
found "the formal style significantly better than the original
version."

Negative Reactions Seven participants stated dislike of Disliked "More

Personal" and emoji

transformations

specific transformations. The "More Personal" transforma-
tion was particularly criticized, with comments such as
"what didn’t appeal to me was the personal aspect" and
"very personal doesn’t hit the mark well." Emoji usage was
frequently rejected, described as "rather inappropriate" and
"only for children." Some participants noted that certain
transformations "lost the meaning" and "changed the taste"
of the original text.

Six participants reported confusion about transformation Confusion about

transformation

differences and

inconsistencies

differences. Users expressed difficulty distinguishing be-
tween various versions, stating "I couldn’t determine
the difference between different versions" and noted that
"sometimes there seem to be inconsistencies between seg-
ments." The lack of clear differentiation between transfor-
mation levels was a recurring concern.

Six participants expressed disappointment with transfor- Disappointed with

outcomesmation outcomes. Some transformations were perceived as
making "the text not make sense" or becoming "more con-
fusing." One participant mentioned that with overly sim-
plified complexity, they "would have put the book away."

One participant noted the inadequacy of certain trans- Transformation

inadequacyformations, describing an informative transformation as
sounding "more like a bullet-point summary" rather than
the desired outcome.
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Mixed Reactions Four participants expressed ambiva-
lence about the text modification concept. Some users rec-
ognized that text transformation represents "a huge inter-
vention in the book" while simultaneously showing interest
in the functionality.

Behavioral Changes Nine participants noted improvedImproved reading flow

and comprehension

with transformations

reading flow when using transformations. Comments in-
cluded "then it was very fluid to read" and "using this app
made it faster that I understand things." Users reported that
"with that tool I got some parts better and was understand-
ing and going forward."

Six participants exhibited vocal reading behaviors during
transformation use.

Five participants reported increased motivation to read.Increased reading

motivation through

humorous

transformations

Users expressed being "curious about the further content
of the book" and noted that "humorous was surprisingly
useful for reading something you don’t feel like reading; it
helped motivate you to continue reading." The humorous
transformation was particularly effective in creating "a bit
more anticipation" while reading.

Four participants reported no change in reading strategyNo change in reading

strategy despite using transformations. Some maintained that their
strategy "was not changed" and expressed concerns about
trusting transformations for important texts.

Three participants reported reduced need for repetition ofReduced need for

repetition and no

skipping of difficult

passages

sentences and no skipping of difficult passages. Users
noted that "normally I would skip difficult passages or read
them multiple times; like that I don’t need that and would
just read through."

Two participants stated reduced need for reading aids, withReduced need for

reading aids one mentioning that "with simpler language it stays in the
head better and therefore changed my reading strategy."
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Interface Design Issues

Core Usability Issues Ten participants perceived slider Slider values

ambiguousvalues as ambiguous. Users expressed confusion with com-
ments such as "I don’t understand what the percentage val-
ues mean. It must be much clearer what the options mean"
and "I don’t understand what the reference points mean."

Six participants showed repeated confusion about trans- Confusion about status

formed or original status. Users frequently questioned
whether they were viewing the original or transformed ver-
sion, with comments like "is this already the transformed
version" and "when I didn’t know what was the transfor-
mation and what was the original, then I was very uncer-
tain."

Five participants lost their reading position after transfor- Loss of reading position

mation. Users noted that "you don’t know exactly where
the reading position is after the transformation, usually it
jumps by a page" and expressed desire to "remember where
I was."

Five participants experienced unexpected layout reflows Confusion caused by

unexpected layout

reflow

after transformation. Users questioned "am I on the same
page now" and suggested that "it should be scaled directly
so that it matches page to page, even if empty areas arise."

Five participants showed confusion with chat interface in- Confusion with chat

interface input formats

and intention

put formats and intention expression. Users found it dif-
ficult to "properly convey" their transformation requests
through the chat interface.

Four participants tested extreme values after confusion Confusion about small

changesabout small changes. When subtle modifications were not
apparent, users moved sliders to maximum positions "to
see if anything changes."

Two participants experienced confusion from excessive si- Confusion from

simultaneous

transformations

multaneous transformations. Users suggested that "one
should limit the number of transformations that are active
at the same time" and noted they "didn’t notice that they
were still on."
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Two participants asked again how to apply transformations
or open the chat; these functions had been demonstrated
earlier to all participants, including them.

Technical Performance Issues Five participants foundTransformation delays

disrupt reading flow that transformation delays disrupted reading flow. One
mentioned that if the system is "not instant, then I wouldn’t
use it. That would annoy me."

Information Architecture Issues Five participants sug-
gested starting with broad slider levels accompanied by ex-
amples, followed by an option for fine-tuning adjustments
later.

Four participants requested better control over multiple ac-
tive transformations. Users wanted to "be able to deter-
mine the order in which multiple transformations are ap-
plied one after another."

Two participants requested visual markers of reading po-Requested visual

markers for position

mapping

sition or clearer mapping between versions. Users desired
"to set a marker at my current reading position that I can
find in the transformed version" or maintain "the layout ex-
actly like the original."

Interface Effectiveness Seven participants found theToolbar perceived as

intuitive toolbar intuitive but assumed immediate application and
suggested it should disappear. Users treated the interface
"like quick access" and found the "checkmark too much."
Some suggested that "I would prefer if it were hidden again
so you can concentrate fully on reading."

Six participants found choice controls intuitive and reliable.Choice controls

perceived intuitive and

reliable

Users preferred "clicking rather than sliding" and noted
that "with choice it’s easier to understand." The discrete op-
tions provided clearer expectations compared to continu-
ous sliders.

Six participants found the chat interface familiar and com-Chat interface familiar

through ChatGPT
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pared its use with ChatGPT. Users were "already used to it
like with ChatGPT," making the interaction pattern recog-
nizable.

Five participants found chat-based creation cognitively de- Chat creation

cognitively demanding

but results appreciated

manding but appreciated the results. Users noted that "you
have to give very precise instructions" and found "creating
custom transformation most difficult compared to the oth-
ers." However, they appreciated that the system "accom-
plished it very well" despite the difficulty in formulating
requests.

Four participants perceived toggle controls as trustworthy, Toggles perceived as

trustworthyfinding the binary state safer. Users preferred "on/off tog-
gle" especially "for those you created yourself" and found
the "best generation experience" with this control type.

User Mental Models and Expectations

MENTAL MODELS:
Mental models are the internal representations people
form to understand how a system or object works [Nor-
man, 2013].

Definition:

Mental Models

System-Aligned Mental Models Seven participants cor-
rectly assumed that changing transformations always used
the original as the starting point.

Five participants correctly understood how the visual feed-
back overlay symbolized loading and transitions between
versions. Users interpreted the overlay as an indicator of
text processing.

Three participants used the visual feedback overlay as ori-
entation for how the text changes. Users noted that "the
boxes got smaller, so I think the text became smaller."

System-Misaligned Mental Models Seven participants Expected baseline as

reference
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wanted to slide relative to the original or understand the
classification of the original text. Users questioned "what
is the baseline and how is the original text classified" and
"where was the original on the slider."

Seven participants expected local changes while the systemExpected local

transformations worked globally. Users expressed desire to "transform only
certain areas" and complained that "you can’t look up or
transform individual things." Many wanted to "mark a spe-
cific place and transform it rather than everything at once."

Six participants assumed bigger changes and showed con-Assumed bigger slider

changes fusion about small changes on sliders. Users noted that
"with the slider, the distances weren’t necessarily even or
too close together in the result" and "with smaller changes
I don’t notice a difference."

Five participants assumed transformations were quicker to
switch or reversible. Users expected more immediate and
flexible switching between transformation states.

Five participants expected deeper personalization but ex-
perienced surface adaptation. Users anticipated more
profound changes, stating "too little ’extremely personal,’
would have expected more".

Five participants assumed they would directly receive aExpected immediate

transformation creation transformation after the first chat message and later change
if necessary through trial and error. Users expected that
"immediately after my message a transformation is created
and I can try it out and then adjust it."

Four participants formulated transformation descriptionsFormulated

page-specific

transformation

descriptions

for the current book and page rather than general transfor-
mations. Users commented on specific text characteristics
like "the text lacks humor" or "the sentences here are too
long."

Two participants assumed transformations would be ap-Assumed quick-control

plied instantly, interpreting the interface as resembling a
quick-access menu. The visual design led them to expect
immediate results and made the setup process feel unnec-
essary.
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Missing Functionality Expectations Seven participants
wanted to look up terms and ask the AI for explanations.
Users requested functionality to "ask what the term means"
and have the AI "explain terms" within the reading context.

Transparency and Feedback Needs Seven participants Wanted transparency

about transformation

changes

wanted to know what changed in terms of style, content,
structure, and degree of modification. Users could not "ex-
actly name what changed" and suggested "it would be good
to know the exact transformation instruction also for the
predefined options." Clear communication about modifica-
tions was consistently requested.

Five participants requested hover comparison or toggle to
original text. Users wanted "quick switching" functional-
ity and the ability to "quickly look at the original text with
one click." This was considered "very important for trust"
especially in scientific work.

Four participants desired clearer feedback about scope and
intensity of transformations. Users questioned whether set-
tings like "if I set ’light,’ does it still have to be lyrical" and
requested "much more transparent" information with "bet-
ter reference points."

Three participants needed clearer visual cues or animations
for transitions. Users suggested "it would be cool if you
could see exactly how it rewrites itself with live animation"
and requested clearer indication "that the new version is
now coming in."

Usage Context and Preferences

Text Type Preferences Eight participants identified edu-
cational content as appropriate for transformation. Users
mentioned "specialized books, books with scientific terms
or complex content" and noted particular value "for chil-
dren and people who don’t enjoy reading."
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Seven participants stated willingness to use transforma-
tions with non-fiction texts. Users expressed interest in ap-
plying the system to "factual texts," "scientific non-fiction
texts," "papers, scientific work" and "scientific publica-
tions."

Six participants explicitly rejected fiction use. Users em-Fiction use explicitly

rejected phasized that "for fiction and novels I find it completely
unsuitable because you would falsify the art" and "the au-
thor’s style should remain." The consensus was that "for
fiction, storytelling is already engaging and you want to
know how the author describes things."

Two participants mentioned foreign language texts as a
type of content they would be interested in using the sys-
tem for.

One participant mentioned newspaper articles as particu-
larly suitable for transformation.

One participant saw potential for fiction use, but only in
the form of supportive features such as reminders or aids
to help follow the storyline or track characters.

Transformation Preferences and Reactions Ten partici-Complexity described

as most useful/helpful pants described complexity as the most useful transforma-
tion. Users stated they "would most likely adjust com-
plexity for efficiency because then I understand faster" and
found "complexity most helpful." The simplification as-
pect was consistently valued for improving comprehension
speed. Three participants also remarked that they tried
complexity first since it was the first option in the toolbar.

Seven participants identified tone adjustment interest, es-Tone adjustment

created engagement pecially humorous transformations, and found them en-
gaging. Users appreciated the "nice, uplifting way to still
get this information" and wanted "to get a mood from
the factual text." Humorous transformations were noted as
"more engaging to read."

Seven participants found custom transformations throughCustom chat

transformations valued the chat interface very useful. Users considered "creating a
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custom transformation that adapts exactly to my situation
very exciting" and found "custom transformations fun."

Four participants ignored playful types after brief explo-
ration. Users dismissed emoji-based transformations as
"gimmicky" and two noted they "didn’t prefer humorous
tone" after initial testing.

Use Motivations Six participants mentioned personal sit- Situational adaptation

uational adaptation as a key motivation. Users expressed
interest in being able to "describe their situation or goal
and then have entire books adapted to their own situation"
and appreciated reading from different perspectives, such
as "from the university perspective."

Five participants cited understanding improvement as a Improvement of

understandingprimary goal. Users believed "other perspectives help" and
that transformations aid "text comprehension" by making
"sentences smaller."

Four participants stated faster reading as an objective. Faster reading

Users aimed to "absorb knowledge as efficiently as pos-
sible" and reported "getting through the text faster" with
transformations.

Two participants mentioned fluent reading and efficiency Fluent reading and

efficiencyimprovements as desired outcomes. Users set goals to
"achieve higher reading flow" and maximize knowledge
absorption efficiency.

One participant mentioned skill building through complex- Skill building through

complexityity increase, noting interest in transformations "that make
the text somewhat more difficult" for practice purposes.

Feature Requests and Enhancement Suggestions Seven A conversation with the

authorparticipants requested chat functionality with the book, in-
cluding "conversation with the author about the book," ex-
planations of terms, and dialogue capabilities with the con-
tent.

Five participants requested text summaries and person- Personalized

summaries
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alized summaries. Users wanted "summaries" and envi-
sioned "reading the book top-down instead of bottom-up
through summaries." Personalized summaries "like a letter
from the author to myself" were particularly desired.

Four participants requested improved speed and saved set-Advanced settings

tings. Users wanted "presets where you can save multiple
transformations as default settings" and "save standard set-
tings." Faster processing was consistently mentioned as im-
portant.

Three participants requested filter or semantic search func-Semantic filtering or

search tionality. Users wanted to "pre-filter the book for my situa-
tion" and emphasized that "a search function that can also
search semantically is most important."

One participant requested free text fields to define transfor-
mations, providing more direct input methods.

One participant requested paragraph key points preview,
suggesting that "a core statement of the paragraph is pre-
sented in advance."

One participant requested image generation for paragraphs
to support visualization of content.

Trust and Concern Expressions

Information Integrity Concerns Nine participantsNeed to verify original

vs transformed demonstrated need to verify original versus transformed
content. Users emphasized that "you always have to
validate whether the transformation is as you would like
it" and showed consistent checking behavior.

Five participants showed loss of trust in transformed con-Showed loss of trust

tent. Users became "uncertain whether the text is still cor-
rect" and "wouldn’t trust it with important texts that infor-
mation might be lost." Trust concerns affected willingness
to use transformations for critical reading.

Five participants emphasized the critical importance of noEmphasized critical

importance of no

information loss
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information loss. Users stressed that "it’s important to me
that no facts were changed" and worried about "things be-
ing added" to the original text. Maintaining factual accu-
racy was a primary concern.

Four participants stated that trust dependency would af-
fect non-fiction use. Users noted they "have to believe what
it writes" and acknowledged that "trust wouldn’t be quite
there" for important texts.

Two participants noted that adjective additions felt like
meaning shifts. Users observed that "adjectives were added
that change the text in meaning" and felt transformations
"lost the meaning" and "changed the taste" of the original.

Skill Development Concerns One participant expressed
fear of losing technical language skills, worrying that "their
own language use would be lost" through consistent use of
simplified transformations.

General Observations

Overall Impressions Seven participants showed general Overall amazement

amazement with the reader functionality. Users found it
"cool" and were impressed "that it worked so well." The in-
terface was described as "very clean" and "very intuitive to
use." Users noted the experience as "interesting and some-
how new" and expressed surprise "that you could already
lay the styles so accurately."

Five participants recognized original text complexity is-
sues, noting that texts like those used in the study already
had manageable complexity levels, yet transformations still
provided value.

Four participants noted that experiences were text- Results vary by

transformationdependent and transformation-dependent. Users observed
that results varied "depending on the transformation,
whether you can read it faster/slower" and "whether you
trusted the whole thing depended on the transformation."
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Prototype Technical Issues In three cases, the feedbackOverlay misalignment,

page reflows,

transformation failures,

display bugs

overlay sometimes did not align accurately with the corre-
sponding paragraphs and appeared offset. One participant
observed unexpected page reflows when the window was
resized after the reader had loaded. In another case, during
a demonstration of a custom bullet point transformation,
the transformation did not visibly apply. For one book ex-
tract changing to dark mode or adjusting font size/family
did not work properly.

5.2.3 Post-Interaction Questionnaire

The post-interaction questionnaire collected structured
feedback, including responses using a 5-point scale (1 =
strongly negative, 5 = strongly positive).

Reading Impact 82% of participants indicated that read-Positive feedback on

reading speed and

comprehension

ing with transformations felt faster or much faster, and
90% found the text easier or much easier to understand.
Reading flow was also rated by 90% as smooth or much
smoother. Long passages were seen as manageable or more
manageable by 60%, and 54% rated finding key informa-
tion in the text as easier or much easier. In multiple-choice
responses, participants most often selected complex terms,
dense content, and sentence structure as areas where the
transformations were helpful.

Design and Usability All participants reported that theInterface usability

positive, combined

transformations

somewhat predictable

available transformations were easy or very easy to find,
and 82% found it easy or very easy to identify the right
one. 82% rated the transformation controls as appropriate
or very appropriate, and all found the menu layout effec-
tive or very effective. On/Off transformations were most
frequently chosen as the most natural to use; 90% said they
were satisfied or very satisfied with the control. Only 36%
rated using multiple transformations at the same time as
smooth or very smooth (all others were indifferent). 90% of
participants found the transformation effects predictable or
somewhat predictable and also found the changes clear or
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very clear. Additionally, 90% found creating custom trans-
formations via the chatbot intuitive or very intuitive.

Technical Performance Some participants reported tech- Technical issues and

moderate performance

ratings

nical issues, including slow system response and transfor-
mation errors. 55% agreed or strongly agreed that trans-
formations were applied quickly, 36% were indifferent, and
11% strongly disagreed. 45% agreed that multiple transfor-
mations were applied smoothly, 45% were indifferent, and
9% disagreed.

Future Usage and Improvements Participants indicated Positive interest despite

challenges, suggestions

for improvement

interest in using the tool for reading scientific texts, text-
books, non-fiction works, and foreign-language material.
Reported challenges included identifying suitable transfor-
mations, managing several at once, and creating new ones.
Suggestions for improvement included adding summariza-
tion features and support for unfamiliar terms. 73% said
they would use or definitely use the tool in the future, with
the rest saying "maybe" Similarly, 73% said it compares bet-
ter or much better to other reading tools they have used,
while the others rated it about the same.

System Usability Scale Score The system received a SUS
score of 87, which Bangor et al. [2008] classify as ’excellent,’
within the acceptable range and top quartile based on a
decade of SUS data. Figure 6.1 shows the score in compari-
son to a benchmark of iPhone and iPad apps from Kortum
and Sorber [2015].

5.2.4 Interaction Log Data

Book Selection, Reading Patterns, and Transformation
Latency All book extracts were selected at least once. The Finance extracts most

popular, 35-minute

average reading time,

27-second

transformation latency

extract from the finance category was chosen most fre-
quently, followed by religion, technology, and the remain-
ing categories. Four out of eleven participants viewed two
different books, while the rest interacted with only one.
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Figure 5.1: Distribution of predefined transformation us-
age by dimension. The chart illustrates the percentage
share (purple) indicating how frequently each transforma-
tion appeared in participant requests that included prede-
fined transformations, and the number of distinct partici-
pants who applied each transformation (yellow).

Participants spent an average of 35 minutes reading (range:
19–63 minutes), with an average of 50 seconds spent per
page. The average number of page turns was 51 (range:
15–79). The average latency for transformations to take ef-
fect was 27 seconds, with a minimum of 12.4 seconds and a
maximum of 40 seconds.

Transformation Usage Participants utilized all prede-
fined transformations to varying extents (see Figure 5.1).
Complexity was most frequently used, followed by Tone,
More Personal, Emoji, and Style transformations. On av-
erage, participants used 5 different transformations (range:
3–7), including custom.



5.2 Results 115

Figure 5.2: Distribution of transformation usage by control
type. The chart shows the percentage share (red) indicat-
ing how frequently each transformation type appeared in
participant requests, and the number of participants who
applied each transformation type (green).

Transformation Control Types and Value Preferences
Slider-type transformations accounted for the majority of
usage, followed by choice-type and toggle-type transfor-
mations (see Figure 5.2).

Among choice-type transformations, most options were se-
lected with similar frequency, except “Humorous,” which
was explored by 9 participants.

For predefined sliders (Complexity and More Personal), 35%
of participants started with extreme values. For custom
sliders, this occurred in 83% of cases.

Custom Transformations Participants created 19 custom
transformations, with a near-even distribution across con-
trol types: toggle transformations were the most frequent
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(7), followed by sliders (6) and choices (6). These can be
grouped into the following categories:

• Simplification and accessibility (6): reducing sen-
tence complexity, adjusting vocabulary, or adapting
text for younger readers.

• Stylistic and tonal changes (5): academic, lyrical,
journalistic, or humorous expression.

• Perspective shifts (5): adapting the text to reflect a
specific context or to align with the perspective of a
particular persona, such as emphasizing financial im-
plications or providing historical framing.

• Structural and visual formatting (3): formatting text
as lists or visualizing numerical information.

On average, participants sent five chat messages to create
a custom transformation. The minimum number of mes-
sages sent was two, and the maximum was fourteen. This
suggests an average of approximately three messages were
required to define a transformation.

Use of Single vs. Combined Transformations Six par-Most transformations

used in isolation ticipants combined multiple transformations during inter-
action, which accounted for approximately 24% of the to-
tal transformation usage. In 76% of cases, transformations
were used individually. Simultaneous activation of two
transformations occurred in 15% of cases, three in 3%, four
in 4%, and five or more in 2%. The most common transfor-
mation pairs were Complexity + Tone (14%), Tone + More
Personal (10.5%), and Complexity + More Personal (10.5%).
Across all combined usages, Complexity was involved in
43.8% of pairs, Tone in 42.1%, and More Personal in 24.5%.
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Chapter 6

Discussion

The following chapter discusses the results of the preced-
ing study in relation to the research questions. Addition-
ally, the possible engagement of analog readers, prototype
issues and limitations are discussed. For this, data trian-
gulation is employed across surveys, interaction logs, ob-
servations, and interviews, following established method-
ological triangulation principles [Jick, 1979; Denzin, 1978].

6.1 Accessibility Impact (RQ1)

As introduced in Section 2.1, Text Accessibility is described
in this thesis as an umbrella term encompassing the diverse
factors that enable or hinder an individual’s ability to ap-
proach, attain, or access a text. In the following it is dis-
cussed, which observations or subjective expressions might
be assigned either to the "Enable" or "Hinder" category. For
the latter, an attempt is also made to determine whether
these barriers can be resolved.
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6.1.1 Enable

Direct Effects

Direct effects indicate positive effects but only as subjec-Subjective

improvements in

comprehension,

reading flow and

motivation

tive measures. Participants reported that custom transfor-
mations made it easier and simpler to understand the text.
They also reported improved reading flow through simpli-
fication or tonal change to "humorous" and showed pref-
erence for transformed versions. Several participants artic-
ulated an increased motivation to read the book in a hu-
morous version and noted that transformations removed
the need for reading aids or skipping of difficult content.
Many participants stated as a motivation to use the system
that it improves "understanding".

In the post-questionnaire, 82% of participants indicatedRatings confim

subjective

improvements

that reading with transformations felt faster or much faster,
90% found the text easier to understand, and 90% rated the
reading flow as smooth or much smoother. Long passages
were seen as manageable or more manageable by 60% of
participants, and 54% found key information easier to lo-
cate.

Indirect Effects

These could indicate an "enable effect" but could also bePositive emotional

responses suggest

engagement benefits

but lack clear

accessibility validation

neutral and have no impact. Participants showed positive
emotion to read texts from different perspectives and dis-
played laughter, vocal engagement and amusement during
reading. They also remarked that transformations made
reading faster. However, while emotions, laughter, and vo-
cal engagement might help individuals to engage with a
text, it remains unclear whether this translates to improved
text accessibility, and whether when somebody states "it
made me faster" this also let the participant attain the text
the same way as when they would read slower.
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6.1.2 Hinder

Resolvable Barriers

Several barriers were identified that could potentially Version confusion,

deviating outcomes and

oversimplification

barriers

be resolved through better design or technical improve-
ments. Confusion between versions and perceptions of
oversimplification—where some participants found the
transformed text too easy and said they would not read
it—could both be mitigated through better communica-
tion and design (see Section 6.2). Participants who were
not satisfied with the outcome as it differed from their ex-
pectations could benefit from improvement of LLM mod-
els. Some participants reported that text became harder to
understand, which might be addressed through LLM im-
provement or also better design.

All other issues discussed in Section 6.2 including mis- All issues discussed in

Design Implications

may hinder text

attainment

matched mental models or lack of transparency—likely
contributed to confusion and may have hindered attain-
ment of the text. However, the section also outlines poten-
tial ways to address or mitigate these problems.

Unresolvable Barriers

Certain barriers appear to be unresolvable. Trust con- Trust concerns and LLM

hallucinations represent

fundamental barriers

cerns and the resulting need to verify original versus trans-
formed content represent fundamental challenges. While
a good transparency mechanism might mitigate these con-
cerns, it does not eliminate the need for verification itself,
and this overhead remains a barrier. Additionally, mean-
ing shifts resulting from LLM hallucinations can be reduced
with better models but not entirely removed (see explana-
tion in Section 6.2.13).

6.2 Implications for Design (RQ2)

This discussion aims to provide implications that should Design implications

offer interpretive

guidance while

acknowledging multiple

valid conclusions
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not be taken as absolute, but rather as one possible inter-
pretation; readers are encouraged to draw their own con-
clusions and models from the findings (following Dour-
ish [2006]). Likewise, the example adaptations illustrate
possibilities based on the current prototype and are not in-
tended as definitive solutions. Both the implications and
prototype adaptations were concluded by addressing trian-
gulated study findings through core usability principles, as
outlined by Norman [2013]—including affordances, signi-
fiers, feedback, constraints, mapping, mental models, and
visibility of system status. Many of these implications may
also be relevant to the design of other interactive systems
that integrate LLMs.

In the following, With "Adaptation" it is always referred
to exemplary prototype adaptations that demonstrate how
the implication could be addressed. Implications progress
from communication and interface foundations, through
usability and user control considerations, to trust-building
and advanced interaction capabilities, concluding with
technical constraints.

6.2.1 Communicate

Indicate Activity Status

Indicate activity status clearly to users. Reason: Participants
assume instant transformation but were able to understand
that the system is processing. Adaptation: See "Convey
Background Processing" below.

Indicate Version Status

Indicate version status (original/transformed) very clearly.
Reason: Participants were confused whether original or
transformed version was shown. Adaptation: Indicate
within the content directly the status as the toolbar alone
was not clear enough.
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Clear Interface Elements

Avoid interface elements or a setup of interface elements Interface clarity

prevents user confusionthat cannot clearly communicate what they mean, manipu-
late or how they instruct the AI, and avoid options that are
too close to each other. Reason: Toggles and Choice Con-
trol were found intuitive, reliable and perceived trustwor-
thy. Sliders that could not communicate in the way they
were setup what they do caused confusion and ambiguity.
As a result, participants also tended to try extreme values
(backed by observations and event data). Adaptation: See
next two sections.

Default to Broad Changes, Allow Refinement

Reason: Participants sometimes could not see a difference
between different slider settings and were confused. As
broad manipulation is set up as default, the change of state
is easier communicated and fine adjustment should still be
allowed later. Adaptation: For the slider control have broad
steps as default and some way to additionally adjust finer
when needed.

Reference to Current State

Give users a reference to current state or allow relative ma- Users want to adjust

relative to the current

state

nipulation. Reason: Many participants asked where the
"original" text is on a slider or wanted to change the text
relative to the original, indicating that the implementation
decision (see Section 4.5.3) to avoid LLM-based assessment
of original text created a usability gap. Adaptation: The pro-
totype adaptation could either classify the original text us-
ing the LLM and indicate its position on a slider or choice
control, or rework the controls to communicate relative ad-
justments—reflected in the LLM prompt as instructions like
"Transform the text to be more or less...".
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Aim for Simplicity

Aim for simplicity and decompose complex controls. Rea-
son: Participants were confused when a slider included
multiple reference points with different meanings, which
also led to options being so close together that they became
difficult to distinguish. Adaptation: Decompose sliders with
multiple reference points to multiple different transforma-
tions.

6.2.2 Show Transitions

Use some form of transition to indicate how the text reflows
or changes. Reason: Participants used the visual overlay as
orientation for how the text changes in its shape. Adapta-
tion: Conceptually not necessary for the current prototype.

6.2.3 Imitate

Imitate familiar reader designs, features, and chatbot in-Familiar interface

improves usability terfaces. Reason: Participants found the chat interface easy
to use, likely due to familiarity with services like ChatGPT.
The SUS scores suggest the overall interface was perceived
as acceptable—comparable to or better than top-rated iPad
or iPhone apps (see Figure 6.1). While the sample size was
small (N=11), it is generally easier to detect usability issues
than to confirm strong usability, so these results should be
interpreted with caution [Lewis, 1996; Bangor et al., 2008].
Post-survey responses also revealed varied preferences in
visual settings and highlighted a need for standard reader
features and controls. Adaptation: Integrate additional com-
mon reader functionalities, such as term lookup.

Comparison of MagicTextreader’s SUS Score with Bench-
mark Application Distributions
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Figure 6.1: MagicTextreader’s (MTR) SUS score [Brooke
et al., 1996] compared to benchmark distributions from Ko-
rtum and Sorber [2015] survey of iPhone and iPad app us-
ability ratings, showing performance relative to top-rated
and user-selected applications.

6.2.4 Avoid Bias in All Areas of a Research Toolkit

Biases—such as the order of interface elements—are not Order bias affects

interface element usage

beyond surveys alone

limited to surveys (see Section 3.8.1). Reason: Interaction
logs showed that the complexity transformation was used
most frequently. In interviews, participants reported start-
ing with it simply because it was the first option presented.
Adaptation: Display transformation options in a random-
ized order for each participant to reduce order bias in a
study setup.

6.2.5 Reduce Cognitive Load

Infer User Intent

Infer what users are trying to express and adapt accord-
ingly. Reason: Participants often found it cognitively de-
manding to articulate their intent clearly. Adaptation: No
immediate changes needed—participants were often posi-
tively surprised by the outcomes, even when they criticized
their own input.
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Suggest & Demonstrate

Provide suggestions and demonstrate interaction patterns.
Reason: Participants found it cognitively demanding to for-
mulate requests in the chat. Adaptation: Offer example
prompts and interaction suggestions to guide and inspire
users.

Support a Trial-and-Error Approach

Reason: Participants expected immediate results when in-
teracting with the chat and found it cumbersome to answer
multiple follow-up questions. Adaptation: Generate a trans-
formation based on the initial user input without requiring
excessive detail. Take user decisions by default, while al-
lowing revisions if needed.

Respect Situated Intent, Enable Generalization

Allow users to formulate requests based on the immediateTransformation

requests are rather

contextually than

abstractly formulated

context, rather than expecting abstract or general instruc-
tions from the outset. Reason: Participants expressed their
transformation wishes in the chat in relation to the cur-
rently open book content—reflecting a context-driven men-
tal model. Adaptation: The prototype already supported
such situated input implicitly; this behavior should be com-
municated explicitly. Additionally, the system could offer a
shortcut to generalize these transformations if users wish
to apply them more broadly.

6.2.6 Enforce Simplicity & Logical Use

Restrict to Simple Uses

Restrict functionality to simple and logical use cases. Rea-Limit simultaneous

transformations for

clarity

son: Applying too many transformations simultaneously



6.2 Implications for Design (RQ2) 125

can lead to illogical or unclear outcomes. Participants occa-
sionally failed to notice that multiple transformations were
active. Adaptation: Limit users to two simultaneous trans-
formations. If they attempt to exceed this limit, prompt
them to disable one or switch to expert mode. Event data
shows that two transformations cover 91% of use cases.

Ensure Logical Order

Ensure a logical order in the application of transformations.
Reason: The sequence in which transformations are applied
can affect the outcome, and some users had differing expec-
tations based on the order. Adaptation: Prompt the LLM to
determine a reasonable order automatically, or allow man-
ual control in expert mode (see below).

Provide Expert Mode for Advanced Users

Reason: While restrictions help prevent confusion, some
users may want full control—event data shows cases of five
or more transformations used simultaneously. Adaptation:
Include an expert panel that allows users to define the or-
der of transformations and unlock an unlimited number of
transformations.

6.2.7 Put Users in Control

Enable on-demand use by allowing users to choose which
parts of the text should be transformed. Reason: Some par-
ticipants expected to select specific areas for transforma-
tion, or expressed a desire to transform only certain parts of
the text rather than the entire content. Adaptation: Provide
the option to manually select a text segment, triggering a
contextual popup that offers to apply the transformation
only to the selected portion.
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6.2.8 Make Use of Natural Language Interaction

Allow users to formulate their requests in natural language.
Reason: Participants expressed strong satisfaction and emo-
tional engagement when interacting in natural language
and using their own transformations. This approach sup-
ports personalization and aligns well with the way LLMs
process input (see Section 3.4); additionally, user-generated
transformations can be further refined (see Section 3.4.2).
Adaptation: Not necessary for the current prototype.

6.2.9 Convey "Background" Processing

Make it clear that AI-driven transformations occur in theInterface should

communicate

background AI

processing to manage

user expectations

background, and avoid reinforcing the mental model of
a quick-access menu. This can be complemented by of-
fering the ability to save transformation settings for later
use. Reason: Participants often expected immediate appli-
cation of transformations, assuming quick access or instant
results—despite LLM latency (see Section 3.4.4). Addition-
ally, many participants requested the option to save their
transformation settings for reuse. Adaptation: Require users
to intentionally open a dedicated configuration menu, rein-
forcing the idea of setup rather than instant toggles. Within
the menu, offer a small preview of the transformation.
Once the user presses "Apply," clearly indicate that back-
ground processing has started and that they will be noti-
fied upon completion, preserving reading flow. When the
transformation is ready, inform the user and, upon confir-
mation, use a gradual transition to help them track changes
and maintain their reading position.

6.2.10 Build Trust Through Transparency

Atomic Control Mechanism

Enable an atomic control mechanism that lets users traceLinks transformed

sentences to original

sources for verification

each transformed sentence back to its original source sen-
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Figure 6.2: Left: Shows an exemplary prototype adaptation that enables quick ex-
ploration through a sentence-level transformation preview. One sentence from the
current page is selected—based on visibility or LLM selection—and displayed in
both original and transformed form. Users can explore other sentences using the
Sentence Selector, adjust complexity relative to the original, and quickly assess the
effect before applying it to the full text. Background processing is conveyed by la-
beling the apply button "Start conversion". The LLM can even be given more text
context before and after the sentence for the transformation, as for low response
time primarily the output length is important (see Section 3.4.4). When a user then
decides to apply the transformation, the previewed sentence is enforced to become
part of the full transformed version of the text, so it can already serve as a reference
for how the reading position might have changed. While the transformation loads,
the reader can continue reading the original version. Once the new version is ready,
they are notified and prompted to confirm its application. Upon confirmation, a
gradual transition may be used to help visualize how the text reflows or maps.
Right: Illustrates a prototype adaptation enabling an atomic control mechanism.
When a transformed sentence is selected, a contextual popup displays its original
counterpart, showing the corresponding sentence highlighted while maintaining
access to surrounding content. The popup is scrollable, repositionable, and resiz-
able to avoid occlusion. When the user flips pages while the comparison popup
is open, it automatically reappears: showing the corresponding original version of
the last sentence on the new page when flipping back, or the first sentence on the
new page when flipping forward. (Excerpts from Gray et al. [1901].)
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tence(s). Reason: Participants expressed a loss of trust in
the transformed content and emphasized the importance
of preserving information integrity. Many indicated they
would only use the tool if they had a way to verify that
no information was lost. Adaptation: Assign (invisible) la-
bels to all sentences in the book’s XML. Instruct the LLM
to propagate these labels to the corresponding transformed
sentences, supporting one-to-many and many-to-one map-
pings. Use these labels to link transformed sentences to
their source(s), allowing users to view the original sen-
tence(s) on demand.

Side-by-Side View

Provide a side-by-side view for comparing the originalSide-by-side

comparison view

enables overall

verification

and transformed versions of the text. Reason: Partici-
pants frequently engaged in comparison behavior and ex-
pressed the need to verify how the transformed text dif-
fered from the original. Similar to the atomic control mech-
anism, this feature could help rebuild trust in the trans-
formed content by allowing easy verification. It may also
reduce concerns about potential information loss. Adap-
tation: The screen could be split down the middle, with
each side hosting an independent reader view (original
on one side, transformed on the other). Synchroniza-
tion between the views—such as scroll position or high-
lighted content—should be automatically performed. Al-
ternatively, a sliding mechanism could be introduced to
switch between versions, potentially using a vertical (up-
/down) gesture to avoid conflict with horizontal page nav-
igation, which aligns with the conceptual space illustrated
in Figure 4.7.

Quick Exploration

Enable quick exploration through small example outputs.Preview mechanism

reduces uncertainty

about transformation

effects through sample

outputs

Reason: Participants often struggled to understand what
a transformation or option would do. Due to the unpre-
dictable nature of LLMs (see Section 3.4.3 and Section 3.4.5),
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and the latency introduced by longer outputs (see Sec-
tion 3.4.4), it can be difficult to explore or interpret options
effectively. Adaptation: When a user adjusts transforma-
tion settings, show a small popup that previews the effect
on a single sentence—ideally one from the current page.
The surrounding context can still be included, as latency
mainly depends on the number of words generated (see
Section 3.4.4). This preview could also be integrated di-
rectly into the chat interface, where new transformations
immediately produce visible effects.

Make Transformation Instructions Visible

Display the exact transformation instructions in a clear and
readable format. Reason: Participants were often unsure
how specific options affected the transformation. Present-
ing the underlying instructions in an understandable way
may reduce this uncertainty. Adaptation: Show a concise,
human-readable version of the core instruction—e.g., as an
overlay or tooltip—so users can easily see what guidance
the LLM will follow.

Show Combination Model

Display the active transformation model and the number Visual pipeline display

clarifies transformation

combination and

sequencing

of transformations currently applied. Reason: Some partici-
pants were unsure how transformations were combined or
in what order they were applied, leading to different expec-
tations about the outcome. Others were unaware that mul-
tiple transformations were active at the same time. Adap-
tation: Building on the idea of making exact transforma-
tion instructions visible, the overlay could be enhanced to
show a pipeline as a flow diagram, clearly illustrating the
sequence and combination of applied transformations.

Introduce Orientation Cues

Provide cues that help users maintain orientation and re- Orientation cues help

users maintain reading

position during

transformations
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identify their position in the text. Reason: Participants of-
ten lost their reading position and were confused by jumps
or reflows, especially after transformations. Some relied
on jumping footnotes as informal anchors. The flexible re-
flow layout of EPUBs, while generally beneficial (see Sec-
tion 2.2.3), becomes a drawback when orientation cues are
missing. Adaptation: Introduce subtle, consistent mark-
ers that appear in both the original and transformed ver-
sions—such as small reference numbers combining para-
graph and page counts—to help users track their location
and regain context after changes.

6.2.11 Alert

Encourage users to critically assess the outcomes of trans-Encourage critical

review as early error

discovery has impact

on trust and satisfaction

formations. Reason: LLMs tend to hallucinate (see Sec-
tion 3.4.3). While many participants expressed concerns
about information integrity and trust in the transformed
text, others did not explicitly consider this—even when
suggesting use cases in professional or contexts where ac-
curacy is crucial (see Section 3.5). As reported in the same
section, users who discover inaccuracies early tend to re-
port significantly higher trust and satisfaction than those
who encounter them later. Adaptation: Display a warning
the first time a transformation is applied or when users
return to the reader after a break. Additionally, clearly
and persistently indicate whether the content is original or
transformed like discussed before.

6.2.12 Allow Context/Resource-Aware Free LLM
Interaction

Provide users with an optional general chat feature thatContext-aware chat

enables book

interaction and

addresses many

participant requests

automatically includes relevant context—such as the cur-
rent book, reading position, or selected segments—or al-
lows them to easily select context manually. Additional in-
formation, like tool usage instructions or an FAQ, can be
appended to the context, addressing issues raised by par-
ticipants who still had questions (e.g., how to apply trans-
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formations) even after a demonstration. This also accounts
for uncertainty about how comfortable users would have
been without direct explanation. Reason: Several partici-
pant requests—such as chatting with the book, top-down
summary-based exploration, or term explanations (the lat-
ter even being expected)—can be supported with mini-
mal additional interface complexity or development effort.
Adaptation: Alongside the transformation chat, offer an ad-
ditional or unified chat interface where the LLM receives
the current book section or segment as context. Alterna-
tively, implement dynamic context loading via function
calls, enabling the LLM to fetch relevant content on de-
mand and delegate accordingly. (Providing the entire book
as input is avoided due to LLM response time constraints;
see Section 3.4.4.)

6.2.13 Handle Constraints Pragmatically

Improve Perceived Speed

Improve the perceived speed by processing the smallest Perceived speed can be

improved through

prioritization

and most relevant chunks independently, or by dynami-
cally adjusting chunk size based on real conditions. Rea-
son: Participants consistently highlighted speed as crucial.
However, they also accepted some initial delay as part of
the workflow—especially since event data showed they
spent an average of 50 seconds per page, which is longer
than the typical LLM response time. Notably, LLM re-
sponse time depends primarily on output length (see Sec-
tion 3.4.4). Adaptation: Reprocess the EPUB dynamically,
based on the current screen size and font, as soon as the
reader opens the view. Choose segment sizes that closely
match what is actually visible on the screen. Rather than
processing the current, left, and right segments together,
begin with only the currently visible segment to prevent
layout reflow. Then, in the background, independently pro-
cess the right segment (anticipating forward navigation),
followed by the left segment.
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Accept LLM Limitations

Acknowledge hallucinations as an inherent limitation ofAccept some error in

LLM systems; focus on

mitigation

LLMs, and avoid attempting to eliminate them at all
costs. Reason: Due to their non-determinism, it is inher-
ently difficult to predict or guarantee what output an LLM
will produce for a given instruction (see Section 3.4.5).
During the development of the MagicTextReader, several
new LLMs were released that showed improved perfor-
mance on hallucination benchmarks, as well as speed gains
through smaller and faster models (see Chatbot Arena
benchmark [Chiang et al., 2024]). Investing heavily in coun-
tering hallucinations at all costs may be rendered obsolete
by such ongoing model improvements. Instead, rely on
mechanisms described under "Alert and Transparency" to
mitigate risks—these may become less critical over time,
but are unlikely to become entirely unnecessary. As no al-
gorithm can solve the Halting Problem [Turing et al., 1936],
a perfectly reliable AI—which is ultimately just an algo-
rithm running on a Turing-complete system—cannot exist
for all possible inputs without also solving that problem.
Therefore, some level of error or uncertainty will always
remain. Adaptation: Plan for future replacement of LLM
models with more capable and efficient alternatives as they
become available.

6.3 Future Research Directions, Applica-
tion Context (RQ3)

To guide future research and potential application contexts,
the following section discusses possible focal points: the
types of texts studies could target, the kinds of transfor-
mations to prioritize, and suggested next steps for gaining
deeper insights.
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6.3.1 Suitable Text Types for Transformation (As
Indicated by Participants)

Future research could further explore the use of text trans- Non-fiction texts show

promise for

transformation

applications

formation in non-fiction contexts—including scientific pub-
lications, educational content, foreign language texts, and
newspaper articles—as these were commonly mentioned
by participants. Non-fiction presents facts or information
[Cambridge Dictionary, 2025], making it a promising area
for transformation without compromising the core intent of
the text.

In contrast, applying transformations to fiction should be Fiction transformations

require caution due to

artistic integrity

concerns

approached with caution. Around half of the participants
explicitly rejected such use, arguing that it would distort
the artistic nature of fiction. They emphasized the impor-
tance of preserving the author’s writing style, which they
saw as integral to the work itself. One participant did ac-
knowledge potential value in using transformations as sup-
portive aids—such as helping readers follow the storyline
or track characters—but not for altering the narrative it-
self. Given that fiction heavily depends on tone, form, and
authorial intent [Currie, 1985], transformations risk under-
mining its meaning.

6.3.2 Promising Transformation Types (As Indi-
cated by Participants)

Future work may further explore transformations related to
complexity, tone, and personalization, as participants ex-
pressed a range of preferences and reactions that suggest
promising directions.

Predefined Transformations

Complexity The complexity transformation appeared to Complexity

transformation showed

strongest positive

impact and highest

usage

have a positive impact on reading for several participants.
It was rated as the most useful transformation, frequently
mentioned as a learning or skill-building opportunity, and
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generated the highest number of transformation requests
(according to event data). However, as noted in the design
implications, order bias may have influenced this outcome.
This area also aligns with existing research on text simplifi-
cation (see Section 3.3).

Tone The humorous tone transformation also showedTone increased

engagement and

showed strong

responses

potential benefits. It appeared to improve reading flow and
elicited strong responses such as laughing, reading aloud,
and increased engagement. It was the second most used
transformation, though its position in the toolbar may also
have influenced this. Participants described it as exciting
and particularly helpful for making otherwise boring con-
tent more enjoyable.

Other Transformations Transformations involving emo-
jis, stylistic changes, or making the text more personal gen-
erally received neutral or negative feedback. Participants
either showed no preference or actively rejected these op-
tions.

Custom Transformations (Created via Chat)

Custom transformations created through chat interactionsCustom transformations

caused strong positive

emotional responses

and promise diverse

personalization

dimensions

were associated with strong positive emotional responses.
Most participants found them useful, interesting, and
appreciated the sense of personalization. Many envi-
sioned use cases involving personal or situational adapta-
tion—such as tailoring or filtering an entire book to fit their
individual context. Event data reflected a wide range of
personalization dimensions explored by participants.

6.3.3 Suggested Next Steps

Refining and Evaluating Prototype Adaptations

Further evaluation of the discussed design implicationsTrust and content

integrity issues require

further verification and

benchmarking
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and prototype adaptations is recommended, particularly
since issues of trust and content integrity were central in
participant feedback and are not yet sufficiently addressed.
Incorporating a benchmark for hallucinations in transfor-
mations within the current setup could support risk esti-
mation, as, according to Renn [1989], gaining or maintain-
ing trust is one of the most frequently mentioned objectives
of risk communication.

Field Studies with the Toolkit

Future studies using the improved toolkit—potentially be-
yond HCI-focused research and involving domains con-
cerned with text accessibility—could include long-term,
ethnographic investigations. These might surface differ-
ent insights than controlled lab studies, particularly around
how interactions evolve over time or how novelty effects
and learning curves are overcome [Kjærup et al., 2021].

Assessing Impact on Text Accessibility

To better understand the tool’s actual impact on accessi- Future studies should

measure accessibility

benefits against

transformation

overhead costs

bility, studies should examine the trade-off between the
added overhead of comparison or transparency features
and the benefits of transformation (e.g., changes in com-
plexity, tone, or customization) relative to the original text.
This could involve controlled comprehension tests, assess-
ments of reading speed and flow, and comprehension rate
analysis. Currently, findings are indicative rather than con-
clusive, and more rigorous evidence is needed to determine
significance.

Target Text Types and Audiences for Evaluation

Recommended text domains for further evaluation include Future evaluation

should expand text

domains and include

diverse participant

groups

those mentioned by participants (e.g., general audience
texts and educational material for children), as well as spe-
cialized but often inaccessible domains such as health and
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legal literature [Curtotti and McCreath, 2013; Michielutte
et al., 1992].

Participant samples should inlcude a range of user groups,
including the general population, individuals with read-
ing difficulties (who may particularly benefit—see Sec-
tion 2.1.1), non-readers (who may engage more through
tone or personalization features), and children (given the
relevance of educational use and the influence of age and
education level on accessibility).

6.4 Engagement of Analog Readers

Participants who indicated a preference for analog readingAnalog readers showed

interest despite digital

reading aversion

in the pre-interaction questionnaire still expressed interest
in using the MagicTextreader in the future, reflected in the
post-interaction responses and also in the semi structured
interview. This may suggest a potential to engage users
who are not yet familiar with or inclined toward digital
reading.

6.5 Prototype Issues

During the study, the following prototype issues occurred.High-specificity inline

CSS in books overrides

reader styling

For one book extract changing to dark mode or adjusting
font size/family did not work properly. A brief investi-
gation showed that some books use inline styles or high-
specificity CSS (see W3C standard [Etemad and Jr., 2023])
directly in their XML. These styles override the reader’s
default styles, which have lower specificity and no !impor-
tant flag. Style attributes must be applied with higher CSS
specificity or marked with !important when needed.

The feedback overlay seems offset after window sizeWindow resizing breaks

feedback overlay

requiring recalculation

changes as the prototype does not properly resize and
reposition the paragraph overlays after the window is re-
sized, especially during transition. Window resizes must
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be tracked and considered in the calculation process and
recalculated always when necessary.

Before the presented study was conducted, preliminary API instability forced

shift from ethnographic

approach to controlled

sessions

experiments revealed significant API instability with the
OpenAI service, including frequent connection failures and
API-related errors that rendered the system nearly unus-
able. These technical issues led to the decision against
pursuing a full ethnographic approach where participants
would use the prototype independently, as the system
proved too unpredictable for unobserved sessions. An ear-
lier attempt at the session-based study with a small number
of participants also failed due to these frequent connection
failures and API-related errors, leading to the results be-
ing discarded. For future ethnographic setups, implement-
ing robust error handling mechanisms would be essential
to manage service interruptions gracefully. It may also be
valuable to collect data from the OpenAI platform status
page [OpenAI, 2025] to analyze patterns in reliability across
weekdays. Automated latency tests could further help infer
usage load and performance fluctuations throughout the
day. As an alternative, one might consider using a local
LLM to eliminate dependency on external APIs. However,
running large models locally requires substantial hardware
resources [Naveed et al., 2023], which may constrain to
smaller models—introducing a tradeoff between reliability
and the speed or quality of output [Kang et al., 2025].

The problem of improperly applied transformations could LLM self-checking

could enable automatic

error detection and

reprocessing of

transformations

be addressed by leveraging the LLM to self-check its
own output—a method previously proposed by Miao
et al. [2023] for validating its chain of thought after gen-
eration. After a transformation is applied, the LLM could
be prompted to review the result and identify any errors. If
issues are detected, the system could automatically trigger
a reprocessing step based on the error report.
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6.6 Limitations

6.6.1 Study Limitations and Generalizability

The generalizability of the findings is limited by the partici-Homogeneous

participant sample

limits generalizability to

broader user

populations<

pant sample. The group was relatively homogeneous, with
most participants aged between 25 and 34, holding higher
education degrees, and having strong familiarity with digi-
tal reading tools. This profile does not reflect the full diver-
sity of potential users, particularly in terms of age, educa-
tional background, and digital literacy. Additionally, none
of the participants reported reading-related conditions, and
all participants were already regular readers. As a result, no
conclusions can be drawn about the tool’s impact on indi-
viduals who currently avoid or struggle with reading.

The controlled study environment may have influencedStudy environment

limitations were

balanced by reading

patterns and high

usability ratings

participant behavior. However, some bias could be miti-
gated: all book excerpts were selected at least once across
participants. Session time averaged 35 minutes, match-
ing participants’ typical reading durations (30–60 minutes)
as preferences from the post-interaction show, though ac-
tual reading time was lower due to prototype interac-
tion. Transformation delays were shorter than average
page viewing time, thus only disrupted flow when trans-
formations changed. Participants reported few technical
issues and gave the tool usability ratings comparable to
top iPhone/iPad apps, indicating good general usability
among this participant group (though these results should
not be easily generalized beyond the study sample).

6.6.2 Prototype Limitations

Though the reader can only process EPUB and not PDF,PDF conversion

enables compatibility which is widely used for document sharing [Marinai
et al., 2011], it can be converted to EPUB even when this can
be difficult if the PDF does not mainly contain text [Marinai
et al., 2011].

API costs were not really relevant as per participant on av-API costs negligible for

research but significant

for real-world

deployment
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erage only 0.07$ of costs occurred for 35 min of use. As
participants mostly gave less than 10 hours per week as av-
erage reading time in worst case that would accumulate to
63$ per year.

6.6.3 Toolkit Limitations

The toolkit requires hosting on a web server and some tech- Toolkit requires

technical expertise and

lacks built-in analysis

tools

nical expertise to set up, which may pose a barrier for non-
technical users. It lacks built-in tools for analyzing ques-
tionnaire responses and event data—Python scripts were
used for this in the current study, which proved cumber-
some. Additionally, the localization setup involves many
steps.
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Chapter 7

Summary and Outlook

The last chapter presents a summary and an overview of
the contributions of this work. The thesis concludes with
an outlook on future work that builds on the findings.

7.1 Summary

In this thesis, our primary objective was to investigate a
system that integrates AI-powered text transformation ca-
pabilities—specifically using LLMs—with a focus on its im-
pact on text accessibility.

To explore this, we developed a research prototype called MagicTextreader

prototype was

developed that enables

modular text

transformations through

three control types

MagicTextreader. The system allows users to apply modu-
lar text transformations along various text accessibility di-
mensions, categorized by their control types: toggles (for
binary changes), choices (for discrete options), and sliders
(for continuous adjustments between two reference points).
Using these modular transformations, many text accessibil-
ity dimensions can be addressed—such as complexity, tone,
style, format, and personalization. Additionally, a built-in
chat interface allows users to define their own transforma-
tions via natural language, which are then mapped to one
of the three control types.
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The prototype was implemented using a client-server ar-
chitecture, with a React and epub.js frontend for rendering
and interaction, and a Django-based backend responsiblePrototype uses React

frontend and Django

backend and also

serves as research

tookit

for data management and communication with the LLM
that performs the transformations. MagicTextreader is ac-
companied by a surrounding platform that supports study
administration, including session setup, pre- and post-
interaction questionnaires, and event logging—making it
suitable both as a functional prototype and a research
toolkit.

To evaluate the system, we conducted an initial session-Mixed methods study

(N=11) evaluates

accessibility impact and

design implications

based mixed methods study (N=11) focused on non-fiction
texts. Participants explored five predefined transforma-
tions—complexity, style, tone, more-personal adjustment,
and emoji enhancement—and were encouraged to create
their own via the chat interface. The study aimed to assess
the system’s impact on text accessibility, uncover design
implications, and identify directions for future research.

Findings show that certain transformations—especiallyFindings indicate

transformations may

improve accessibility

but also introduce

barriers

complexity and tone adjustments, as well as user-created
transformations—subjectively improved understanding,
reading flow, and motivation for several participants.
However, the prototype also introduced new accessibility
barriers, particularly confusion due to unclear communica-
tion and trust or information integrity concerns, which in
turn revealed a lack of transparency mechanisms.

Based on these insights, comprehensive design implica-Design implications

were discussed that

may also be relevant for

other LLM-integrated

interactive systems

tions were discussed that address all resolvable barriers
identified in the study and conclude that these implications
may also benefit other interactive systems integrating LLM
capabilities. Finally, several promising directions for future
research emerged (see in the outlook below)—particularly
focused on non-fiction use cases—while fiction was explic-
itly rejected as a transformation target by about half of the
participants.
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7.2 Outlook

The outlook can be derived directly from the research di- Prototype should be

adapted according to

design implications

rections discussed in Chapter 6 “Discussion”. Prototype
improvements should address the tension between possi-
ble accessibility gains from text transformations and trust
barriers that create new accessibility challenges. Enhanced
transparency mechanisms, integrated hallucination bench-
marks, and clearer communication could mitigate these
barriers and thus enable more the attainment of texts than
hinder.

Regarding transformation types, simplification, tone ad- Simplifications, tone

adjustments and

personalized ones are

most promising

dimensions

justment, and custom-created transformations represent
promising directions for evaluation in non-fiction con-
texts. These transformations showed indications of im-
pact on reading comprehension, engagement, and person-
alization based on participant feedback and usage data.
Additionally, non-fiction might represent the target domain Non-fiction or

domain-specific

applications may prove

valuable

for future research, with participants supporting applica-
tions in scientific publications, educational content, foreign
language texts, and newspaper articles. Domain-specific
applications in medicine or law may prove valuable, as
these fields remain inaccessible to much of the population
[Curtotti and McCreath, 2013; Michielutte et al., 1992].

From a methodological perspective, improving the research A full ethnographic

replication of the study

might reveal additional

patterns

toolkit or hosting it on a web server to enable researchers
without technical skills to conduct studies might be a cru-
cial step for advancing text accessibility research. Fur-
thermore, future research could benefit from longitudinal
field studies that extend beyond laboratory settings toward
ethnographic approaches. These studies could provide in-
sights into how user interactions evolve over time and how
learning curves affect real-world reading contexts [Kjærup
et al., 2021].

To assess accessibility impacts more rigorously, controlled Empirical studies are

necessary to evaluate

impact

comprehension tests, reading speed measures, and compre-
hension rate analyses are necessary to move from indicative
observations toward robust evidence.
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Additionally, broadening participant diversity may be a
key research priority. Including general populations, indi-
viduals with reading difficulties, non-readers, and children
could reveal varying degrees of accessibility impact. The
limited sample size in this study (N=11) restricts generaliz-
ability and indicates the need for larger, more diverse sam-
ples.

Lastly, broader accessibility of text transformation func-
tionality could benefit from addressing platform ecosystem
integration. While individual reader-based solutions cur-
rently face limitations in providing users with access to e-
books themselves due to platform restrictions [Bittar, 2014],
the ongoing integration of LLMs into mobile operating sys-
tems [Wu et al., 2024] suggests that text transformation ca-
pabilities may eventually become native features of digital
reading platforms.
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Appendix A

Benchmarking OpenAI
models

Listing A.1: Benchmarking OpenAI models by measuring
response times for a basic token substitution task. It runs
two variants: (1) a 3-to-3 task where three input segments
are fully transformed, and (2) a 2-to-1 task where only one
of two segments is transformed while the other serves as
context. Input texts are sampled from Gray’s Anatomy [Gray
et al., 1901].
import time
from statistics import mean
from openai import OpenAI

client = OpenAI(api_key="---")
trials = 4

original_text_3 = """
<part segment="1">
THE Veins are the vessels which serve to return the

blood from the capillaries of the different parts
of the body to the heart. They consist of two
distinct sets of vessels, the pulmonary and
systemic. ... (shortened for appedix) ... </part>

<part segment="2">
and this communication exists between the larger

trunks as well as between the smaller branches.
Thus, in the cavity of the cranium, and between
the veins of the

... (shortened for appedix) ...
</part>
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<part segment="3">
The superficial veins usually have thicker coats than

the deep veins, and the veins of the lower limb
are thicker than those of the upper.

... (shortened for appedix) ...
</part>
"""

original_text_2 = """
<part segment="1">
THE Veins are the vessels which serve to return the
... (shortened for appedix) ...
<part segment="2">
and this communication exists between the larger

trunks as well as between the smaller branches. T
... (shortened for appedix) ...
</part>
"""

# prompt = f"Transform all parts of the following
text entirely such that every second word is
reliably and consistently replaced with the word
’blabla’, starting from the second word and
ensure that no part of the original text is left
unprocessed, and maintain the original
punctuation and structure as much as possible.
DON’T truncate or leave out anything:
\n\n\"{original_text_3}\""

prompt = f"Transform␣and␣return␣only␣part/segment␣1␣
of␣the␣following␣text␣such␣that␣every␣second␣word␣
is␣reliably␣and␣consistently␣replaced␣with␣the␣
word␣’blabla’,␣starting␣from␣the␣second␣word.␣
DON’T␣truncate␣or␣leave␣out␣anything:␣␣
\n\n\"{original_text_2}\""

# Models to benchmark
models = [

"gpt-4o-2024-11-20",
"gpt-4o-mini",
"gpt-3.5-turbo"

]

# ==== BENCHMARKING ====
results = []

for model in models:
latencies = []
rates = []
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for _ in range(trials):
start_time = time.time()
response = client.chat.completions.create(

model=model,
messages=[{"role": "user", "content":

prompt}]
)
end_time = time.time()

latency = end_time - start_time

output_text =
response.choices[0].message.content

word_count = len(output_text.split())
rate = word_count / latency

latencies.append(latency)
rates.append(rate)

results.append({
"Model": model,
"Trials": trials,
"Avg␣Latency␣(s)": round(mean(latencies), 3),
"Avg␣Rate␣(words/s)": round(mean(rates), 3)

})

# ==== LATEX OUTPUT ====
print("\nLaTeX␣Table␣Output:\n")
print(r"\begin{table}[h!]")
print(r"\centering")
print(r"\begin{tabular}{|l|c|c|c|}")
print(r"\hline")
print(r"\textbf{Model}␣&␣\textbf{Trials}␣&␣

\textbf{Avg␣Latency␣(s)}␣&␣\textbf{Avg␣Rate␣
(words/s)}␣\\")

print(r"\hline")
for result in results:

print(f"{result[’Model’]}␣&␣{result[’Trials’]}␣&␣
{result[’Avg␣Latency␣(s)’]}␣&␣{result[’Avg␣
Rate␣(words/s)’]}␣\\\\")

print(r"\hline")
print(r"\end{tabular}")
print(r"\caption{Performance␣on␣text␣simplification␣

for␣an␣average␣adult}")
print(r"\label{tab:text_simplification_benchmark}")
print(r"\end{table}")
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Appendix B

Chat Assistant
Instruction & Function
Definition

Listing B.1: Base instruction for the natural language chat.
The instruction was derived following techniques from Sec-
tion 3.4.2, especially following provider guidelines, such as
using markup formats, clearly defined task goals and was
further optimized using the model (gpt-4o [OpenAI, 2024])
itself.
You are a system designed to help users create and

configure text transformation. For example, a
text transformation could be something that
changes the style, tone or complexity of the text.

A transformation consists of a name, description,
panel type, icon, activity status, and various
configuration options. Each transformation has
one of two panel types:

1. **Slider**: Used when the transformation has a
range of values, defined by minimum and maximum
limits, step increments, and a default value.
Keep the number of steps as reasonable as
possible and try to use dividers of 100 as step
size.

2. **Choice**: Used when the transformation has
predefined states or can simply be toggled
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on/off. In the latter case the transformation
only as the single option on.

The most important artefacts are the transformation
options as they describe with their
transformation_prompt-field the way how to
transform the text.

Your task is to gather all necessary information
through a conversation and dynamically decide the
appropriate panel type based on user input. Then,
you must construct the corresponding
transformation and options.

When designing the transformations:
- For **sliders**, the slider value is used to

determine the two closest options and their
transformation_prompts are used to transform the
text.

- For **choices**, the options and their
transformation prompts are directly used to
transform the text. If it’s␣a␣simple␣toggle,␣add␣
a␣single␣"On"␣option.

Once␣the␣information␣is␣collected,␣call␣the␣
‘create_transformation‘␣function␣with␣the␣
gathered␣data␣to␣create␣the␣transformation␣and␣
its␣options.

Listing B.2: Function Definition for the natural language
chat. The function defintion was derived following tech-
niques from Section 3.4.2, especially following provider
guidelines, such as using markup formats, clearly defined
task goals and was further optimized using the model (gpt-
4o [OpenAI, 2024]) itself.
{

"type":"function",
"function":{

"name":"create_transformation",
"description":"Create␣a␣transformation␣with␣its␣

configuration␣and␣options␣based␣on␣user␣
input.␣Each␣chat␣can␣only␣have␣one␣
transformation␣-␣feel␣free␣to␣call␣this␣
function␣again␣anytime␣to␣update␣its␣
configuration␣and␣options␣with␣new␣values.",

"strict":true,
"parameters":{
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"type":"object",
"properties":{

"name":{
"type":"string",
"description":"The␣name␣of␣the␣

transformation."
},
"panel_type":{

"type":"string",
"enum":[

"choice",
"slider"

],
"description":"The␣type␣of␣panel␣used␣

for␣the␣transformation:␣’choice’␣
for␣selections,␣’slider’␣for␣
adjustable␣ranges."

},
"options":{

"type":"array",
"description":"Options␣relevant␣for␣

both␣’choice’␣and␣’slider’␣panel␣
types.␣For␣sliders,␣these␣describe␣
the␣closest␣values␣and␣there␣must␣
be␣one␣option␣per␣step.",

"items":{
"type":"object",
"properties":{

"label":{
"type":"string",
"description":"Label␣for␣the␣

option.␣In␣case␣of␣’slider’␣
panel␣types,␣it␣should␣be␣
rather␣short."

},
"value":{

"type":"number",
"description":"Value␣associated␣

with␣the␣option.␣Must␣be␣a␣
number␣between␣min_value␣
and␣max_value␣(inclusive)␣
if␣panel_type␣is␣slider.␣-1␣
otherwise!"

},
"transformation_prompt":{

"type":"string",
"description":"This␣string␣is␣

used␣as␣an␣instruction␣for␣
the␣transformation.␣It␣
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should␣have␣the␣form␣’The␣
transformed␣text␣must...’"

},
"order":{

"type":"integer",
"description":"The␣order␣of␣the␣

option␣within␣the␣
transformation."

}
},
"required":[

"label",
"value",
"transformation_prompt",
"order"

],
"additionalProperties":false

}
},
"slider_config":{

"type":"object",
"description":"Configuration␣for␣

sliders,␣applicable␣only␣if␣
panel_type␣is␣’slider’.",

"properties":{
"min_value":{

"type":"number",
"description":"Minimum␣value␣of␣

the␣slider."
},
"max_value":{

"type":"number",
"description":"Maximum␣value␣of␣

the␣slider."
},
"step":{

"type":"number",
"description":"Increment␣step␣for␣

the␣slider."
},
"default_value":{

"type":"number",
"description":"Default␣value␣of␣

the␣slider."
}

},
"required":[

"min_value",
"max_value",
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"step",
"default_value"

],
"additionalProperties":false

}
},
"required":[

"name",
"panel_type",
"options",
"slider_config"

],
"additionalProperties":false

}
}

}
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Appendix C

Transformation
Instruction

Listing C.1: Transformation Instruction (System Message
Infix) – The instruction was derived following techniques
from Section 3.4.2, especially following provider guide-
lines, such as using markup formats, clearly defined task
goals and was further optimized using the larger model
gpt-4o [OpenAI, 2024] instead of the used model gpt-4o-
mini [OpenAI, 2024].
Objective: Transform the provided HTML-text strictly

according to the specified Transformation
Preferences.

Key Rules:
1. **Retain Exact HTML Structure**: Do not modify,

correct, or complete any HTML elements,
attributes, or structure, even if tags appear
mismatched, incomplete, or non-standard.

2. **Follow Preferences Exactly**: Implement the
transformations only as described in the
specified preferences. Do not infer or apply
additional changes outside of the preferences.

3. **Preserve Content Integrity**: Ensure all
non-transformed content remains untouched,
including whitespace and character encoding.

4. **Handle Ambiguities**: If a preference or the
HTML text is ambiguous, output a warning note
while preserving the HTML unchanged.
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5. **Output Format**: The output should consist
solely of the transformed HTML-text, without any
added explanations or notes.

---

### Input Format:
The input HTML contains sections wrapped in special

comments with the following structure:
<!-- MagicTextreaderPart id="X" status="A" -->
<content to transform>
<!-- // MagicTextreaderPart -->

---

### Task:
1. Transform only the parts where ‘status="orig"‘.
2. Skip parts marked with ‘status="trans"‘ and leave

them out of the output.
3. Return the modified HTML for transformed parts

only, in the same commented structure:
<!-- MagicTextreaderPart id="X" status="trans" -->
<transformed content>
<!-- // MagicTextreaderPart -->

---

#### Example Input:
<!-- MagicTextreaderPart id="1" status="orig" -->
<....>
<!-- // MagicTextreaderPart -->
<!-- MagicTextreaderPart id="2" status="trans" -->
<....>
<!-- // MagicTextreaderPart -->
<!-- MagicTextreaderPart id="3" status="orig" -->
<....>
<!-- // MagicTextreaderPart -->

---

### Example Output:
<!-- MagicTextreaderPart id="1" status="trans" -->
<....>
<!-- // MagicTextreaderPart -->
<!-- MagicTextreaderPart id="3" status="trans" -->
<....>
<!-- // MagicTextreaderPart -->



157

So do not include parts marked with ‘status="trans"‘
in the output.

---

### Transformation Preferences:
For parts of the HTML marked with ‘status="orig"‘,

apply the following transformations:
**Preserve HTML Structure**: Do not modify the HTML

tags or structure. Only change the textual
content within the tags.
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Appendix D

Pre-Interaction
Questionnaire

The following questionnaire was used to collect structured
data before participants interacted with the prototype. The
design (following [Müller et al., 2014]) aims to minimize
bias and avoid broad, leading, or double-barreled formu-
lations. When directly asking about preferences, the ques-
tionnaire uses Likert-scale items [Likert, 1932] to capture
graded responses.

Whenever "Other" was provided as a response option, an
additional text input field was included to allow partici-
pants to specify their answer.

D.1 Demographics

1. What is your highest level of education?
(single choice)

• Middle school

• High school

• Some college

• Bachelor’s

• Master’s

• Doctorate

• Diploma

• Other
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2. What is your primary daily activity?
(multiple choice)

• Student
• Employed full-time
• Employed part-time
• Self-employed
• Researcher/Academic

• Not currently em-
ployed

• Retired

• Other

3. Field/Area of study or work (optional):
(text)

4. Age range
(single choice)

• 18–24

• 25–34

• 35–44

• 45–54

• 55+

5. Gender
(single choice)

• Female

• Male

• Other

D.2 Reading Habits and Preferences

D.2.1 General Reading Behavior

1. What is your preferred format for reading?
(single choice)

• Digital (e.g., e-books, PDFs, online articles)
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• Analog (printed books)

• No preference

2. How often do you read non-fiction texts?
(single choice)

• Daily

• Several times per week

• Weekly

• Monthly

• Rarely

• Never

3. How many hours per week do you typically spend
reading?
(single choice)

• 0–5

• 6–10

• 11–20

• 20+

4. How long are your typical reading sessions?
(single choice)

• <30 minutes

• 30–60 minutes

• 1–2 hours

• 2+ hours

D.2.2 Language and Comprehension

1. What is your native language?
(text)

2. What languages do you regularly read in?
(text)
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D.3 Content and Subject Matter

1. What type of non-fiction do you usually read?
(multiple choice)

• None

• Article

• Non-fiction book

• Other

2. In which fields do you most frequently read non-
fiction?
(multiple choice)

• Academic research
• Professional devel-

opment
• Technical documen-

tation
• Science/Technology

• Business/Economics

• History/Politics

• Philosophy/Theory

• Self-improvement

• Other

3. What are your primary reasons for reading?
(multiple choice)

• Recommendations
• Required reading
• Personal interest
• Current events
• Career development

• Academic require-
ments

• Personal growth

• Other

Reading Comprehension Importance and Strategies

1. How important is reading comprehension in your
daily work/study?
(scale 1–5)

• 1 – Not important
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• 3 – Moderately important

• 5 – Very important

2. What aids help you best understand complex texts?
(multiple choice)

• Highlighting key
points

• Summarization
• Dictionary defini-

tions
• Simpler language

versions

• Translation to other
languages

• Visual aids/dia-
grams

• None of these

• Other

3. What is your preferred reading level for non-fiction
texts?
(single choice)

• Simple/Basic

• Intermediate

• Advanced/Technical

• Depends on the topic

Handling Complex Text

1. How do you typically handle text that is too com-
plex?
(multiple choice)

• Look up terms

• Re-read multiple
times

• Skip difficult sec-
tions

• Seek simpler ver-
sions

• Ask others for help

• Give up reading

• Other
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D.4 Technical Experience and Preferences

D.4.1 Tools and Formats

1. Rate your comfort level with digital reading tools.
(scale 1–5)

• 1 – Very uncomfortable
• 3 – Neutral
• 5 – Very comfortable

2. Which digital reading tools have you used before?
(multiple choice)

• Kindle
• PDF readers
• Apple Books
• Google Play Books
• Calibre
• Academic paper readers
• Other

3. What file formats do you commonly read?
(multiple choice)

• PDF
• EPUB
• HTML
• Word
• Plain text
• Other

D.4.2 Features and Preferences

1. What features do you value most in digital reading
tools?
(multiple choice)
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• Search functionality

• Highlighting

• Note-taking

• Customizable dis-
play

• Dictionary integra-
tion

• Cross-device sync

• Sharing capabilities

• Other

D.4.3 Device and Display

1. What devices do you use for reading?
(multiple choice)

• Smartphone

• Tablet

• Laptop

• Desktop

• E-reader

• Other

2. What screen size do you prefer for reading?
(single choice)

• Small (phone)

• Medium (tablet)

• Large (laptop/desktop)

3. Do you usually read on dark or light mode?
(single choice)

• Light

• Dark

• System default

• Varies

4. Preferred font size range?
(single choice)

• Small
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• Medium

• Large

• Extra large

D.5 Accessibility Requirements

1. Do you have any visual or reading-related condi-
tions?
(multiple choice)

• Dyslexia

• Visual impairment

• Color blindness

• ADHS

• Other

• None
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Appendix E

Post-Interaction
Questionnaire

The following questionnaire was used to collect structured
data after participants interacted with the prototype. The
design (following [Müller et al., 2014]) aims to minimize
bias and avoid broad, leading, or double-barreled formu-
lations and the System Usability Scale [Brooke et al., 1996]
is included for comparability. When directly asking about
preferences, the questionnaire uses Likert-scale items [Lik-
ert, 1932] to capture graded responses.

Whenever "Other" was provided as a response option, an
additional text input field was included to allow partici-
pants to specify their answer.

E.1 Reading Impact (RQ1)

1. Reading with transformations made me read:
(scale: 1–5)

• 1 = Much slower

• 3 = No difference

• 5 = Much faster
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2. Using transformations made understanding the text:
(scale: 1–5)

• 1 = Much harder

• 3 = No difference

• 5 = Much easier

3. With transformations, finding key information was:
(scale: 1–5)

• 1 = Much harder

• 3 = No difference

• 5 = Much easier

4. With transformations, long passages felt:
(scale: 1–5)

• 1 = More overwhelming

• 3 = No difference

• 5 = More manageable

5. The transformations affected my reading flow:
(scale: 1–5)

• 1 = Very disruptively

• 3 = No effect

• 5 = Very smoothly

6. Which aspects of the text became more accessible?
(multiple choice)

• Technical terms
• Complex sentences
• Text structure
• Main arguments

• Supporting details

• Nothing became
more accessible

• Other

7. The transformations helped me most with:
(multiple choice)
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• Understanding
complex terms

• Following argu-
ments

• Maintaining focus

• Processing dense in-
formation

• Connecting ideas

• No noticeable help

• Other

8. Using the transformations made me feel:
(multiple choice)

• More confident
• Less overwhelmed
• More engaged
• More confused

• More frustrated

• No different than
usual

• Other

E.2 Design and Usability (RQ2)

1. Finding the right transformation was:
(scale: 1–5)

• 1 = Very difficult

• 3 = Neutral

• 5 = Very easy

2. Finding available transformations was:
(scale: 1–5)

• 1 = Very difficult

• 3 = Neutral

• 5 = Very easy

3. The transformation controls (on/off, choice, slider)
were appropriate for their purpose:
(scale: 1–5)

• 1 = Strongly disagree

• 5 = Strongly agree
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4. The menu bar layout was effective for accessing
transformations:
(scale: 1–5)

• 1 = Strongly disagree

• 5 = Strongly agree

5. I would prefer transformations to be organized as:
(single choice)

• A toolbar at the top

• A sidebar

• Floating bubbles near text

• A collapsible panel

• No preference

• Other

6. When a transformation changed the text, this change
was:
(scale: 1–5)

• 1 = Very hard to notice

• 3 = Neutral

• 5 = Very clear to see

7. Getting comfortable with the transformations took:
(scale: 1–5)

• 1 = Very long

• 3 = Moderate time

• 5 = Very quick

8. When multiple transformations were active, using
the tool was:
(scale: 1–5)

• 1 = Very confusing

• 3 = Neutral
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• 5 = Very clear

9. The transformation effects were:
(scale: 1–5)

• 1 = Very unpredictable

• 3 = Somewhat predictable

• 5 = Very predictable

10. The transformation that felt most natural to use was:
(single choice)

• On/Off transformations

• Choice transformations

• Slider transformations

• None felt natural

11. Rate your satisfaction with Toggle (On/Off) transfor-
mations:
(scale: 1–5)

• 1 = Very unsatisfied

• 3 = Neutral

• 5 = Very satisfied

12. Rate your satisfaction with Choice transformations:
(scale: 1–5)

• 1 = Very unsatisfied

• 3 = Neutral

• 5 = Very satisfied

13. Rate your satisfaction with Slider transformations:
(scale: 1–5)

• 1 = Very unsatisfied

• 3 = Neutral

• 5 = Very satisfied
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14. Creating custom transformations through chat was:
(scale: 1–5)

• 1 = Very confusing

• 3 = Neutral

• 5 = Very intuitive

E.3 Technical Performance

1. Did you experience any technical issues?
(multiple choice)

• Slow responses

• Transformation er-
rors

• Interface glitches

• Loading problems

• Other

2. Transformations applied quickly when enabled:
(scale: 1–5)

• 1 = Strongly disagree

• 5 = Strongly agree

3. Multiple transformations performed smoothly:
(scale: 1–5)

• 1 = Strongly disagree

• 5 = Strongly agree

E.4 Future Usage and Improvements
(RQ3)

1. For what types of content would you most likely use
this tool?
(multiple choice)
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• Scientific and tech-
nical books

• Textbooks and
learning materials

• Non-fiction and
guidebooks

• Fiction (narrative lit-
erature)

• Books in foreign lan-
guages (to improve
comprehension)

• Other

2. What aspects were most difficult to learn?
(multiple choice)

• Finding appropriate
transformations

• Understanding set-
tings

• Creating custom
transformations

• Managing multiple
transformations

• Other

3. What additional transformation types would be use-
ful?
(text)

4. Would you use this tool for future reading?
(scale: 1–5)

• 1 = Definitely not
• 3 = Maybe
• 5 = Definitely yes

5. How does this compare to other reading tools you’ve
used?
(scale: 1–5)

• 1 = Much worse
• 3 = About the same
• 5 = Much better

E.5 System Usability Scale

1. I think that I would like to use this system frequently



174 E Post-Interaction Questionnaire

2. I found the system unnecessarily complex

3. I thought the system was easy to use

4. I think that I would need the support of a technical
person to be able to use this system

5. I found the various functions in this system were
well integrated

6. I thought there was too much inconsistency in this
system

7. I would imagine that most people would learn to use
this system very quickly

8. I found the system very cumbersome to use

9. I felt very confident using the system

10. I needed to learn a lot of things before I could get
going with this system
(all items: scale 1–5)

• 1 = Strongly disagree

• 5 = Strongly agree
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Appendix F

Detailed Instructions for
Transformation Options

The instructions for the different transformation options
were developed to complete the infix of the transformation
instruction provided in Appendix C and align with prompt
engineering techniques from Section 3.4.2, especially fol-
lowing provider guidelines, such as using markup formats,
clearly defined task goals and was further optimized using
the larger model gpt-4o [OpenAI, 2024] instead of the used
model gpt-4o-mini [OpenAI, 2024].

Complexity (slider):

• Basic – The transformed text must be simple and
easy to understand for a young teenager (around
12–14 years old), using short sentences, common
words, and avoiding technical terms.

• Intermediate – The transformed text must be
clear and accessible to an average adult with-
out specialized knowledge, using straightfor-
ward sentences and avoiding overly technical
language.

• Advanced – The transformed text must be pre-
cise and articulate, suitable for an educated au-
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dience, with varied sentence structures and ap-
propriate use of technical terms.

• Scholarly – The transformed text must be so-
phisticated and nuanced, suitable for academic
or professional contexts, with complex sentence
structures and advanced vocabulary.

Tone (choice):

• Formal – The transformed text must use a pro-
fessional and polished tone, adhering to formal
language conventions, with precise vocabulary
and a respectful, neutral demeanor.

• Conversational – The transformed text must use
a friendly and approachable tone, mimicking
natural spoken language with informal expres-
sions and a personal touch.

• Persuasive – The transformed text must use a
compelling and assertive tone, designed to con-
vince the audience through logical reasoning,
emotional appeals, and motivational language.

• Humorous – The transformed text must use a
lighthearted and entertaining tone, incorporat-
ing humor, wit, and playful language to engage
the audience.

Style (choice):

• Publistic – The transformed text must adopt
a vibrant and engaging style, similar to that
of opinion pieces or journalistic articles, using
rhetorical devices and expressive language to
captivate the reader.

• Neutral – The transformed text must maintain
a balanced and impartial style, using objective
language that conveys information clearly and
without bias.

• Scientific – The transformed text must adopt a
precise and formal style, suitable for academic
or technical writing, with clear logic, evidence-
based statements, and domain-specific terminol-
ogy.
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More Personal (slider):

• Neutral – The transformed text must remain for-
mal and impersonal.

• Slightly – The transformed text must include
slight elements of personal touch.

• Moderately – The transformed text must be
moderately personal, blending professional and
personal tone.

• Very – The transformed text must be predom-
inantly personal, with strong personal engage-
ment.

• Extremely – The transformed text must be thor-
oughly personal, almost resembling a friendly
conversation.

Text to Emoji (toggle):

• On – The transformed text must include many
context-relevant emojis to enhance meaning.
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Appendix G

Consent Form
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Figure G.1: Study Consent Form
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