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Abstract. Various regulations including the GDPR empower users with
the right to request a copy of their personal data processed by data hold-
ers. This right of access can serve as the foundation of exercising other
data subject rights, including erasure, rectification, and objection of the
processed data. Like other regulations, the GDPR does not prescribe
any specific procedure data holders need to implement to handle data
subject access requests but requires them not to erect any material or
formal hurdles in the assertions of their rights. In this paper, we focus on
popular online service providers as data holders and investigate in which
form they allow users to make data access requests directly on their web-
sites and whether they use any strategies to impede such requests. Our
systematical analysis of the process of submitting access requests on 166
account-based websites from the top 500 entries of the Tranco list reveals
238 instances of dark patterns impeding the submission of data subject
access requests on 113 (68%) of the examined websites.

Keywords: right of access · dark patterns · usable privacy

1 Introduction

Data protection regulations around the world currently govern the collection
and processing of personal data, including the California Consumer Protection
Act (CCPA) [14] or the General Data Protection Regulation (GDPR) [20]. These
regulations aim to enhance data transparency and empower users with rights to
control the use of their personal data. These rights include the right to access, the
right to erase, and the right to rectify personal data. While each of these rights is
granted independently, exercising the right of access may often be the initial step
to exercise the other rights. Like other regulations, the GDPR does not require
data holders to follow any specific technical procedure to grant these rights, but
rather only generally Article 12 para. 2 GDPR requires them to facilitate the
exercise of data subject rights without material or formal hurdles.
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Previous studies have emphasized the importance of the right of access [47,
48, 43], yet challenges persist in its implementation. Studies involved users re-
questing data from controllers [46, 2, 10, 57, 58], researchers initiating access
requests [60, 54, 66, 11, 39, 65, 59], and examinations of the usability of re-
turned data [70, 68]. These studies consistently highlight issues with data sub-
ject access request (DSAR) submissions and controller compliance. Notably,
Pöhn et al. [59] described dark patterns hindering DSARs with 27 data con-
trollers. Such dark patterns – deceptive design choices tricking users into behav-
ing differently than originally intended – have been documented across various
domains [23, 5, 18, 16, 24], such as in shopping platforms [50], social networking
sites [52], games [72], and mobile platforms [26, 32], among others. Particularly
concerning privacy and transparency, dark patterns have been observed exten-
sively [8, 29, 34, 40, 36]. Consent banners stand out as a popular domain for
dark pattern usage [45, 67, 55, 64, 38, 7, 28], prompting researchers to automate
checks and countermeasures for consent banner-related dark patterns [4, 27, 35].

Existing research has not focused on a particular way to submit a DSAR.
Nonetheless, online service providers have to inform users about their data sub-
ject rights. However, there is no detailed analysis of whether service providers
leverage the control they have over their own websites to hinder the submission
of DSARs directly on their websites. To address this, we concentrate on online
service providers and on how they allow users to submit DSARs on their web-
sites. Specifically, we explore whether popular online service providers utilize
dark patterns that hinder DSARs on the website itself.

This study contributes to the examination of dark patterns in transparency
by expanding upon the descriptive data of Pöhn et al. [59] through a larger-
scale study. Additionally, we utilize the EDPB taxonomy [19] to categorize our
findings, facilitating the mapping of identified dark patterns to GDPR articles
potentially breached. Overall, we explore the following research questions:

1. Do popular online service providers employ dark patterns that hinder the
submission of DSARs on their websites?

2. What mechanisms are available for users to submit a DSAR on these web-
sites?

3. Which types of dark patterns, based on the EDPB taxonomy, are most com-
mon on popular websites?

To answer these questions, we systematically analyzed the process of finding a
method to submit a DSAR directly on 166 account-based websites from the top
500 entries of the Tranco list [42]. Our analysis reveals 238 instances of dark
patterns on popular websites. We provide a fully labeled dataset with descrip-
tions, categorizations into the EDPB taxonomy, and screencasts of our request
analysis for each website3 to enhance transparency of our research and facilitate

3 For review, we provide only a few representative examples at https://osf.io/4jvhx/
?view_only=ab6b8e27e7c34fdb86b7fb47feb89101 of such screencasts since many of
the screencasts contain pieces of information that could deanonymize us at least
partly.

https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101
https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101
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further research in this area. Note that we deliberately decided not to answer
request confirmation e-mails in order to keep manual work for website operators
low.

2 Background and Related Work

In this section, we discuss regulations governing personal data usage, with the
GDPR being the central legislation for us as we conduct the study from within
the EU. We detail work investigating the right of access. Furthermore, we in-
troduce our working notion of dark patterns, outline relevant works about dark
patterns, and discuss pertinent taxonomies.

2.1 The Right of Access

The right of access was included in data protection regulations around the world
as early as the 1960s [12] and became a cornerstone of data protection law, which
it has retained to this day [48]. The right of access was also established for the
member states of the EU in Article 15 of the GDPR. The GDPR initially only
referred to the EU but was adopted for the EEA [15]. The GDPR is often seen as
a substantial influence for other data protection laws around the world, e.g., in
the US, Brazil, Japan, and Switzerland, which also provide a right of access [31,
25]. Although the GDPR is a regional data protection law and does not apply
worldwide, its scope of application is enormous [47]. The GDPR regulates the
territorial scope of application itself in Article 3. Accordingly, the GDPR applies
to data processing activities within the EU and includes data subjects located
in the Union, even if processing occurs outside the Union (Article 3 para. 1
GDPR) and even data processing by controllers not established in the EU is
covered by the GDPR under certain conditions (Article 3 para. 2 GDPR). The
right of access granted by Article 15 provides data subjects an insight into
whether and how their data is being processed. The reasoning for this is that
fair and transparent processing is only possible if the data subject can obtain
information about the existence of processing operations, their purposes, and
various other intentions and legal consequences associated with the processing
(Recital 60 ). Other data subject rights can be aggravated if the data subject does
not know what data the controller is processing. In addition, the controller shall
also provide a copy of the personal data undergoing processing in accordance
with Article 15 para. 3 of the GDPR.

Data Subject Access Requests This right must be asserted by submitting a
corresponding request to the controller. However, Article 15 of the GDPR does
not describe how the right to information should be asserted. The request can,
therefore, be made without any formal requirements. The process of making
a request is at most specified by Article 12 para. 2 GDPR, which stipulates
that the controller must facilitate the exercise of the data subject’s rights in
accordance with Article 15. Additionally, Recital 59 states that mechanisms
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should be established to ensure data subjects can request and obtain access
to personal data free of charge. These legal requirements are not particularly
specific, as the GDPR deliberately aims to be technology-neutral. In any case,
no material or formal hurdles may be erected in the assertion of data subjects’
rights. A violation is therefore assumed if access to the information is made
considerably more difficult without objective reasons, or if the information can
only be obtained by accepting a media breach.

Studies on the Right of Access In practice, the process of submitting DSARs
seems to be hampered. One problem constitutes user verification, which should
ensure that a user is authorized to the collected data. There are works [13, 49, 56,
11, 17] showing one can abuse the right of access to learn personal information of
others. Lauradoux [41] shows that this is facilitated for a governmental adversary
having more access to a citizen’s information being able to forge documents.
In [63, 6], data controllers’ perspectives are explored, and recommendations for
authorization of data subjects are examined. However, these recommendations
can lead to doubtful authentication mechanisms [6].

On the other hand, multiple works show that the implemented processes to
submit a DSAR lack usability. Despite the right of access forming the basis for
subsequent data subject rights, it has been shown that it falls short of expec-
tations [43]. This is evidenced by empirical studies investigating the process of
submitting data subject requests by researchers themselves [54, 60, 66, 65], with
the help of volunteers [46, 2, 57, 10], or with the help of students [3]. They show
that not only the returned data is often impractical and non-structured for users
struggling to make sense of the data [68, 70] but also the path to submit a re-
quest seems to be non-ideal [58], clustered with obstacles and data controllers
that do not respond adequately [59, 66, 39, 10]. In [69], Waldman raises the
assumption that these inconveniences may be intentional and things like privacy
dashboards or consent choices are merely symbolic and should primarily main-
tain the appearance that the industry cares about privacy. Likewise, we suspect
these hindrances are not always being placed unintentionally. Rather, we pre-
sume that some online services try to implement dark patterns hindering users
from accessing their data, where these online services have control, i.e., on their
websites. We still remark that it is often not possible to reach a reliable decision
of whether a pattern was actually implemented to hinder users, was a sincere
programming error, or serves another purpose justifying such obstructions.

Nonetheless, Pöhn et al. [59] describe occurrences of dark patterns they found
in their exploration of DSAR submissions. Our work adds to their descriptions of
found dark patterns by specifically looking into dark patterns hindering a request
submission on the websites of popular services on a larger data set. Furthermore,
we categorize our findings into a pertinent taxonomy, providing references to
the GDPR articles the found dark patterns might breach. We confirm some
of the patterns described by Pöhn et al., e.g., making it impossible to access
GDPR requests [59] often translates to the dark pattern Dead End of the EDPB
taxonomy [19] that we found multiple times. Before we describe the methodology
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used to carry out this larger-scale study, we introduce dark patterns and where
they can be found in the context of transparency.

2.2 Dark Patterns

Dark patterns4 are malicious user interface design strategies that influence the
decision-making of users in favor of an online service [50, 23]. The term dark pat-
tern was coined by Harry Brignull in 2010, who created a website5 showcasing
actively used dark patterns. Deceptive designs have been shown in various con-
texts on the web [18, 16, 26, 32, 36]. In addition to research papers, governmental
reports and guidelines on dark patterns exist. In their report6, the Norwegian
Consumer Council explains how companies use dark patterns to nudge people
into choosing privacy-intrusive user settings. Additionally, an extensive report by
the EU [18] analyzed dark patterns and stressed their prevalence on websites and
in apps. This ubiquity of manipulative designs led to diverse countermeasures,
including user awareness [5, 16, 53], automatic detection [50, 64, 30, 4, 35], and
visual countermeasures [62]. Bongard-Blanchy et al. [5] categorized countermea-
sures by splitting them into four regions of action (educational, design, technical,
and regulatory) and four intervention scopes (awareness, detection, resisting, and
elimination). However, as technical countermeasures are an arms race between
developers and service providers, researchers and experts still underline the need
for stronger regulations [33, 61, 71].

Legislation on Dark Pattern Usage One response to such calls is the Digital
Services Act (DSA) [21]. It explicitly includes a ban on dark patterns. Article 25
of the DSA prohibits arrangements whereby users are deceived in their decision-
making. Although the DSA already came into force in November 2022, most of
the provisions, including Article 25, only apply from February 2024 (Article 93 ).
We conducted the study before February 2024, and hence service providers did
not have to comply with these provisions yet. Thus, we cannot say how this new
regulation affects them in practice. However, there are other works also concerned
with the legality of dark patterns. The website of Harry Brignull provides an
overview of passed laws concerned with dark patterns and manipulative designs.
Additionally, Luguri and Strahilevitz [44] argue that some dark patterns can be
considered unlawful.

Dark Patterns Undermining Transparency There are works (e.g. [45, 64,
38, 37, 7]) that provide evidence supporting the claim about the industry’s un-
willingness by looking at the design of consent choice banners. Krisam et al. [38]
reviewed consent choice banners on Germany’s top 500 visited websites and

4 Sometimes also referred to as deceptive patterns or deceptive designs.
5 https://www.deceptive.design/ (accessed 31.01.2024)
6 https://storage02.forbrukerradet.no/media/2018/06/2018-06-27-deceived-by-

design-final.pdf (accessed: 20.01.2024)

https://www.deceptive.design/
https://storage02.forbrukerradet.no/media/2018/06/2018-06-27-deceived-by-design-final.pdf
https://storage02.forbrukerradet.no/media/2018/06/2018-06-27-deceived-by-design-final.pdf
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found that 85% used visual nudges to make people accept cookies. Nouwens et
al. [55] scraped consent pop-ups on 680 websites in the UK and found that only
12% met basic requirements regarding European law. The authors additionally
confirmed the influence of the designs of commonly used consent choice ban-
ners in a user study with 40 participants. This agrees with Habib et al. [28],
who investigated cookie consent forms in an online user study and derived de-
sign implications regarding usability. Further research includes the automatic
detection of dark patterns in consent notices [35, 27] and user behavior dealing
with dark patterns in cookie banners [67, 5]. Apart from consent choice banners,
dark patterns were also found in other parts of websites, such as account man-
agement [34], pages concerned with opting-out of advertisement options [29], or
pages dealing with legitimate interest [40] which might give online services a
ground to process personal data. Bösch et al. [8] created a general framework of
privacy dark patterns and showed how they follow common templates.

Dark Pattern Taxonomies As an ever-growing number of dark patterns is
identified, several taxonomies [51] try to provide an overview of the situation by
grouping dark patterns by their characteristics. These taxonomies focus on, in-
ter alia, games [72], shopping [50], social network services [52], attention-capture
dark patterns [53], and privacy [8]. One well-established taxonomy is given by
Gray et al. [23] and was extended and adapted to the context of shopping by
Mathur et al. [50]. Additionally, researchers collected definitions and types of
dark patterns from existing taxonomies and included further research and gov-
ernmental reports [51, 44], leading to more general taxonomies. A recent work
by Gray et al. [24] combined this knowledge and clustered dark patterns into
high-level, meso-level, and low-level.

While the taxonomies and reports above help to understand the range of dark
patterns in various contexts, they are less helpful for scenarios closely related
to the right of access. Here, the taxonomy of the EDPB [19] is applicable when
investigating account-based websites that are subject to rules of the GDPR. The
taxonomy maps manipulative website parts to concrete dark patterns sorted into
six categories Overloading, Skipping, Stirring, Obstructing, Fickle, and Left in the
Dark. Each category contains 2–4 dark patterns, totaling 16 dark patterns. A
detailed description follows in Section 3.4. Compared to [8], it offers a more nu-
anced differentiation between individual dark patterns regarding the GDPR and
is well received within the dark pattern community [9, 1]. Overall, the taxonomy
by the EDPB is suitable for our study due to its proximity to the GDPR.

Summarizing, dark patterns seem to be popular in the online space to subvert
user’s choices. A body of work has documented the real-world use of deceptive
designs, ranging from shopping to transparency and privacy. In the realm of
privacy and transparency, the prevalence of dark patterns, especially in consent
choice banners, has been well-researched. We add to this by investigating the
process of submitting a DSAR on popular websites for dark patterns. While
Pöhn et al. [59] also described the dark patterns they encountered while investi-
gating DSAR submissions, we complement this data with a larger scale analysis
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and a categorization of dark patterns into a fitting taxonomy providing references
to the GDPR articles that might be breached.

3 Methodology

Following, we outline the methodology for examining the prevalence of dark
patterns that can hinder a user’s ability to request a copy of their personal data
directly on a visited popular website taken from the first 500 entries of the Tranco
list [42]. We first describe the process of creating our dataset of popular websites
and the exclusion criteria used. Then, we detail our systematic process for the
analysis on each website. Subsequently, we explain how we conducted qualitative
analysis of dark patterns based on screencasts of these request attempts.

3.1 Website Corpus

The most clear ways to argue that a controller has to adhere to the GDPR are
as follows. Either the establishment of the controller itself is located in the EU
(Article 3 I GDPR) or the service is offered to users in the EU (Article 3 para. 2
lit. a) GDPR). This constitutes one of the reasons why we exclude any website
without native English interface (mostly excluding websites with main user base
in Asia or Russia) or is non-reachable since we try to access the websites from
a country within the EU. Furthermore, consider that the GDPR also applies if
citizens from the EU are tracked on the online service according to Article 3
para. 2 lit. b). As we consider only the top 500 entries of the Tranco list - hence
highly popular online services - we argue that it is highly probable that the
service offered is directed to EU citizens (too), as long as they also have a native
English interface. While this does not always imply that a website has to adhere
to the GDPR, the impact of the GPDR on regulations in other regions of the
world analyzed in [47] supports the assumption that these websites fall under
similar regulations. Hence, we do not include additional checks that websites
must adhere to a fitting regional data policy.

Furthermore, we excluded websites requiring a verified phone number to reg-
ister to protect the researchers’ privacy7. For other personal information, such as
addresses, we use fictitious data. Websites without a way of creating an account
were also excluded. Those were usually governmental or educational websites.
Lastly, we excluded websites using an account basis already present in the set
of included websites. Those were usually services provided by bigger companies
such as Google or Microsoft. Concluding, we excluded websites meeting any of
the following criteria:

– The website was not reachable.
– The website lacked a native English user interface.
– No method for creating an account was found.

7 As this was only the case for five websites, we did not obtain an anonymous phone
number to create an account for each of the three researchers.
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– A verified phone number was required for account creation.
– The website obviously utilized the account basis of another service already

included in our list.

We started with an initial list of the 500 most visited websites according to
the Tranco list8 [42] generated on 18.07.2023. Three researchers independently
accessed each website from the same country within the EU and following the ex-
clusion criteria resulted in 166 websites to be considered. The complete list of 500
websites, including the exclusion reasons, can be found in the OSF repository9.
The distribution of the 166 websites according to the “Website Categorization
API” of WhoisXMLAPI10 is shown in Figure 1. Most websites belong to the
category “Computer and Internet Info” (35), closely followed by “Business and
Economy” (26) and “News and Media” (19). Despite this skew at the top, we
have 33 different categories in our dataset, providing some diversity.
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Fig. 1: Distribution of included websites per category. In total, there are 33 dif-
ferent website categories present in the dataset.

3.2 Request Procedure

For each website, we analyzed the path to pose a DSAR within the desktop
version of the website. Each of the three researchers created a new account with
8 https://tranco-list.eu/list/W9Z49 (accessed: 18.07.2023)
9 https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101

10 https://whois.whoisxmlapi.com/ (accessed: 13.02.2024)

https://tranco-list.eu/list/W9Z49
https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101
https://whois.whoisxmlapi.com/
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an e-mail address created only for this study and fictitious data (names, ad-
dresses,. . . ). Each researcher carried out the request as far as possible on the
website to not miss any interaction on the website itself. However, we did not
respond to confirmation e-mails to avoid creating unnecessary work for data pro-
tection officers of the respective companies. By this, the amount of work created
by our study is negligible, since most websites that do not automate the DSAR
response require at least confirmation through the registered e-mail address be-
fore responding. In the case of direct download buttons, or request buttons (ex-
planations for the request mechanisms encountered are given in Section 3.3), we
clicked the respective button as we otherwise could never be sure whether there
is additional action needed on the website and thus potentially miss additional
hurdles. Note that these also often require confirmation via e-mail or lead to
automated responses.

The accounts used did not generate a lot of data through usage of the service
since they were often created minutes ago. However, we do not want to investi-
gate the returned data but rather only the existence of dark patterns until the
DSAR submission. Hence, our analysis is not hindered by this. For account cre-
ation and request analysis, each researcher accessed the website from the same
country within the EU again. All researchers independently performed their re-
quest analysis. Data collection took place from July 2023 to August 2023. To
achieve comparability between researchers for the later discussion, a search pro-
tocol was created and followed to navigate each website. While we suspect many
users would first use a search engine to find out how they can request their data,
we investigate the online infrastructure of the services themselves. Hence, we do
not start with arbitrary vantage points on which a user could land after using a
search engine, but rather with the page of an online service one gets redirected
to after connecting to the given domain in our dataset, often called “index page”.
We do this to ensure we find dark patterns regardless of the vantage point a
user would land on, but do not claim a user would necessarily encounter every
single dark pattern we found. To achieve such a search protocol, two researchers
discussed how they imagined a user searching for the option to request their data
on the website. Then, both researchers picked ten random websites from the list
and tried to find a way to pose a DSAR through the website using the initially
discussed search protocol. The protocol was re-evaluated and updated accord-
ingly. The final protocol can be seen in Figure 2. It consists of the following
steps:

1. Log into the website and check whether an account dropdown menu exists. If
so, match the entries to the predefined set of keywords from top to bottom.
If we find a matching entry, click on it and repeat the search there. Once
we cannot find any matching keywords anymore, or if it is obvious that we
cannot find anything helpful here, stop the search.

2. If a settings menu entry exists, click on it and start the keyword search again.
3. If a dedicated profile settings menu entry exists, click on it and start the

keyword search again.
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4. If we did not find anything helpful until now, we click through all settings
menu entries in a breadth-first search manner, i.e. we skim through each of
them to look for related controls placed in unexpected menu points.

5. As a last resort, we check the website’s footer and match for keywords again.

On each screen, we shortly check whether there is an obvious path to pose a
DSAR.

4.2

3.2

2.2

1. LoginStart on Index page*,†

Notes

*: On each page load, we skim the page for obvious ways to carry out an access request. If there is an obvious way, it preceedes
any other step.
†: If it is necessary to fill out a form, we fill it as far as possible.
‡: When we match for keywords, we do it always in a depth-first and top-to-bottom manner.

§: Keywords: access request, download request, data rights, personal data, privacy rights, GDPR, exercise your rights, privacy,
security, compliance

 S1. Match menu
entries to keywords§

 S2. Click on
matching entry

Match?
 Account 

dropdown menu
exists?

Y2. Click on settings N

Keyword
Search‡

3. Click on profile
settings

S3. Break keyword
search and increase

step counter by 1

Y

N

2.1

5. check footer

 Profile settings
exist?

Y

N

3.1

4.1

6. Abort

5.1

5.2

 4. BFS through settings
(and profile settings)

Fig. 2: The final protocol we used to guide the search for ways to pose a DSAR.

After finalizing the search protocol, we used it as guidance for all subse-
quent request attempts. However, note that it is not feasible to always exactly
adhere to this protocol for a corpus of 166 websites because of differences in
the interfaces of the websites and derivations introduced by people navigating
the web in slightly different ways. This protocol is intended to allow for gen-
eral comparability between the attempts of the three researchers for the later
analysis we describe in Section 3.5. Additionally, we made screencasts of each
request attempt per researcher, which we used in the discussion to enrich the
researcher’s notes and allow us to make our research more transparent. We will
make the screencasts available at the OSF repository11. In the review phase, we
place only some examples in the repository since many of the screencasts would
deanonymize us at least partly (e.g., leak affiliation names or IP addresses).

11 https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101

https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101
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3.3 Codebook

In the following, we explain the codebook we used to analyze and categorize
the request mechanisms and the dark patterns. Because of slight derivations in
website usage, different researchers could find different mechanisms. For each
website, we thus classified the final results of the request into the following
mechanisms:

– Simple Form: any form that can be submitted by just using click events
– Form: any form that needs more input than just click events to submit it

successfully
– E-Mail: stating an e-mail address to which one is supposed to write to make

a request
– Request Button: button to start a data access request without further

input
– Download Button: button to instantly download your data
– Form Requiring Personal Data: forms that require data that we did not

want to disclose (e.g., a verified telephone number)
– No Information Found: no information how to pose a request was found
– Impossible To Complete: it was not possible to go on with the information

provided
– Not Checked: the website was not checked

3.4 Dark Patterns

As we are not only interested in the DSAR submission mechanisms that users
are provided on these popular websites, but specifically in the dark patterns
implemented, we touch upon the categories of the EDPB taxonomy [19] in the
following and introduce the types of dark patterns present in each category.
Concrete examples are included in Section 4.4.

Overloading: Dark patterns within this category confuse users by providing Too
Many Options regarding privacy choices, creating a Privacy Maze where users
are led in circles, or using Continuous Prompting to make users enter more
personal data than they initially intended.

Skipping: Dark patterns that use skipping try to distract users by using pointers
to different page elements (Look Over There), making them overlook privacy
choices by defaulting to unwanted options (Deceptive Snugness).

Stirring: Stirring is used for Emotional Steering where visual information or
text influences users’ emotions. This includes making buttons look deactivated
or mentioning that posing a privacy request might lead to additional costs for
the user. Additionally, stirring can be accomplished by placing information or
controls Hidden in Plain Sight. For example, by burying an unstyled contact
e-mail address in a large paragraph of text.
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Obstructing: These patterns are rather aggressive as they actively hinder users
in their process to exercise their rights by making the required steps or the path
Longer Than Necessary, or by using Misleading Actions where a discrepancy
of available information and performable actions confuse users. For example,
a site states that users can exercise their rights by clicking on a given link,
which takes them to a privacy article without any options to submit a request
as promised. A Dead End can prevent users from continuing with their request.
This includes misfunctioning buttons and websites where participants get stuck
without further information on how to continue.

Fickle: Dark Patterns within this category affect the structural integrity of the
website itself, through Lacking Hierarchy or having an Inconsistent Interface,
also including Language Discontinuity where parts of a site suddenly switch the
language without identifiable reasons. Additionally, Decontextualising works by
hiding controls in unrelated sections or tabs and is also used to make users
overlook actionable steps.

Left In The Dark: As the name suggests, dark patterns in this category confuse
users by providing Ambiguous Wording or Information or Conflicting Informa-
tion, where two pieces of information contradict each other. Through this, users
usually do not know how to continue or whether they are following a sensible
path to submit a request.

3.5 Analyzing Request Attempts

To analyze the runs for each website per researcher, we followed a qualitative
analysis approach [22]. Starting with an open coding approach, each researcher
independently noted the timestamps of the screencasts where they felt they saw
a deceptive behavior by the website and added a comment describing the manip-
ulation. Afterward, all three researchers sat together to coalesce the independent
analyses into a final codebook. For each website and noted possible manipula-
tion, it was discussed whether it

1. actually constitutes a dark pattern according to our notion,
2. in which category of the codebook it belongs,
3. and which specific type of dark pattern it is.

The discussion continued until consensus. If necessary, the respective screencast
was reviewed together again. In the independent coding phase, the taxonomy’s
exact dark pattern was not yet stipulated. Rather, notes were created as basis
for the discussion. The discussion was held over multiple meetings in September
2023. In the end, we reached a fully coded table12 of dark patterns per website,
together with a timestamp where one can see the encountered dark patterns in
the recordings, a description for each dark pattern, and a categorization as dis-
cussed by the three researchers. We further discuss our findings in the following
chapter based on this codebook.
12 https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101

https://osf.io/4jvhx/?view_only=ab6b8e27e7c34fdb86b7fb47feb89101
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4 Results

Following, we present our results by showing the general prevalence of dark
patterns across the investigated websites (RQ1). Subsequently, we present the
time spans required to finish all actions on a website for a DSAR to check
the impact of dark patterns on request difficulty. Following, we focus on the
request mechanisms identified (RQ2). Finally, we outline the distribution of dark
patterns (RQ3) based on the EDPB taxonomy.

4.1 Dark Patterns per Website

Of the 166 examined websites, 113 (68%) contained at least one dark pattern,
totaling 238 instances. On average, a website contained 1.43 dark patterns with
a standard deviation of 1.59. Figure 3 illustrates the number of websites against
the number of dark patterns found on a website. We can observe a trend, with
many websites having a few patterns, gradually decreasing to a few extreme
cases. Approximately one-third (32%) of the examined websites showed no dark
patterns.

Fig. 3: Dark pattern usage from all websites within our study. Overall, we found
that about 68% of all investigated websites utilize at least one dark pattern.

4.2 Timing Measurements

Figure 4 depicts box plots for each class containing websites with a specific
number of dark patterns. The box plots represent the time a researcher needed to
finish the actions on a website to pose a DSAR. Each attempt by any researcher
is included as data point. We can see a trend of the median and, in most cases,
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the upper and lower percentiles increasing with the number of dark patterns.
However, box plots with fewer dark patterns have more outliers, possibly due to
more websites with fewer dark patterns (as shown in Figure 3) leading to more
timing measurements in that plot.
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Fig. 4: Timing measurements for each of the website classes. Each box plot rep-
resents all the durations it took to finalize all the actions on a website for a
DSAR. One can observe a trend of requests taking more time the more dark
patterns are present on a website.

4.3 Request Mechanisms

Figure 5 illustrates the 265 identified request mechanisms. Note that it was not
always the case that all researchers arrived at the same outcome. On 33 (19.9%)
websites, we found more than one mechanism to pose a DSAR. Each share of the
left pie chart shows the share of one of the mechanisms explained in Section 3.3.
Most prevalent were online forms (26%), closely followed by an e-mail address
(24%) to which one should write to submit a request. The smaller portions
include simple forms (9%), request buttons (8%), and direct download buttons
(3%). In 15% of the examined websites, at least one of the researchers could not
find sufficient information. The right pie chart in Figure 5 shows on how many
websites either one, two, or all three researchers were not able to find sufficient
information.

4.4 Dark Pattern Distribution

As previously noted, we identified 238 instances of dark patterns in our ex-
amination of 166 popular websites. The left-hand side of Figure 6 displays the
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Fig. 5: Distribution of the 265 request mechanisms found on the 166 examined
websites together with the amount of websites where one, two, or all three re-
searchers did not find sufficient information for a DSAR.

distribution of these dark patterns across the six main categories of the EDPB
taxonomy [19] (see Section 3.4). Besides, a pie chart for each main category
shows the number of occurrences of the named dark patterns within the cate-
gory. In the following sections, we show examples of dark patterns documented
in our study for each of the main categories.

Obstructing The most prevalent category is Obstructing, which is nearly evenly
split into the three available dark patterns. With 28 cases, Dead End is the most
common. Examples include services limiting the number of requests a user can
submit in a long period, while providing a shorter timeframe for downloading
the data. One example is epicgames.com, which gives the user three days to
download the data once it is prepared. Simultaneously, the user can request it
only once every 90 days. Note that policies such as the GDPR often allow for
limiting the frequency of requests to prevent services from being overburdened by
a mass of requests from a single user. Nonetheless, the inability to retrieve their
data if the user missed the shorter timeframe until the time for another request to
be allowed makes this combination a Dead End. In one case (soundcloud.com),
a request form could not be completed because it claimed the provided e-mail
address was invalid, despite being the exact e-mail address used for registration.
Another variant of this pattern involves broken links leading nowhere, as defined
by the EDPB taxonomy [19]. A remarkable case of unclickable links were links
shown on an image within a privacy policy on quora.com, allowing users to click
only the image, not the included links. Some websites lead to a Dead End by
requiring identifiers not all users necessarily possess (such as booking numbers
on booking.com) as a means of identification, limiting DSARs to only a subset
of users (such as paying customers).
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Fig. 6: The distribution of all 238 dark patterns found. Overall, dark patterns
using Obstructing were used most often with 68 instances (29%). Regarding
individual dark patterns across categories, the most frequently used were Dead
End with 28 occurrences, Ambiguous Wording (26), Emotional Steering (22),
Longer Than Necessary (21), and Too Many Options (20). We found a new
pattern Active User Polling and added it to the Skipping category in the EDPB
taxonomy [19].

Examples of Misleading Actions include websites such as salesforce.com
stating in their privacy policy that users can exercise their rights in the account
settings, while no controls are available there. In other instances, we were misled
when attempting to change the language of the privacy policy back to English
because it defaulted to another language, resulting in redirection to the start
page. Examples of Longer Than Necessary (22 cases) involve service providers
forcing users to make DSARs for each product individually instead of providing
the option to request all stored data at once. On the website xiaomi.com, you
have to wait for a 60-second timer before being able to click on the request
confirm button as shown in Figure 7a.

Overloading The second-largest category is Overloading (18%), with nearly
half of the dark patterns as Too Many Options. This often occurred on websites
providing a plethora of links or documents seemingly related to privacy. In one
extreme case, on cisco.com, we found a link directing to a database of “Privacy
Sheets” containing documents in multiple languages for any product they offered.
This is followed by the closely related Privacy Maze with 13 cases, often resulting
from many different links linking back and forth, resulting in users going in
circles. Continuous Prompting is primarily executed through DSAR forms asking
for unnecessary personal information such as telephone numbers, which might
discourage privacy-aware users from submitting.
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(a) The button on
xiaomi.com is overlaid
with a 60-second timer.
After this time, you can
click the button to send
the request.

(b) The two buttons
on tumblr.com look
greyed out, suggesting
they are disabled.
However, they are
working.

(c) The menu item “GDPR” on
deviantart.com is only visible
on a specific URL found in the
privacy policy. Clicking on any
other setting hides the menu
item again.

Fig. 7: Some examples of dark patterns we found in our analysis. From left to
right: (a) a button timer, (b) two greyed-out buttons, and (c) a hidden menu
item. The timer (a) obstructs users from exercising their rights and the buttons
(b) might make users question whether they are active. Hiding the “GDPR”
menu item as default (c) makes people easily miss it.

Left in the Dark The category Left in the Dark has a share of 14% of the
total number of dark patterns. The main dark pattern encountered here was
presenting users with Ambiguous Wording or Information. For example, some
services offer a way to “export their data” while hinting the returned data may
be incomplete, e.g., on bbc.com where one is told “they won’t include every-
thing” without specifying how to achieve an export with “everything” included.
Sometimes, we faced confusing explanations on checkboxes or other UI elements,
e.g., on salesforce.com where the checkbox description does not clearly state
whether one has to check or uncheck to receive all data. Similarly, we found 8
instances of Conflicting Information, such as stating different preferred paths
for a DSAR without clarity on the currently intended path.

Stirring Here, we have two types of dark patterns, namely Emotional Steer-
ing with 22 occurrences, often achieved by intimidating the user by suggesting
multiple requests could impose a cost on the user, especially without specifying
what number of requests would lead to a charge or in what dimension this charge
would lie in, e.g., on issuu.com or tradingview.com. This is often included in
the privacy policy along with information about the user rights. One website,
namely mediafire.com, also used the privacy policy to assure they are “not
in the business of tracking [. . . ]”, painting a positive picture about their data
processing practices. Some services (e.g., bloomberg.com) explicitly state that
users exercising their rights might impact the provider’s ability to maintain the
service. The other 15 cases in the category Stirring are of the type Hidden in
Plain Sight, which is already quite descriptive. Instances of this pattern include
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myspace.com where the request button is greyed out and placed non-prominently
or, on mediafire.com, where the link to the privacy policy only becomes visible
after clicking on a small icon in one of the bottom corners.

Fickle The second least common category Fickle consists mostly of the dark
pattern Inconsistent Interface with 17 occurrences, where user expectations are
not met with the usual website structure, e.g. a footer containing a link to the
privacy policy only on some of the pages as seen on salesforce.com, linktr.ee,
or slack.com. In this category, 9 patterns were found to be a way of Decontextu-
alizing, often done by placing data request buttons in unrelated settings, such as
in the “Notification Settings” (figma.com). Examples of Language Discontinuity
(4 occurrences) are showing parts of the privacy policy in a different language
than the rest of the privacy policy. We also found interfaces that are Lacking
Hierarchy in 2 cases, for example, services that split information about the pri-
vacy controls across their different products or across different categories, such
as unity3d.com.

Skipping The most common dark pattern in Skipping is Look Over There with
18 cases, where a user is diverted from their primary goal by placing distracting
elements concurrently with the desired actions. For example, banners that show
up with information about other privacy rights while trying to exercise a data
subject right, as encountered on ibm.com. Trying to keep unfavorable options
for the user by defaulting to them (Deceptive Snugness with 6 examples) was
mostly found by services trying to give users incomplete data through defaulting
to a short timespan (e.g., facebook.com) for the report of the personal data or
pre-selecting only some data categories (e.g., google.com).

We found one particular interesting new dark pattern we placed in the cat-
egory Skipping. Namely, on the website ea.com, one is told to actively check
every hour whether the data is now prepared and ready to download, while also
giving only 24 hours to download (see Figure 8) instead of sending an e-mail
notification. This could lead to users forgetting about it for a sufficient time and
then having to re-request the data. According to the description in the taxon-
omy, such behavior is in the category Skipping because the interface seems to
be designed in such a way that users forget (cf. description in [19]) to actively
check sufficiently frequent in the timeframe of 24 hours. However, it does not fit
into the type of Deceptive Snugness as there are no pre-selected default options.
Furthermore, the type Look Over There is not fitting as no elements compete
for the user’s attention. One could argue this creates a Dead End (Obstructing)
for the user since they will not be able to download the data anymore once they
forgot to actively check for the readiness of the download (until re-requesting).
However, we argue that this constitutes another dark pattern, which only results
from the dark pattern we currently have at hand. Namely, to burden the user
with the task of actively polling for the download, while the service would have
the means to send e-mail notifications. Hence, we name this dark pattern Active
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User Polling. We do not consider this as indicative of a non-fitting taxonomy,
as this is quite a specific implementation unlikely to occur frequently.

Fig. 8: When requesting a copy of your data, the site states that the data should
be ready in an hour. Instead of notifying the user when the data is available,
the user is asked to return to the site after an additional hour. We call this dark
pattern Active User Polling.

5 Discussion

The systematic examination of 166 popular websites led to 238 instances of
identified dark patterns (RQ1) as shown in Figure 6. This finding would support
the claim of service providers strategically introducing barriers on their websites,
potentially discouraging users from exercising their right of access. Interestingly,
some descriptions found by [59] were observed on a larger scale in our study
as well. For instance, making it impossible to access GDPR requests [59] often
aligns with the dark pattern Dead End from the EDPB taxonomy [19], which
we encountered multiple times. Within our dataset of popular account-based
websites, approximately one-third showed no dark patterns. However, in extreme
cases we labeled up to 11 dark patterns on a single website (Figure 3).

Regarding the types of dark patterns (RQ3), obstructive patterns were the
most prevalent, confirming findings similar to those of Kelly and Burkell [34] who
categorize Obstruction as one of the main categories in their typology. The dis-
tribution across the other five categories did not show a significant preference.
During the coding phase, placing instances into categories and corresponding
types proved straightforward, supporting our assumption that the EDPB tax-
onomy [19] is appropriate for studies investigating data subject rights. Despite
this, we added a new dark pattern, Active User Polling, to the existing category
Skipping, although we suspect this to be a rare implementation.

While the amount of dark patterns could align with Waldman’s assumption
[69] of the industry’s disinterest in meaningful privacy, we also acknowledge that
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discerning intentional dark patterns from unintentional is not always straight-
forward. Some patterns we described might serve a non-malicious purpose. The
60-second timer shown in Figure 7a could safeguard against denial-of-service at-
tacks, while the hidden menu item in Figure 7c could be a programming error.
In the end, it is not possible to be sure whether some observed behavior was
intentional, and it always remains some plausible deniability. Note that this un-
certainty is inherently in the nature of dark patterns. Consequently, we provide
the codebook including notes and screencasts to make each case transparent.
However, the observed increase in time with a higher number of labeled dark
patterns (Figure 4) suggests actual hindrances in posing DSARs on websites with
more dark patterns, potentially infringing on Article 12 para. 2 of the GDPR.
This aligns with previous findings [68, 10] which show at least questionable us-
ability of DSAR submission processes. Such shortcomings can induce a negative
view of data protection policies for end users [5] and distrust in providers em-
ploying dark patterns [10]. This may even lead users to abstain from exercising
their rights [65].

Similar to prior studies [3, 66], we found that various websites offer multiple
DSAR submission mechanisms (RQ2), with e-mail addresses and website forms
being the most common as shown in Figure 5. Direct data download buttons
are scarce, suggesting manual DSAR responses over automated ones. Further-
more, we see there are three websites where all three researchers struggled to
find adequate information, suggesting a lack of information or even intentional
concealment. While the number of such cases seems low compared to [3], it is
noteworthy that each of the three researchers searched for a mechanism and only
in three cases, none of all three could find enough information. Furthermore, our
corpus consists of highly popular websites that presumably try to adhere to dif-
ferent regional data policies nowadays and thus often provide at least an e-mail
address for DSARs.

5.1 Ethical Considerations

In this study, we did not deal with the personal data of other users. Rather, we
used freshly generated anonymous e-mail accounts and fictitious data. Nonethe-
less, online services might have stored secondary data, e.g., IP addresses. To
authenticate to such data, we relied on account credentials, assuming any data
potentially returned is associated with our test accounts. Additionally, we lim-
ited the dataset to websites that we could investigate without requiring privacy-
sensitive information. We introduce as little manual work and expenses for data
protection officers of companies as possible by restricting our actions to the web-
site interfaces. Typically, this meant refraining from following up on automated
e-mails requesting DSAR submission confirmation. In a few other cases, the re-
sponse was anyway automated and gave a direct download link and hence did
not generate additional manual work.

Note that we decided against notifying the 113 website operators about the
dark patterns detailed in our study. Responsible disclosure, common in vulner-
ability reporting, involves notifying responsible actors to fix issues before public
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disclosure to prevent malicious exploitation by third parties. However, none of
the identified dark patterns allowed for third-party exploitation. The potential
impact on company reputation was also deemed low, given the extensive doc-
umentation of dark pattern use across various domains such as shopping [50],
consent notifications [38, 55, 35], legitimate interest [40] and even in the case
of the right of access [43, 59], with some already explicitly naming companies.
Hence, we think the reputational impact is marginal at most. Nevertheless, we
would welcome an effect on stricter enforcement of regional data regulations such
as the GDPR or even regular audits for dark patterns as proposed by [44]. Due
to the inherent plausible deniability of dark patterns, we also refrain from seek-
ing statements from website operators, since we have no reliable way to verify
the veracity of such statements. Reporting only trends or aggregated numbers
would compromise the transparency and reproducibility of our work by keep-
ing codebooks and screencasts unpublished. We think transparent publication
still allows willing companies to address unintentional dark patterns without
significant reputational risk.

5.2 Limitations

Our study was conducted through manual analysis, thus it is possible that we
did not encounter every dark pattern implemented on a website. The search
protocol used might have excluded request paths, leading to reported dark pat-
tern numbers possibly representing the lower boundary of actual occurrences.
Additionally, as already discussed, we can never be sure that a dark pattern
was intentional or incorrectly labeled by the researchers conducting the study.
We tried to counteract the ambiguity by having three researchers with different
backgrounds (security and privacy, human-computer interaction, and technical
communication) conduct the analysis and by discussing all the results until con-
sensus. We focused solely on the websites of online services, while there is no
specific manner prescribed on how data subjects have to pose a DSAR. Addition-
ally, we concentrated on the DSAR submission process, omitting the recording
or examination of responses. Existing work, such as [66, 39, 68, 10, 59], already
show a trend of low usability for end users in data controller responses. We in-
tentionally made no statements about the conformity of singular webpages, as
this needs to be decided on a case-by-case basis. We can merely supply evidence
for or against the conformity. Additionally, there are other data subject rights
which may face similar hindrances from deceptive design choices. Investigating
different data subject rights helps to enhance the understanding of the practical
implementations of data protection regulations. While our work shows a trend in
dark pattern usage among popular websites, further research with larger datasets
is essential to strengthen such findings. Finally, our assessments were conducted
exclusively on desktop versions of the websites. The dark pattern landscape may
differ on mobile versions or on apps. Kröger et al. [39] have highlighted numerous
issues with the right of access on apps. Hence, it is not too far off to suspect
dark patterns on mobile platforms.
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6 Conclusion

We analyzed 166 of the 500 most popular websites for their use of dark patterns
inhibiting DSARs and found that on 113 of 166, i.e., 68%, websites there is
at least one dark pattern, and often more than one, totaling 238 instances of
dark patterns. We used the taxonomy given by the EDPB [19] to categorize our
findings, linking related GDPR articles that might be breached. Furthermore,
we found that patterns of obstructing type are the most common and showed
that higher numbers of dark patterns correlate with longer times to invoke the
right of access. Our work adds to documenting dark patterns in various areas,
highlighting their prevalence in the realm of data subject rights, particularly
against the right of access.

6.1 Future Work

Future steps include expanding measurements to validate findings on a larger
scale. To enable larger-scale studies, it is necessary to investigate the feasibility of
automating such dark pattern checks, as manual inspection becomes impractical
with a sufficiently extensive data set. This could even facilitate periodic mea-
surements to evaluate the impact of new regulations, such as the Digital Services
Act [21]. Furthermore, assessments of dark patterns hindering data subject rights
should extend to platforms other than desktop websites, such as mobile browsers
or apps. As there are more data subject rights than just the right of access, it can
also be suitable to explore dark patterns in relation to these rights. Researchers
should examine different countermeasures and stronger regulations against dark
patterns in the realm of user privacy rights, and keep investigating the practical
effects of introduced regulations.
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