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Abstract

Blind and visually impaired (BVI) people face many challenges in various areas of
life, particularly in accessing digital content. They rely on assistive technologies
like screen readers and voice assistants, but these tools have limitations. With the
growth of artificial intelligence (Al), there is an opportunity to enhance the existing
assistive technologies and develop new ones. This thesis investigates the potential
of Al and responses generated by large language models (LLMs) to help BVI peo-
ple in their daily lives. Using a combination of prototype testing, user interviews,
and online surveys, we employ the grounded theory approach to understand the
needs and preferences of BVI people regarding Al-based systems. We answer the
following research question: What are the advantages and disadvantages of Al
voice assistants with LLM-generated responses for BVI users, and how can they be
improved? The findings suggest that Al can help BVI people in their daily lives.
They value the personalisation and natural interactions such a system can provide.
However, due to existing limitations of Al technologies, such as privacy concerns,
efficiency, or inaccuracy, they still prefer to use traditional tools like screen readers
over entirely replacing them with AI. Our work contributes to understanding the
potential of Al for BVI users and provides insights into how Al-based systems can
be designed to meet their needs better.
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Uberblick

Blinde und sehbehinderte Menschen sehen sich in verschiedenen Lebensbereichen
mit vielen Herausforderungen konfrontiert, etwa beim Zugang zu digitalen In-
halten. Sie sind auf unterstiitzende Technologien wie Bildschirmlesegerédte und
Sprachassistenten angewiesen, aber diese Hilfsmittel haben ihre Grenzen. Mit
dem Aufkommen der kiinstlichen Intelligenz (KI) besteht die Moglichkeit, die
bestehenden Hilfstechnologien zu verbessern und neue zu entwickeln. In dieser
Arbeit wird das Potenzial der KI und der von Large Language Models (LLMs)
generierten Antworten untersucht, um blinde und sehbehinderte Menschen in
ihrem tédglichen Leben zu unterstiitzen. Mithilfe einer Kombination aus Proto-
typentests, Nutzerinterviews und Online-Umfragen wenden wir den Ansatz der
Grounded Theory an, um die Bediirfnisse und Préaferenzen von blinden und se-
hbehinderten Menschen in Bezug auf Kl-basierte Systeme zu verstehen. Wir beant-
worten die folgende Forschungsfrage: Was sind die Vor- und Nachteile von KI-
Sprachassistenten mit LLM-generierten Antworten fiir blinde und sehbehinderte
Menschen, und wie konnen sie verbessert werden? Die Ergebnisse deuten darauf
hin, dass KI den blinden und sehbehinderten Menschen in ihrem tdglichen Leben
helfen kann. Sie schitzen die Personalisierung und die natiirlichen Interaktionen,
die ein solches System bieten kann. Aufgrund bestehender Einschrankungen von
KI-Technologien, wie z.B. Bedenken hinsichtlich des Datenschutzes, der Effizienz
oder der Ungenauigkeit, ziehen sie es jedoch immer noch vor, herkommliche Hil-
fsmittel wie Bildschirmlesegerédte zu verwenden, anstatt sie vollstindig durch KI
zu ersetzen. Unsere Arbeit tragt dazu bei, das Potenzial von KI fiir blinde und se-
hbehinderte Nutzende zu verstehen, und gibt Aufschluss dartiber, wie KI-basierte
Systeme so gestaltet werden konnen, dass sie ihre Bediirfnisse besser erfiillen.
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Throughout this thesis, we use the following conventions:

* The thesis is written in British English.
* The first person is written in plural form.

* Unidentified third persons are described in plural form.

Where appropriate, paragraphs are summarized by one or
two sentences positioned at the margin of the page.

Source code and implementation symbols are written in
typewriter-style text.

This is a summary of a
paragraph.






Chapter 1

Introduction

The World Health Organization defines disability as a con-
dition that reflects the interaction between a person’s health
issues and factors such as the environment and personal
characteristics [WHO, 2023]. According to them, 16% of the
global population live with disabilities. WHO expects this
number to increase due to higher life expectancy and the
rise of chronic health conditions. Moreover, they confirm
that people with disabilities experience more limitations in
everyday life than others.

1.1 Accessibility and Visual Impairment

Even in 2024, people with disabilities are still facing issues

with accessibility because their environments create barri-
ers to equal participation in society [WHO, 2023]. The or-
ganisation emphasises that inclusion is essential for achiev-
ing the Sustainable Development Goals! and global health
priorities?. Improving accessibility can be accomplished by
designing inclusive products that address the challenges
faced by people with disabilities in their daily lives®.

1
2

https://www.globalgoals.org/goals/
https://www.who.int/europe/about-us/our-work/core-
priorities

3 https://www.who.int/health-topics/disability

Definition and statistics
on disability

Accessibility barriers
persist for people with
disabilities
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1 Introduction

Disabilities enclose
diverse challenges and
needs

Global statistics on

vision impairments

Visually impaired
people encounter
challenges

Daily difficulties faced
by BVI individuals

WHO explains that the term "people with disabilities" rep-
resents a wide range of individuals. They call this group
diverse and clarify that it includes people with different
needs - there are many types of disabilities, and each of
them poses various challenges. Some of the most com-
mon types of disabilities affect vision, movement, think-
ing, remembering, learning, communicating, hearing, men-
tal health or social relationships [WHO, 2023].

Our research focuses on people with vision impairments.
In 2020, 49.1 million people globally were blind, and 225
million had moderate to severe vision impairment [Bourne
et al.,, 2020]. The number of blind and visually impaired
(BVI) people is expected to increase due to the ageing pop-
ulation [Bourne et al., 2020].

1.2 Challenges Faced by Blind and Visu-
ally Impaired Individuals

BVI individuals face many challenges in various areas of
life, such as education and employment. According to the
National Federation of the Blind in the United States*, only
around 10% of the people who were legally blind in the US
were Braille readers in 2009. Around 70% of blind adults
were unemployed, and 50% of blind high school students
dropped out of school.

Daily tasks such as identifying objects, reading or nav-
igating the environment can be challenging for BVI peo-
ple and impact their independence. Reliance on visual in-
formation often makes it difficult to perform activities of
daily living such as cooking, cleaning, or shopping [Bhos-
ale et al., 2023]. Moreover, BVI people often face social iso-
lation and frustration due to a lack of visual cues, which
may complicate social interactions and cause mental health
issues [Rajendran et al., 2024; Filippini et al., 2024]. Mobil-
ity is another challenge for BVI people because they must
rely on alternative senses or assistive technologies to navi-

4 https://nfb.org/images/nfb/documents/pdf/braille_
literacy_report_web.pdf
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1.3 Overview of Assistive Technologies

gate the environment [Saleem and Sivakumar, 2024]. In the
digital world, BVI people face challenges when accessing
digital content such as dynamic web pages that are hard to
browse via a screen reader, inaccessible images or complex
interfaces [Stangl et al., 2020; Phutane et al., 2023].

1.3 Overview of Assistive Technologies

Assistive technologies are designed to help people with
disabilities perform tasks that they would otherwise find
difficult or impossible. Non-visual access to digital content
is crucial for BVI individuals as they rely on assistive tech-
nologies to interact with interfaces [Phutane et al., 2023].

Screen readers are the most common assistive technology
BVI people use to access interfaces [Phutane et al., 2023]. A
screen reader is software that renders the screen’s content
into speech or Braille output. Users can navigate through
the content using keyboard shortcuts or gestures. Popular
screen readers are JAWS®, NVDA®, Apple’s VoiceOver’ and
Google’s TalkBack®.

Another standard technology BVI people use is voice as-
sistants, which offer a hands-free audio-based interaction
with the device. Examples of popular voice assistants in-
clude Amazon’s Alexa’, Google Assistant!?, and Apple’s
Siri'!l. Although they were designed for the general audi-
ence, BVI people are their heavy users. They would benefit
from more advanced features tailored to their needs, such
as synchronisation between visual and non-visual cues, ac-
cess to third-party devices, or memory support [Abdolrah-
mani et al., 2018; Pradhan et al., 2018].

https://www.freedomscientific.com/products/software/jaws/
https://www.nvaccess.org/
https://www.apple.com/voiceover/info/guide/_1121.html
https://support.google.com/accessibility/android/answer/
6007100

https://www.alexa.com/

10 https://assistant.google.com/

11 https://www.apple.com/siri/

® NN o U

9

Assistive technologies
aid disabled individuals

in challenging tasks

Screen readers assist
BVI users

Voice assistants provide
support for BVI users
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4 1 Introduction

Other tools that help There are also other assistive technologies available. The
BVI individuals examples include:

¢ Braille displays - devices that convert digital text into
Braille output,

¢ magnifiers - software that enlarges the screen content,

¢ optical character recognition (OCR) - software that
converts images of text into digital text and

¢ apps dedicated specifically for BVI people (naviga-
tion apps, object recognition apps, etc.)

Assistive technologies None of these technologies are perfect and pose different
pose challenges related challenges. Screen readers struggle with rendering com-
to accessibility, plex web content despite applying different web accessi-
understanding, and bility standards such as Web Content Accessibility Guide-
personalisation lines (WCAG) [Caldwell et al., 2008]. Voice assistants cause

social awkwardness and privacy concerns. That is why
users often prefer to use their keyboards and comput-
ers. Moreover, voice assistants often misinterpret user in-
tent, not providing the desired information [Abdolrahmani
et al., 2018]. Both screen readers and voice assistants cannot
learn over time and adapt to the user’s preferences. They
are not able to provide personalised information and rec-

ommendations.
Al assistants for BVI Phutane et al. [2023] addressed some of these challenges
users are the next step and conducted a study to understand BVI users’ current

screen reader and voice assistant practices. They suggested
that the next step is an artificial intelligent (AI) conversa-
tional assistant that acts as both a virtual and personal as-
sistant. To our knowledge, no research has yet focused on
the potential of Al-generated responses tailored specifically
to BVI people.

1.4 Motivation

In this thesis, we aim to explore the potential of responses
generated by large language models (LLMs) and their abil-



1.5 Outline

ity to help BVI people access digital content and retrieve
information from the web. We explore the advantages and
limitations of such a solution and compare it to other as-
sistive technologies, such as screen readers. The focus is
on the potential of LLMs to support BVI individuals in in-
formation retrieval and performing actions on the device
on behalf of the user. The study is conducted according to
the principles of the grounded theory method [Glaser and
Strauss, 1967] to derive theories from the data. It includes
an interactive part where we present the participants with a
very simple app prototype, a GPT-enabled voice assistant,
and an interview part.

The findings reveal that BVI users are open to using Al-
based systems and appreciate personalised responses gen-
erated by LLMs because they make the interaction feel nat-
ural. Despite advancements, Al technologies still have lim-
itations and cannot fully replace traditional assistive tools
like screen readers.

1.5 OQutline

After introducing the topic in Chapter 1, we present the re-
lated work in Chapter 2. We discuss the assistive technolo-
gies focusing on screen readers and voice assistants. The
challenges they pose and the current research on address-
ing them are described. The focus is on LLMs and their po-
tential to help BVI people retrieve information and access
digital content in general. Moreover, we go one step fur-
ther and describe how LLMs can assist users in performing
actions on their devices.

In Chapter 3, we present the methodology. The grounded
theory approach and the data collection process are de-
scribed, and the whole study procedure is explained. The
app prototype development and the limitations of the app
itself are reported. We also discuss the ethical considera-
tions regarding conducting research with BVI people and
the data analysis process. The results are presented in the
last part of this chapter.

We explore how LLMs
can assist BVI
individuals, especially in
information retrieval and
performing actions on
behalf of the user

Results show that BVI
users value Al-based
systems, but there exist
limitations



1 Introduction

Chapter 4 includes the results of the study together with the
discussion. We present the most relevant theories derived
from the data and discuss them in the context of the related
work. We also consider how the findings may impact the
design of Al-based systems for BVI users, highlighting key
design considerations. Limitations of the study are also dis-
cussed.

Chapter 5 concludes the thesis, summarising the most im-
portant findings and proposing future work.



Chapter 2

Related Work

The following sections provide an overview of assistive
technologies and their limitations. We focus on current re-
search addressing these limitations and discuss the impli-
cations of utilising Al in this context. Additionally, we ex-
amine existing solutions to perform actions on behalf of the
user. Finally, we review the work related to information
retrieval, including classifying search actions.

2.1 Assistive Technologies and Their Lim-
itations

BVI individuals use various tools to interact with comput-
ers and the web. While screen readers are typically used
as a primary tool, the use of voice assistants has noticeably
increased in recent years [Phutane et al., 2023].

2.1.1 Screen Readers

Screen readers read out loud the visual content of the
screen to the user and enable them to interact with the com-
puter using keyboard shortcuts [Phutane et al., 2023]. They

Screen readers and
voice assistants are
most common tools

Screen readers
facilitate interaction with
computers



2 Related Work

Web content
accessibility is often
problematic for screen
readers

Other screen reader
challenges

Rise in voice assistant

usage

are available on various platforms like Windows, macOS,
i0S, and Android.

Many studies have shown that web content is not always
accessible to screen readers. It is not always a smooth ex-
perience due to dynamic content changes, making it dif-
ficult for screen readers to keep up with the screen [Kim
et al., 2021]. The images on the web are also a challenge
for a screen reader because of the lack of alternative text or
explanatory image descriptions [Stang] et al., 2020; Guin-
ness et al.,, 2018]. Many users must rely on the context
of the surrounding text to understand what is on the im-
age [Bigham et al., 2007]. What is also challenging is the
navigation of the web pages. The lack of proper headings,
landmarks or ARIA (Accessible Rich Internet Applications)
roles makes it daunting to go to the desired element on the
page [Borodin et al., 2010]. That is why users often em-
ploy custom strategies to navigate web pages, like using the
back button [Joyner et al., 2022; Borodin et al., 2010]. What
helps designers and developers overcome navigation is-
sues are the official guidelines such as WCAG on designing
different content types, including images, charts, graphs
and many others [Caldwell et al., 2008; Joyner et al., 2022].

One challenge not arising from the web accessibility issues
but from the device itself is that the screen reader’s com-
mands or touch gestures are not always intuitive and re-
quire memorising [Vtyurina et al., 2019]. Regarding search
and information retrieval, Sahib et al. [2012] found that BVI
users usually submit fewer queries, and their exploration of
the search results is less investigational than sighted users.

2.1.2 Voice Assistants

Tudor Car et al. [2020] noticed that there has been a rise in

the use of voice assistants like Alexa, Siri or Google Assis-
tant in the last few years. 50% of the US population uses
voice search daily’.

1 https://upcity.com/experts/consumers-and-voice-search-
study/
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2.2 Addressing the Challenges

Pradhan et al. [2018] mentioned that voice assistants al-
low users to ask for information such as the weather, con-
trol smart home devices and even perform online tasks like
shopping. They conducted two studies to explore how BVI
individuals can use them. The most common tasks were
listening to music, looking up information, checking the
weather, playing audiobooks and home automation. The
authors found that the three main benefits of using voice
assistants for BVI people are efficiency, user independence
and the ability to replace various other technologies. Vtyu-
rina et al. [2019] reported that voice assistants require min-
imal to no training and that their portability makes them
always ready to use.

However, a few limitations exist, such as difficulty for
users in discovering unknown features and a lack of more
advanced ones [Pradhan et al., 2018]. Abdolrahmani
et al. [2018] found that voice assistants often respond too
detailed or vague and sometimes cause social awkward-
ness when used in public. Moreover, Vtyurina et al. [2019]
reported that voice assistants provide a single answer for
a simple question and thus do not allow for exploration of
the search results. They noted that while speaking is gen-
erally faster than typing, it can sometimes lead to speech
recognition errors, which can be frustrating.

2.2 Addressing the Challenges

Phutane et al. [2023] emphasised the importance of ad-
dressing these challenges by discovering new methods for
web interaction, ensuring that BVI users can access digital
content without barriers.

One of the solutions presented by Ashok et al. [2019] is
SuggestOmatic, a system designed to improve web brows-
ing by auto-suggesting the following browsing action in
screen readers. It utilises the action history to predict and
suggest the next move, decreasing the shortcuts used to
conduct the same task. Their user study showed that this
system could reduce browsing task times by up to 29%
compared to other web automation tools.

Voice assistants
enhance the
independence of BVI
users and efficiency in
completing various
tasks

Voice assistants have

limitations

The need for new ways
of accessible interaction

SuggestOmatic
enhances web
browsing by predicting
user actions
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2 Related Work

VERSE combines
screen readers with

voice assistants

A different study found
that users prefer
voice-enabled screen
readers because they
are easier to use

The Firefox Voice
extension was
developed as a tool for
voice command
interaction with the

browser

Key needs for a system
integrating screen
readers and voice

assistants

2.2.1 Combining Screen Readers and Voice Assis-
tants

Vtyurina et al. [2019] explored the opportunities of com-
bining screen readers with voice-based virtual assistants
and created a prototype called VERSE. Users can interact
with it mainly through voice commands, similar to pop-
ular voice assistants. The system allows gestures on a
so-called "companion device", such as a smartphone or a
smartwatch. It gives users a general answer and enables
them to explore additional sources the search engine offers
if desired. Quickly and easily, users can switch between dif-
ferent search results using either voice commands or ges-
tures. The authors conducted a study with BVI individu-
als to evaluate the prototype. Participants found it easy to
learn but mentioned that it could not replace a traditional
screen reader. There arose a need to improve the system’s
ability to hold a more natural conversation and to improve
the language understanding part. This finding led authors
to suggest future work on using AL

In another study by Ashok et al. [2015], the use of a tradi-
tional screen reader enabled by speech was explored. Con-
trary to the previous one, the findings showed that users
prefer to use a screen reader with a voice over the usual
screen reader. Participants mentioned the advantages, such
as no need to remember and use keyboard shortcuts and no
need to spend time and effort locating the desired content.

Cambre et al. [2021] proposed a similar solution but in
the form of an open-source browser extension called Fire-
fox Voice. This extension enables users to interact with the
browser using voice commands. It was not specifically de-
signed for BVI users, but the authors consulted the design
with an expert in screen readers and accessibility. However,
the extension is no longer maintained due to various us-
ability issues, such as too many voice commands that were
hard to remember.

Phutane et al. [2023] focused on identifying critical needs
and design considerations for such solutions. They con-
ducted a formative study with 14 BVI users to understand
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current screen reader and conversational assistant prac-
tices. They asked the participants, "What if you could talk
to your screen reader?" The main identified key needs are:

1. Conversational assistants should be adaptive like Al
and customisable like screen readers. They should
adapt to different types of searches and information-
seeking processes, preserving the tasks’ confidential-
ity. They should learn user’s behaviour and adapt
to their personalities and moods. On the other hand,
they should be customisable to the user’s needs and
preferences. Users want to customise the assistant’s
speech rate, visual semantic settings, information or-
der, and voice.

2. Conversational assistants should afford different lev-
els of control, from granular control for cursors and
voice commands to high-level control for task assis-
tance.

3. Conversational assistants should be able to serve in
public settings while maintaining privacy.

Discussion revealed that Al-based conversational assis-
tants could be a promising solution that addresses these
needs, and recent advancements in LLMs, especially Ope-
nAl’s GPT models, are worth exploring. Due to the ability
to hold natural conversations and answer follow-up ques-
tions, LLMs can be used to create conversational assistants
that can help BVI users access web content. Further re-
search is needed to understand how LLMs can help with
information seeking.

2.2.2 Large Language Models

An LLM is a type of Al that generates human-like text.
Such models are trained on enormous amounts of text data
and can be fine-tuned to perform specific tasks. OpenAl’s
GPT models? have gained significant popularity. One of the

2 https://openai.com/index/chatgpt/

It should be adaptive
and customisable

It should allow different
control levels

It should be confidential

Al assistants may fulfill
these needs

LLMs can assist BVI
users in accessing web
content

LLM generates
human-like text and can
browse the web to

answer questions
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2 Related Work

LLMs aid web access

An accessible mobile
app for BVI users to
interact with OpenAl’s
ChatGPT

The GPT-40 model
enhances
human-computer
interactions through
voice input and output,
enabling human-like
conversations

There is no further
research on LLMs for
BVI

most interesting models is WebGPT [Hilton et al., 2021]. It
was developed to allow users to browse the web and an-
swer questions from the web pages. This variant can ask
for search queries, click on links, read the web page’s con-
tent, and provide information sources. It was trained on
human examples and learned from an algorithm analysing
the types of answers users prefer.

As mentioned in the 2.2.1, LLMs can be used to create con-
versational assistants that can help BVI users access web
content.

Kuzdeuov et al. [2024] made an artefact contribution and
designed a mobile app to interact with OpenAl’s ChatGPT
in an accessible way for BVI users and open-sourced the
code. They used the keyword spotting model and the voice
activity detection model. Like most popular voice assis-
tants, the app detects a keyword and listens to the input. It
uses automatic speech recognition and text-to-speech con-
version. The user interface contains only four icons for each
mode: listening, recording, processing and speaking.

The authors no longer maintain the repository, but new
techniques such as OpenAl’s GPT-40 model® are yet emerg-
ing. As of November 2024, it is the newest model that al-
lows for even more natural human-computer interaction.
It enables voice input and offers a smooth, human-like in-
teraction. It is enough to press the button once at the be-
ginning of the conversation. The model identifies when the
user has finished speaking and provides a voice output re-
sponding to the user’s question. After it finishes talking, it
waits for the user’s response. The conversation continues
until the user decides to stop. This approach could also be
explored as a way to assist BVI individuals.

To our knowledge, no more research has been conducted
yet to explore how LLMs can help with information-
seeking for BVI users.

3 https://openai.com/index/hello-gpt-40/
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2.2.3 Actions

The next step is performing actions on the device on be-
half of the user. Examples of actions include booking a
flight, adding a task to the calendar, ordering an Uber ride
to some specific location, etc. In addition, poorly designed
web layouts with financial details, CAPTCHAs, and other
complex forms are challenging for BVI users and often re-
quire sighted assistance [Murphy et al., 2008]. Although it
has not yet been researched explicitly in the context of BVI
users, triggering actions on the user’s behalf could make
them more independent.

Recently introduced Rabbit R1 device* addresses issues of
smartphones’ app-based operating systems and voice assis-
tants. The authors argue that although OpenAI’s GPT mod-
els are very good at understanding intentions, they cannot
do actions. The goals of the Rabbit R1 device are to trig-
ger actions on behalf of users across all environments and
be as universal as possible, independent of the app or the
web browser. The authors introduce the large action model
(LAM), an LLM that executes human intentions on comput-
ers. It learns by demonstrations - users show it how to per-
form actions on the device, and it remembers the steps. Ei-
ther voice commands and different gestures or a keyboard
can control the device. To interact with third-party apps,
users must log in through another device.

This approach could assist BVI users by enabling actions
on their devices without having to navigate through the in-
terface with a screen reader. Due to complex interfaces, BVI
users spend too much time and effort performing simple
day-to-day tasks on the device. This is a challenge, partic-
ularly for novices using screen readers and knowing only
basic commands [Ashok et al., 2015].

4 https://www.rabbit.tech/research

The ability to perform
actions on devices for
BVl users, such as
booking flights or
ordering rides, could
enhance their
independence

The Rabbit R1 device
aims to address
limitations of operating
systems and voice
assistants by learning
through demonstrations
and triggering actions

This approach could
help BVI users by
reducing time and effort
spent on daily tasks
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Screen readers struggle
with dynamic web

content

Voice commands may
simplify web searching

Summarised search
results lead to visiting

fewer external pages

Tasks in our study were
based on categorised
search actions

Lookup is a simple
search for specific facts

2.3 Information Retrieval

Assistive technologies enable BVI users to access web con-
tent. However, obtaining information using online search
engines is still challenging.

As Kim et al. [2021] pointed out, web pages have become
more dynamic and complex, which makes it difficult for
screen readers to keep up with the changes. Craven [2004]
reported that BVI users do not like searching the search en-
gine results using their screen readers.

One of the solutions to these issues is a voice-enabled
screen reader mentioned in 2.2.1. Ashok et al. [2015] and
Zhong et al. [2014] showed that voice commands decrease
the number of actions users need to take when searching
for information online.

Aqle et al. [2022] investigated another possible solution -
summarising search results. They conducted a study where
participants had to complete one task with the Google
search engine and another with the prototype summarising
the search results. Findings showed that participants ben-
efit from clustering search results and that the prototype
allowed them to explore fewer search results. It decreased
the number of external pages visited.

2.3.1 Classifying Search Activities

In our study, we used categorised search actions and inves-
tigated how users interact with our app prototype depend-
ing on the search task category. We employed the classifi-
cation created by Marchionini [2006]. He classified search
actions into three categories shown in Figure 2.1.

The first category, lookup, is the most basic kind of search.
It is often called "fact retrieval" or "question answering".
This search returns a single answer in a well-defined for-
mat, such as numbers or names. It focuses on the questions
"Who?", "What?" and "Where?" rather than "Why?".
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Figure 2.1: Search actions are classified into three cate-
gories: lookup, learn, and investigate. This figure is taken
from Marchionini [2006].

The second category, learn, is more complex and involves
understanding the information. It requires the user to read
and synthesise the information to make qualitative judg-
ments.

The third category, investigate, is the most complex and
involves the user in the exploration process. It may help
in supporting planning and forecasting. Both learn and in-
vestigate categories are more open-ended and require solid
human judgment in a more exploratory process. Together,
they belong to exploratory search.

As we pointed out in 2.2.2, to our knowledge, there is
no more research than described in this chapter on explor-
ing how LLMs can help with information retrieval for BVI
users. In this thesis, our goal is to address this research
gap. In addition, we explore LLMs for performing actions
on behalf of the user to find out if solutions like Rabbit R1
described in 2.2.3 could be helpful in BVI individuals” daily
lives.

Learn requires
understanding and
synthesis

Investigate involves
deep exploration of the
results

In this thesis, we
explore how LLMs can
assist BVI users in daily
tasks
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Chapter 3

Methodology

This chapter contains a detailed description of our research
methodology and user study. We conclude by presenting
our results.

3.1 User Study

In this section, we describe our research approach - the
grounded theory method and continue with data collection
techniques. Next, we present the interactive interviews in
detail and mention the data analysis procedure.

3.1.1 Grounded Theory Method

The grounded theory method is a research approach that
generates theories from systematically collected and anal-
ysed data. One of the most critical aspects of this method
is its inductive nature, meaning that theories are discov-
ered, developed, and verified throughout the research pro-
cess rather than a priori. It was designed by Glaser and
Strauss [1967]. The grounded theory method is advanta-
geous when the research question is broad, and there is a
need to develop new theories in a given field. We chose

The grounded theory
method generates new
theories from data

It helps explore broad
research questions



18

3 Methodology

This method consists of
several flexible steps

15t step: specifying a
balanced research
question

2nd step: data collection
involving interviews,
sampling and coding
analysis

3 step: theoretical
saturation

this method for our study to explore the potential of Al-
based voice assistants for BVI users and develop new the-
ories about their advantages, disadvantages, potential im-
provements, and daily use.

The grounded theory method consists of several essential

steps and rules. Although they should be followed gen-
erally, the method is flexible and can be adapted to the
specific research field. Several publications describe these
steps, and we present shortly the ones by Pandit [1996] and
Noble and Mitchell [2016].

The first step is identifying the research question, specifi-
cally the area of interest. The research question should be
fundamental, not too narrow or too broad, to balance flexi-
bility and focus.

We formulated the following research question:

RQ What are the advantages and disadvantages of Al
voice assistants with LLM-generated responses for
BVI users, and how can they be improved?

The second step of the grounded theory method involves
data collection, including in-depth interviews supported
by open-ended questions, gathering qualitative and quan-
titative data. The critical aspect of this step is theoretical
sampling, where the researcher determines which details
should be explored further. That is why we adjusted the
questions asked during interviews for each participant as
the study progressed. The data should be simultaneously
analysed by coding and categorising it. The goal is to find
the core category - the main phenomena around which the
other categories are grouped.

Interviews with participants should be concluded once
theoretical saturation has been achieved. Theoretical sat-
uration is when no additional information is obtained from
the interviews. In our case, we decided to stop recruiting
new participants after nine interviews.
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There are many approaches on when to begin the literature
review [Cutcliffe, 2000]. We followed the approach sug-
gested by Pandit [1996] and conducted a shallow literature
review in the beginning and an in-depth literature review
after the data collection.

3.1.2 Data Collection Methods and Sources

Having multiple data sources is another critical feature
of the grounded theory method. It ensures more validity
and different perspectives on the research question [Pan-
dit, 1996]. To achieve this, we used two main methods of
data collection: interactive interviews and an online survey.

The interactive interviews were conducted entirely on-
line. Remote sessions were recommended by Trujillo Tan-
ner et al. [2018], health organisations such as the National
Health Service England! and various UX designers who
posted online. We made our list of the pros and cons of on-
line interviews. The pros included participants from var-
ious locations, eliminating the need for travel, allowing
them to use their familiar devices, and providing the op-
portunity to remain as anonymous as possible due to the
lack of a requirement to turn on the camera. The cons were
the possibility of technical issues and the requirement to
share the screen, which could be difficult for some partici-
pants. Finally, we concluded that the benefits outweighed
the cons, so we continued with remote sessions.

We contacted 13 associations gathering BVI people in Ger-
many and received responses from five. Four of these
agreed to notify their members about the study. The one
that denied the request gave a lack of compensation for ev-
ery participant as the reason. We also posted the announce-
ment in Online Participant Engagement Network for Vision
Impairment Research?. Through these two methods, we
were able to gather nine participants. One did not want

1 https://digital.nhs.uk/blog/design-matters/2021/going-
remote-how-we-adapted-our-accessibility-research
2 https://sites.google.com/view/open-vi-research

41 step: literature

review

Multiple data sources

enhance validity

Pros and cons of online

interviews

We contacted
associations for BVI
individuals to gather

study participants
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Online survey was the
second source of data

We met with BVI people

in person in Aachen

to participate in an online study but emailed us their expe-
riences and opinions.

The online survey contained more general questions than

those asked during the interviews. The survey was created
using Google Forms and was distributed among different
Facebook groups from the list of 91 groups®. We joined all
of them and posted the announcement about the study to
those who allowed it and accepted our request to join. The
online survey contained information that there is a pos-
sibility of participating in an interactive online interview
and that the participants can reach out to us if they are in-
terested. We received responses from 19 people, and five
wanted to participate in the interactive interview.

Apart from that, we also took part in the Association of the

Blind and Visually Impaired meeting in Aachen, Germany,
which takes place every three weeks. During the meeting,
we talked to the association members about their general
experiences with Al and assistive technologies. We also
presented our research and invited them to participate in
the interactive interview. However, nobody felt comfort-
able speaking English, which was a requirement for taking
part in the study, so they suggested contacting other asso-
ciations in Germany. Our discussion about assistive tech-
nologies and their overall knowledge of Al inspired inter-
view questions and helped us connect with the community
better before the study officially began.

3.1.3 Interactive Interviews

This section describes interactive interviews, including the
app prototype used in the sessions, procedure, ethical con-
siderations and participants.

3 https://www.noisyvision.org/2019/04/22/all-the-facebook-
groups-for-the-blind-and-visually-impaired/


https://www.noisyvision.org/2019/04/22/all-the-facebook-groups-for-the-blind-and-visually-impaired/
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Blind and Low-Vision Assistant

Start recording

Figure 3.1: Blind and Low-Vision Assistant - an app proto-
type used in the study sessions. It contains one header, a
labelled button to record voice, and a couple of buttons in
the top right corner of the Streamlit framework.

App Prototype

The prototype participants used in the study session is a Web Al voice assistant
simple web application that acts as an Al-based voice as- app prototype was
sistant. It was developed using Streamlit* - an open-source implemented using
Python framework with simple components. We decided Streamlit

to use this framework because it allows for fast connection
with the OpenAl API, which we wanted to utilise because
of its high-quality LLMs.

We created the most straightforward possible interface We created a simple,
with just one header and one button to maximise the app’s accessible voice
accessibility for BVI users (see Figure 3.1). We used the recording interface
custom component streamlit-mic-recorder® to turn the integrated with Google
basic Streamlit button component into a microphone that Web Speech
records the user’s voice. The button can be clicked us- recognition

ing either a mouse or a screen reader. We improved the
application’s accessibility for users unfamiliar with screen
readers by adding custom JavaScript code that allows but-
ton activation using the space bar. This addition creates a
more inclusive user experience without requiring naviga-
tion through a screen reader. When the user presses the
button, the app starts recording their voice and plays an

4 https://streamlit.io
5 https://github.com/B4PTOR/streamlit-mic-recorder
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The text is processed
by GPT-40, converted
into speech and
delivered as an MP3
audio file

We simulated booking
flights and hotels

App accessibility was
evaluated with tools and
user testing

increasing sound to indicate that it has begun the record-
ing phase. When the user finishes speaking, they must
press the button again to stop recording what a decreas-
ing sound confirms. After the recording is processed, the
app plays the voice, saying that the response is being gener-
ated. Additionally, the button is extended with a speech-to-
text model to transcribe the user’s speech into text, which
is needed to obtain the OpenAl API response. The model
chosen for speech recognition is the Google Web Speech®.
We checked the quality of speech recognition and com-
pared it to the other models, focusing primarily on the Ope-
nAl Whisper. Other models, including the Whisper model,
were not as accurate as the Google Web Speech, so we used
the latter.

The text is sent to the OpenAl API in this format, which re-
turns the response using the GPT-40 model. As mentioned
in 2.2.2, the GPT-40 model is the fastest available option in
the OpenAI API, optimised for speed and quality. Then, the
textual response is sent to a text-to-speech OpenAl model,
which converts it into a natural-sounding voice and returns
the MP3 audio file, which is played back to the user.

We wanted to include the option for booking a flight or ho-
tel to explore with participants the potential of an Al sys-
tem to perform actions on behalf of the user. To achieve
this, we used an initial prompt to inform the model that it
was intended to simulate these capabilities.

The app’s accessibility was checked using several methods.
Firstly, free online accessibility checking tools were used.
We tested the app using Silktide” and Wave®. Although the
first one found some issues, the second one confirmed that
every component is accessible. Because the tools yielded
different results, we used other methods. We installed a
screen reader Google Chrome extension’ and tried it with
the app. The button was successfully found under the label
aria-label= "record-button" and could be clicked with-

https://cloud.google.com/speech-to-text
https://silktide.com/solutions/accessibility/
https://wave.webaim.org/
https://chromewebstore.google.com/detail/screen-reader/
kgejglhpjiefppelpml jglcjbhoiplfn

O 0 N
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out issues. Finally, accessibility was checked and confirmed
by two participants one week before the study officially
started.

During development, we encountered some issues with
the Streamlit framework. The main one was the long wait-
ing time for the response from the OpenAl APIL It was
caused by several factors, such as the time needed to pro-
cess the recording, transcribe the speech, and generate a
response using the OpenAl text-to-speech model. We ini-
tially attempted to optimise the recording process by di-
viding the audio file into smaller chunks and sending them
to the OpenAlI API one at a time. However, this approach
was ineffective because the OpenAl API requires the en-
tire recording to be submitted at once. Then, we tried to
change the speech-to-text model to a faster one. However,
we found this was not the case - the model was not the bot-
tleneck, and the time needed to transcribe the speech was
acceptable. Finally, we tried to optimise the response gen-
eration using the OpenAl text-to-speech model. Indeed, it
was a blockage, and the time needed to generate the re-
sponse was too long because the responses were generally
too detailed. We used the OpenAl API’s streaming feature,
allowing the response to be generated in chunks. This so-
lution was ineffective, so we gave the model a detailed ini-
tial prompt. The initial prompt included the user’s being
BVI and the assistant’s serving as a voice assistant. We in-
structed that responses should be concise to minimise gen-
eration time, and more details should be given only when
the user asks for them. This solution worked surprisingly
well; the responses were much shorter while still informa-
tive, decreasing the time needed to generate them.

We also found some limitations and encountered problems
during the study sessions. First, the app required micro-
phone access to be allowed each time the browser was re-
opened. Although we could not find a solution to this prob-
lem, we always informed the participants about this before
the study started, and they had no issues with it. The sec-
ond issue was that the app sometimes failed to respond af-
ter the user stopped recording. Although it happened only
twice, we could not find the reason. It might have been
the microphone that was used by the video conferencing

During development,
we faced delays due to
the OpenAl API’s
response time, which
we improved by
optimising the initial
prompt

During the study, we
faced issues with
microphone access,
app responsiveness,
and smartphone
compatibility
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All participants
completed their tasks
despite inconveniences

Study sessions were
held on Zoom, lasting
about 60 minutes, with
communication in
English
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Blind and Low-Vision Assistant

Say something

Figure 3.2: Blind and Low-Vision Assistant - a backup app
prototype used in the study sessions with text input. It con-
tains one header, a text input, and a couple of buttons from
the framework in the top right corner.

system at the same time. Fortunately, we had an alter-
native app version that allowed participants to type their
questions instead of speaking them (see Figure 3.2). The
third limitation was that the app was incompatible with
smartphones. It was designed to be used on a computer
and not tested on smartphones. Before the study started,
we informed the participants about this limitation, but two
had to use their smartphones because they did not have a
computer. One person dictated the questions to us, and
we typed them into the app; another person made the app
work on their smartphone. Although it was not intuitive,
the participants completed all tasks successfully.

Study Procedure

Study sessions were conducted using the Zoom platform?.

We reached out to the first five participants to choose the
most convenient and accessible platform for them, and they
all chose Zoom, so we decided to use it for all of the ses-
sions. We communicated in English throughout the study.
Sessions lasted approximately 60 minutes, as our test study
session took 45 minutes. We wanted to allow extra time

10 nttps://zoom.us/
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for all participants to ask questions and share their experi-
ences. The meetings were recorded with participants” ver-
bal consent to ensure we could analyse the data later with-
out missing any vital information. A single study session
was divided into three parts.

In the first part, we gathered basic demographic data and
information about the participants’ experiences with Al
and assistive technologies.

In the second part, we presented the app prototype and
asked the participants to interact with it. We incorporated
some interactivity into the study to observe the partici-
pants’ reactions to such an app. Additionally, some indi-
viduals had never used an Al-based voice assistant or any
application featuring LLM-generated responses, so it was
crucial for us that everyone understood what we meant by
an "Al-based voice assistant." Firstly, we asked participants
to perform one or two warm-up tasks to get familiar with
the app. After the warm-up tasks, we asked them to per-
form three main tasks. Each task was designed to fit into
one of the three search categories identified by Marchion-
ini [2006] described in 2.3.1. The first task required the user
to ask about the recipe for a specific dessert. It fell into the
category of lookup search. The second task asked users to
compare different smartphones and choose the best one for
them based on the information provided by the app. This
task was designed to fit into the category of learn search.
The third task was to plan a trip to a specific city. The
user had to ask the app about flights, hotels and tourist at-
tractions. It belonged to the category of investigate search,
which is mainly concerned with supporting planning and
forecasting. The critical aspect of the last task was that the
user needed to concentrate on booking a flight or a hotel.
This allowed us to observe the participant’s reaction to the
app’s capability of performing actions on their behalf, as
discussed in section 2.2.3. We could observe how the app
handles the user’s intent and discuss it with the participant
in the last part of the study.

In the third part, we asked the participants to share their
thoughts about the app and their tasks. We also discussed
their general experiences with Al and assistive technolo-

18t part: participant
demographics and Al

experiences

2nd part: interaction
with app prototype

Three main tasks
included finding a
dessert recipe (lookup
search), comparing
smartphones (learn
search), and planning a
trip (investigate search)

3 part: interview
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Before: reach out to BVI
associations to find
participants, send the
consent form via email

Consent form

During: give a lot of
verbal feedback, offer
breaks and update
about the time

After: offer a
compensation

gies so we could identify the advantages and disadvan-
tages of Al voice assistants. Due to the use of grounded
theory methodology, we did not follow a strict list of ques-
tions for every participant, resulting in semi-structured in-
terviews. We had a list of topics to discuss (see Appendix
A) and chose the questions dynamically.

Ethical Considerations

As there is no Ethics Board of the Computer Science de-
partment at RWTH Aachen, we followed the guidelines
provided by Moore [2002], Trujillo Tanner et al. [2018] and
Nielsen Norman Group!! described below.

Before the study, it was recommended to contact the as-
sociations gathering BVI people to find potential partici-
pants because people trust the associations and are more
likely to participate if they recommend it. Secondly, it was
recommended to send the consent form to participants be-
fore the study so they could read it and ask any ques-
tions they might have. Our consent form described the
study’s purpose and procedure. It also included informa-
tion about potential risks such as mental fatigue, confiden-
tiality, compensation, and the requirement to record the
session without the need for a camera. Moreover, Tru-
jillo Tanner et al. [2018] suggested that to make the study
more accessible, it should be conducted online. It allows for
more flexibility in scheduling and allows the participants to
be in their familiar environment using their own devices.

During the study, the etiquette was crucial. We followed
a couple of rules to make the participants feel comfortable:
introduced ourselves, gave a lot of verbal feedback ("I see",
"I understand", "Yes"), offered breaks and updated the par-
ticipants about the time left. At the beginning of each study
session, we again read the consent form and asked for par-
ticipants’ verbal agreement.

After completing all the study sessions, we randomly
chose one participant who received a 25-euro Amazon gift

1 https://www.nngroup. com/
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card as compensation for their time and effort. The consent
form clearly stated the compensation, ensuring all partici-
pants were informed.

Participants

We recruited N=13 participants (seven females and six
males) for the interactive interviews. After nine sessions,
we reached data saturation and decided to stop recruiting
additional participants. Participants aged between 19 and
65 years old (M=33.4, SD=14.3). We interviewed individu-
als from different countries: eight from Germany, two from
the USA, two from the United Kingdom and one from Cam-
bodia. Eight participants were completely blind, and five
were partially visually impaired. Most of them used screen
readers daily and had experience with at least one Al assis-
tive technology. Eight participants considered themselves
as advanced technology users, four as intermediate and one
as a beginner.

Eleven participants took part in the whole online study ses-
sions. One of the participants decided to continue answer-
ing the questions via email after we finished the interactive
part of the study because they were not feeling comfortable
during the online meeting. The second participant expe-
rienced issues with screen sharing during our session that
we could not resolve. We conducted the demographics part
during the online meeting but ran the rest of the study via
email. We sent the tasks for the interactive session along
with the interview questions. Both participants completed
the whole study sessions, so we considered the results from
all of the sessions.

3.1.4 Data Analysis

The data collected during the study sessions was manually
transcribed. We used the MAXQDA!? software to code the
data and identify the categories.

12 nttps://www.maxqda. com/

We interviewed 13
participants of varying
ages and backgrounds

Two participants faced
challenges that led to
completing the study
via email
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3 Methodology

We used open, axial,
and selective coding to
identify core categories

The data analysis was conducted according to the prin-
ciples of the grounded theory. The coding process in this
method should be iterative and consist of three types of
coding: open coding, axial coding, and selective coding.
Open coding is the first step in the coding process and in-
volves identifying critical phrases in the data. In our case,
we coded the data sentence by sentence and gave mean-
ingful names to the codes. We were constantly compar-
ing the codes and identifying relationships between them.
Three rounds of open coding were conducted to ensure
that the same name coded the same phenomena. After
the open coding process, we moved on to axial coding,
which involves finding relationships between categories.
We grouped existing codes into categories and identified
the relationships between them. Sometimes, we changed
the names of the categories to reflect the data and rela-
tionships better. Finally, we conducted selective coding to
identify the core categories and develop the theories based
on them. Corbin and Strauss [1990] wrote: "The core cate-
gory must be the sun, standing in orderly systematic rela-
tionships to its planets”, and we followed this rule.

3.2 Results

This section provides a detailed presentation of the study’s
results. We demonstrate the pure data here and then anal-
yse it to develop the theories in Chapter 4. We use the ab-
breviation "P" followed by the participant number (P1, P2,
etc.) to refer to the interview participants. Participants in
the online survey are referred to as "S," followed by their
participant number (for example, S1, S2, etc.).

3.2.1 Assistive Technologies and Challenges

From both demographic data and the interviews, we found
that the participants used a variety of assistive technologies
in their daily lives.
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Screen readers were the most commonly used assistive
technology among the participants. P1 highlighted that
screen readers were quick and easy to use, allowing them to
work efficiently in the office. Other participants mentioned
that screen readers were handy for reading documents and
writing their texts.

Participants agreed that replacing the screen reader with
any Al was impossible because it was the most efficient
way to interact with the computer. However, they also
mentioned that the screen reader was not always the per-
fect tool because some websites were incompatible. P5
encountered issues with some work applications because
"most of the time they have no labels.” S6 was often having
"difficulty in understanding which visual element corresponds
to the textual information.” S14 was rarely using mobile apps
because of the “I/O interface issues with VoiceOver on iPhone.”

To interact with the environment, participants were typi-
cally using smartphone apps, such as Be My Eyes!® - a free
app that connects BVI people with sighted volunteers for
visual assistance. A user takes a picture, and the volunteer
describes what is on it. P1 encountered a challenge with
this app: it did not allow follow-up questions. However,
they were unaware that the app had recently introduced an
Al feature that could continue the conversation about the
picture. Other participants already knew Be My AI'* and
were using it for various tasks. P3 mostly used it to de-
scribe pictures of people and places when they were trav-
elling. They were delighted with the app’s ability to ask
follow-up questions about the picture. They also used the
app to read printed documents and recognise specific in-
formation. P11 used it to identify expiration dates on food
products or medicines and read the packaging instructions.
P3 said that the app had greatly improved by introducing
the Al feature, and they would like to see video support
implemented. P8 found the app very helpful and claimed
it had 99% accuracy, as they frequently checked with their
sighted friends, who always confirmed its correctness. One
crucial limitation of Be My Al was the camera’s incorrect
positioning and inability to move it in the right direction.

13 https://www.bemyeyes . com/
14 https://www.bemyeyes . com/blog/introducing-be-my-ai

Screen readers
enhance efficiency

Screen readers are
essential, but have

some issues

Participants use
smartphone apps like
Be My Eyes and Be My
Al for visual assistance
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3 Methodology

Voice assistants are
helpful for various tasks
but have issues with
misunderstanding,
accuracy, and app
dependency

Participants said that with Be My Eyes, the volunteer could
tell them to move the camera in the right direction, but with
Be My Al, it was less flexible. 519 suggested that the app
should have “sensor detection and voice-guided sensor to help
to do better with taking photos.”

Another assistive technology the participants frequently
used was various voice assistants. They used voice as-
sistants for tasks like setting alarms, checking the weather,
asking about current times, spelling words, tracking pack-
ages, playing music, asking basic questions, and controlling
smart home devices. Participants were generally comfort-
able with using voice assistants in public. Many users re-
ported misunderstandings or mentioned that their voices
were not recognised correctly. P2 said that they hated Siri
because “it just makes up things” and “comes up with answers
that make no sense.” Additionally, they always had to dic-
tate the text to Siri with all the punctuation marks so it
could understand them. P4 was sometimes frustrated be-
cause they were talking too quietly, and the voice assis-
tant was missing their voice. P13 had a lot of Alexa de-
vices at home, and sometimes, they were all responding at
the same time. Other participants reported that they were
often receiving inaccurate information about the weather.
P11 said they had to be specific when asking about the
weather because the voice assistant did not understand
which city they asked about if there were two cities with
similar names. Another issue one participant mentioned
was “not helpful visual feedback from Alexa.” They could not
see the green circle around the device and were unsure if it
was listening to them. Four participants mentioned apps’
dependencies on voice assistants. Three of them treated it
as a disadvantage because the voice assistant opened the
app on their smartphone so they could do a specific task or
access some particular information. The other participant
said it was an advantage because they could access the de-
sired app only by speaking to the voice assistant. P7 argued
that voice assistants were “not an assistive technology.” They
mentioned that their “use of those was more like everyone else
using it.”
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Other (assistive) technologies that the participants used
were ChatGPT, Envision Al, Braille displays, Microsoft
Copilot, Aira and Google Lookout.

Participants pointed out independence as the most impor-

tant advantage of using assistive technologies. P11 men-
tioned it was a significant advantage because they did not
require personal assistance. The general challenge pointed
out by several participants was the lack of flexibility in the
systems. Some individuals stated they did not understand
how AI works, making it challenging to trust Al-based
technologies.

3.2.2 Al Voice Assistants With LLM-Generated Re-
sponses

Most of the participants were satisfied with the app proto-

type and the interaction with it. Some of them had never
used an Al voice assistant before, and they were surprised
by the quality of the responses. In this section, we share
their feedback on the app prototype and Al systems they
might use.

Use Cases

Many participants wanted to use Al voice assistant for pic-
ture descriptions. Some mentioned uploading a picture
and getting a description like it can be done with Be My
Eyes. Others would like to talk with the Al voice assistant
about the picture they encounter while browsing the web
without uploading it. Moreover, video support was men-
tioned as a significant feature.

Some participants would like to have such an assistant
for navigating through the environment in real-time. One
mentioned that they loved running and would like to run
without a guide. They could imagine running with an Al
voice assistant app that tells them where to go or warns
about obstacles such as curb stones or other people on the

Participants value
independence provided
by assistive
technologies

Participants were
satisfied with the app
prototype

Participants wanted Al
voice assistants for
image descriptions and
videos

Al voice assistant could
assist with real-time
navigation, public
transportation and
indoor location finding
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Al voice assistants
could aid with daily
tasks and planning

Al systems may also
help in smart home
control

way. P1 said they would love to have an Al voice assis-
tant that announces the number of buses approaching the
bus stop. P6 gave an idea to have an Al voice assistant to
help them navigate inside buildings - tell them where the
specific room number or toilet is. Others went even fur-
ther and would like to have an Al voice assistant with a
built-in GPS function: “The app must provide the GPS func-
tion that can help blind and visually impaired people who nav-
igate from one location to another location when not travelling
with a sighted family or friends or stranger in public transporta-
tion” (P8). S13 suggested a GPS explicitly created for BVI
people: “The Al in a GPS app would be useful. Instead of just
saying 'turn left and cross the street’, it can also say "keep go-
ing straight’, ‘a little to the right’, etc.” S6 would like an Al
voice assistant that helps them use physical objects like a
microwave or a washing machine: "I struggle to understand
which button corresponds to the action being described. For ex-
ample, the Al might say: "The start button is on the top right of
the microwave.” However, the concept of "top right” can vary de-
pending on where I am standing in relation to the microwave. If
I am standing to the left of the microwave, my "top right’ might
be different from the Al's understanding of 'top right’.”

Al voice assistants could be used for simple daily tasks.
Participants mentioned activities like checking the weather,
reading mail and recipes or checking food labels: "I have a
few bottles with different labels on. I have not managed to Braille
them yet, so I need to be able to tell what each bottle is” (P9). Ad-
ditionally, they would ask such an Al voice assistant spon-
taneous questions when they are too lazy to type them into
the search engine. Some participants would use it for daily
planning, for example, to check the morning calendar or set
reminders.

Other participants suggested use for smart home control.
P4 said they would like to start the dishwasher or manage
their home heating system using voice. P5 would like to
have the possibility to check the state of every device in
their home by voice, including the cat feeder. Similarly, S12
would like it to read text from “electronic displays such as a
heating pad, humidifier, dehumidifier, thermostat, and other elec-
tronic things that are not available through an app.” P13 men-
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tioned that they already used Alexa for these things, but an
Al voice assistant could be more efficient.

Summarising text from printed paper was also mentioned
as a potential use case. Participants could imagine upload-
ing a picture of the text to an Al voice assistant and getting
a summary of it read out loud. Then, they could ask the
Al voice assistant about the details of the text and extract
relevant information.

A few participants would see such an Al voice assistant
as a tool to enhance the accessibility of some websites
when they are not fully accessible with the screen reader.
LLM-generated information about the inaccessible parts of
a website could be generated in real time, and users could
ask the Al voice assistant for specific details. S6 would like
Al voice assistant to “recognise visual captchas, fill in the cor-
rect characters [and] relate contextual information to visual ele-
ments on the screen.” Participants also talked about using Al
voice assistants to help fill out different forms: "It would be
interesting to use it for other things when you just work with the
form, and the voice assistant helps you with interacting with it.
But it has to be quite complicated and not accessible form” (P3).

Emotional support was also a critical use case for three
participants. They pointed out that sometimes they were
just bored and would like to describe their feelings: “I just
consider the Al like my helpful assistant that can discuss all prob-
lems with me” (P8). P12 said that they “felt listened to” by the
prototyped Al voice assistant we had created.

Some people would use Al voice assistant as a writing sup-
port that helps them with their work. Not only for writing
the whole text but also for providing text blocks that could
be used in their texts. S6 was a writer, and they would like
to have an Al voice assistant that could help them with vi-
sual descriptions for their storylines: "I want the Al to be able
to understand the context and details of a prompt and incorporate
them into its responses in a meaningful way. I would like to be
able to train the Al using paragraphs from authors and content
that I enjoy, not to plagiarise but to use as guidelines for the Al
to learn from.”

Al could also
summarise the text and

extract details from it

Al voice assistants
could improve website

accessibility

Emotional support from
Al was valued

Writers sought Al
assistance for creative

writing tasks
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Developers wished Al
support for
programming-related
activities

Users wanted Al to
control computer tasks
like booking

Additional uses

Participants
appreciated the
prototype’s simplicity
and usability

Participants who were software developers would use it
for programming: to debug the code, find the suitable icons
or write the documentation. Other participants would
learn new things using the Al voice assistant as a personal
tutor.

Some participants would like to try an Al voice assistant
that takes complete control over their computer: "What is
still missing is access to things controlling like booking flights.
That would be a great option to have more possibilities on that
side. Do and control things” (P7).

Other use cases that participants mentioned were brain-
storming, using for ideation, enhancing productivity, lan-
guage translation, gaming and game development, travel
planning, a search engine or just pure entertainment. One
participant mentioned they would use it the same way as
their current voice assistant.

Advantages

Almost every participant shared a positive opinion about
the Al voice assistant prototyped by us. Everyone said that
it was very easy to use: "You open the web page, you press
that button, and it works” (P2), "It could not be made easier
than this” (P3). P13 had no issues with using the app on
their smartphone. Although P6 was not an advanced tech-
nology user, they said the app was intuitive and easy to
learn. Participants agreed that there was no problem en-
abling microphone access at the beginning: “I have to do
it for everything on the computer, for some online conferencing
platforms and voice search. I cannot avoid it. It is pretty straight-
forward because there are just two options, allow or block” (P3).
P10 liked the simplicity and the simple design of the app.
They kept saying they would not add additional features
because it would make the app more complex. Other par-
ticipants also mentioned that there was no need to include
new features because the app was already “great the way it
is” (P13).
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Many participants mentioned it might be great for infor-
mation retrieval and search. It could "help VI users con-
duct research almost as fast as sighted people instead of having
to browse through search results one link at a time” (S14). S18
already used ChatGPT for quick searches and was very sat-
isfied with the results. P4 described the scenario where they
would use the app to check something quickly on the inter-
net. Some participants used Alexa and other voice assis-
tants for this purpose but said such a voice assistant based
on Al could be more efficient.

The accessible design was also mentioned as an advan-
tage. S9 said that such an Al-based system could be a great
tool “that would not have pop-ups wanting to sign up for this
and that every few seconds.” Other participants liked that ev-
erything was labelled and could easily find the button to
record their voice using their screen reader. They appreci-
ated the possibility of using the app by pressing the space-
bar without needing to search for the button with their
screen reader. Several participants liked having the text
form of the response because they could read it using their
screen reader afterwards: "My concern was, can it also gener-
ate a text response in addition to the voice-based response? You
might need to interact with that text later or just copy the text.
And it did it” (P3). P5 considered himself a “text person”,
and they liked having the text everywhere they could, so it
was essential for them also to have the text form.

Several participants said that the voice-only interaction
was a great benefit. P10 said that although speech input
was more sensitive, it had more potential than text input.
P13, who had low vision, said that voice input enabled
them to use the app without the need to use their magni-
fier, which could “release the stress of having to do that.” P7
said that controlling it by voice was “very handy and effort-
less.” P10 said the sound quality was excellent, even better
than their screen reader’s.

Two participants pointed out the importance of feedback
that the response was being generated. P4 said it was cru-
cial because they knew the app was working. P13 told us it
was beneficial because they did not have to check if the text
was already generated using their screen reader.

Participants valued Al
for efficient information

retrieval

Accessible design was
highly appreciated

Voice-only interaction
was seen as beneficial
and efficient

Feedback on response
generation confirmed

as applicable
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Participants valued
accurate and precise

responses

Participants
appreciated the app’s
design for BVI users

Participants enjoyed
natural interactions with
the Al voice assistant

Participants appreciated the accuracy of the responses.
P10 emphasised that the responses were “very precise”
while the others said they got the exact information they re-
quested. S3 mentioned that the most significant advantage
of LLM-generated responses was the assurance of getting
an accuracy of around 98%. P5 said, “I am happy to have a
system with 90% accuracy because I am getting like 120% speed
increase on Google for example.” P7 told us that the main profit
they saw was the generativeness of the responses. Other
participants liked the details in the answers and that they
did not have to ask for them. What also came as a great
benefit was the Al’s ability to learn over time through the
user’s interactions.

Other participants liked that our app prototype was de-
signed specifically for BVI users. P3 said that it was ben-
eficial when the app mentioned the accessibility features of
the phones in the second task regarding smartphone com-
parison in the second part of the study. S14 said: "Having
a VI-specific LLM [is] nice. [...] What I mean is training the
LLM you use in the app to give every single response tailored
for someone who is blind. This way, the user does not have to
constantly provide that context or ask for specific instructions or
helpful responses for blind people.”

Participants also mentioned that one of the profits of using
Al voice assistant was the possibility of talking to it nat-
urally. P8 liked that the voice tone was not robotic, and
the Al voice assistant sounded like an actual human. Two
participants said that the voice was very clear and easy to
understand. Others liked that the responses were read out
loud very slowly and that the tone of voice was charming.
Participants valued that the conversation felt natural and
did not require specific phrases: "It is great that you can give
whole sentences and you do not have to think about keywords. In
the third question, it was great that I did not have to name de-
tails. I can ask whatever I want, and it is not necessary to name
the specific keywords; that is great. I could just say, please tell
me the status of the dishwasher without telling the name of the
app before” (P4). P10 liked that they did not have to "answer
100% exactly to the question it asked at the end.” P2 added:
"You do not even have to know much about how to talk to it be-
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cause it just tells you when it wants to know something or when
something has not been understood.”

Most of the participants were positively surprised and
impressed by the app’s possibility of performing actions
on behalf of the user, which we introduced by simulating
booking a flight or a hotel:

P1: "I do not want to interact with other websites, hotel web-
sites, for example. It is really comfortable if the system
[does it].”

P3: "If we can complete the process in one step, provide all the
details and complete the booking, it would be much easier.
If Al gets my information, it could pass it directly onto the
app or website where you book the flight.”

P5: "If I could just cut out all the clicks I have to do to make
my screen reader navigate a website, that would make me a
very happy bunny.”

P7: "Booking things tend to be inaccessible at some point, so if
an assistant was able to do this, that would be great.”

P10: "It would ease it a lot like booking trains. That would be
amazing. And give so much time back.”

P11: "Most times I am planning it myself because I am com-
fortable using Google or other machines and websites. But
sure, if it is such easy then why not?”

Participants generally did not see any problems trusting
the app with bank details for actions like booking a flight
or a hotel. Some mentioned they would need only a secure
connection or proper data protection to trust the app fully.
The others said there was no problem with trust because
they already trusted other apps with their bank details. P12
said the interaction felt so real that their mother asked them
if they were booking a real trip.

Other advantages mentioned by participants included
real-time quick responses: "It puts the information literally at
the sound of my voice” (P13). Another noticed profit was the
potential to replace human assistance: “In my private life,

Participants were
impressed by the app’s
booking capabilities

Trust in the app for bank
details was generally
strong

The app offered
real-time responses
and potential for
independence
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Participants compared
Al voice assistants to
traditional assistive
technologies

Participants analogised
Al voice assistants to
traditional ones

Some participants were
sceptical about needing
an Al assistant

Other participants liked
Al for personalisation
and efficiency

Issues with Siri as a
search engine

I use some apps that can describe objects and colours for which
I would have to call somebody via video or ask some person in
real life. And that can now be substituted by the app, and that is
amazing” (P10).

Comparison to Other Assistive Technologies

We asked the participants to compare the potential of Al
voice assistants with LLM-generated responses to other as-
sistive technologies they use regarding efficiency, accuracy,
and overall user satisfaction.

Most participants were analogising Al voice assistants to
traditional voice assistants such as Siri, Alexa, or Google
Assistant. P4 compared the ease of use of Al voice assis-
tant and Alexa: "It is rather easy because if you tell something
your system does not understand, it will tell me that I have to ask
again. Alexa also does it if she does not understand the question.
It requests to repeat.”

P2 compared it to Siri and said they could do the same
things with both of them, so they would not see why they
should use Al voice assistant instead of the traditional one:
"It does the same things that Siri does. I would not use it because
I already have Siri, and I use it sometimes for some tasks. I say
something, it makes a speech to text stuff, so it can know what
I want.” On the other hand, P13 said "I think it can do a lot
more than Alexa can. So this is pretty amazing. I feel like this
one is a lot more personalised and detailed. It gets right to the
point. Alexa always adds a bunch of information that I did not
ask about. 1 like this better than Alexa.” P4 was excited that
they did not have to name the specific keywords to get the
information they wanted like they had to do with Alexa: "It
is great if we can only ask without telling which app you want to

”

use.

Some participants mentioned that Siri did not work well
as a search engine and encountered more difficulties with
it than with the app prototype we created: "Your app might
have the potential to be better pretty soon. It would even be better
than Siri” (P2).
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Lastly, participants were concerned about the lack of con-
versation flow in our app prototype and said that it was
handled better by other voice assistants: “Every time I want
to say something, or even when the Al is asking questions for me
to respond, I have to hit the talk button which is not very realis-
tic when you talk to artificial intelligence. A lot of artificial like
Google, Siri, and Alexa, when they ask questions and they want
a response from you, they switch on automatically, and you talk
to it like you would talk to a real person. That is pretty much
how the Al is operating at the moment. It is not very natural in
terms of the flow of the conversation between myself and the Al
So rather than me hitting record every time, it should do it auto-
matically when it wants responses from me” (P9). On the con-
trary, P7 said that they could not talk to other non-Al voice
assistants like a human and “that was the main difference be-
tween such an Al assistant and these traditional voice assistants
like Alexa and Siri.” However, they also compared the app to
Google Assistant in terms of efficiency and speed and said
the response time was much longer in our app prototype.

Participants agreed that Al voice assistants could never re-

place a traditional screen reader: "They are two different con-
cepts. The screen reader reads the screen and basically anything
that is on the screen, whereas the Al-based Voice Assistant can
provide you with responses” (P3). "One of them is talking, the
other one is reading” (P1). P2 also said that these two devices
did completely different things. P1 described the interac-
tion with our app prototype to the screen reader’s advan-
tage: "To use these Al systems, I have to press a button, and I
have to speak. Then I get the response. I do not really talk with
my screen reader.” Similarly, P5 said it would be frustrating
"if I had to say ‘switch to VS code” and then start dictating my
code.” P11 concluded that, in general, it was hard to say if
the screen reader could be replaced because it depended on
what they did. "It would have to be able to control the whole
computer or phone. As long as the Al cannot move my mouse
and press buttons on my keyboard to control things, it cannot
replace the screen reader at all because it cannot do things and
control things” (P7). However, P9 said there were things not
reached by screen readers yet: “Screen reader does not describe
pictures on the screen. It only reads the text.”

The conversation flow

was criticised

Participants agreed that
Al voice assistants and
traditional screen
readers serve entirely
different purposes
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Participants choose Al
for web searches

Participants expressed
privacy concerns about
using Al systems

Participants
communicated mistrust
in Al's reliability

Nevertheless, participants saw the potential of Al voice as-
sistants in web searches. When we were discussing the
app’s prototype response waiting time, some of the par-
ticipants mentioned that despite not having immediate re-
sponses, they would still use the app because it was more
efficient than using the screen reader to browse the web:
"I do not think it is too long. If you look in the web and you
have difficult keywords, it needs more time” (P4). P5 agreed:
"Even if the response time is longer, it was quicker than me go-
ing to Google to find all the stuff that it gave me.” Although
P2 stated that both Siri and our app prototype could do the
same things, they also recognised the potential to replace
their voice assistant with the app for web searches because
it was “more efficient and smarter.”

Limitations and Disadvantages

The main concerns participants usually raised were about
privacy. Not only about booking details such as bank ac-
count or personal address but also about the whole content
of the conversation. P9 said they always had privacy con-
cerns while using any system with Al “because it is an Al I
have provided the data to the Al, but Al is an Internet-based kind
of system. It works off the cloud. I am providing my personal in-
formation to this piece of IT. How do I know that it is legit? How
do I know that it puts it where I need it? [...] While for some
things I would rely on an Al, for some things I would not. For
example where there is personal information involved. I would
not take that risk in using Al because it is technology. Technol-
ogy can always go wrong. [...] How will I know that it has not
kept my details and put them elsewhere after I have completed the
flight booking? How do I know that? If somebody hacks into the
Al itself, they find my details because I have put them into that
before.”

Furthermore, participants were afraid of unreliable re-
sponses. P2 would not use an Al voice assistant to find real
information but to “play around and find out how it works, how
it does things, how it answers.” P7 said that the fact that the
responses were generative was a reason for Al voice assis-
tants making up things, and that was why they would not
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trust it 100%. P8 assumed that the Al systems were some-
times providing fake or old information, and they con-
firmed their assumption while testing our app prototype.
On the other hand, S6 said that the problem was not about
the fake information but about the Al repeating the same
ideas and phrases all over again: "I want the Al to be able to
think outside the box and come up with new and innovative ideas,
rather than relying on repetitive phrases and tropes.” P9 called
all of the Al voice assistants “useless things”: "It is difficult
to put into words because even though it is meant to be artificial
intelligence, I see no intelligence in that at all.”

Many participants agreed that such an Al voice assistant
could not be the only tool they would use daily. Some
of them mentioned that the devices they currently use and
such Al voice assistants could be complementary “because
Al cannot perform some of the tasks that other tools can” (P9).
Others could not find any application: "I will say it is not
good at all for my daily activities” (P8), "I am not sure how I
would use this in my daily life” (P11). P10 said: "The hugest
problem for me is to remember to use it.” Additionally, par-
ticipants said that Al voice assistants could never replace
physical devices. Some of them mentioned the importance
of physical devices themselves: "If I am using, for example,
a talking blood pressure monitor, I could not replace it with Al
because I need the physical tool that I can use to check my blood
pressure and I need the monitor to talk back to me and give me the
results—the same with talking microwaves, talking cookers, etc.
There are a lot of things that an Al could not do because there is a
physical aspect of things as well as the intelligent side of things”
(P9). The others highlighted that "It is more important to be
able to use the device myself than it is needed to use an Al assis-
tant” (P11). Lastly, a few participants said that no matter
how good the Al voice assistant was, it could not replace
human assistance: "The other thing about Al is that it can be
the most advantageous piece of thing ever, but it can never replace
the assistance of a sighted person, no matter how many improve-
ments that tool could have” (P9). S6 thought that "AI lacks
human expression and emotion in its responses.” Some partici-
pants always preferred to have someone look at what they
do and if they do it right. S16 said that AI might not al-
ways be able to provide the same level of detail as a human
assistant. Even though the potential solution could be con-

Al voice assistants
could not replace

physical devices

Human assistance was
preferred for specific
tasks
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Participants reported
frustration with voice
recognition systems
due to

misunderstandings

Internet dependency
impacts usability and

privacy

necting Al voice assistants with other assistive devices or
1 ” T

apps, P4 raised some concerns: "I am not sure if it is good to

combine too many things into one system.”

"I always have issues with things requiring me to speak because
they never understand me” (P12). "Sometimes it does not under-
stand my questions. I need to repeat the same question again and
again a few times to make it understand my query” (P8). The
next disadvantage that participants mentioned was misun-
derstanding of the users’” voices and intents. P3 said that
the results were not always what they expected because
the answers were completely irrelevant to the questions.
P11 would only use it for simple tasks because they feared
the Al would not understand them. Others complained
about voice recognition, which is still not as good as they
would like, and mentioned that such systems often did not
understand heavy accents from different countries. Lastly,
two participants said that they always had to know specific
phrases to get the correct response: “We need to use specific
words or phrases to trigger the desired response from the Al, but
we are not aware of what those words or phrases are since we
did not program the Al. For example, if I wanted to tell a smart
washing machine to start, I might say start the washer” or "begin
the washing cycle.” However, if the Al is only programmed to
respond to the specific phrase 'start the washing machine,” my at-
tempts to communicate would be unsuccessful” (S6). P4 had no
problems with that but said that older people might have
some issues with finding the correct phrases. S6, a writer
said additionally: “Sometimes, I provide too much detail, and
the Al does not understand what I am asking for. Other times, 1
give specific instructions, but the Al fails to incorporate the de-
tails I want into the storyline.”

What was also noticed as a significant limitation was the
Al voice assistant’s dependency on the internet: "It needs
to send everything I do through the Internet” (P2). Others said
it was not very helpful if they could not use such an app
when there was no internet at all. Moreover, this internet
dependency meant they could not use it privately: “It is
always a question of how good and secure the Internet connection
is” (P11).
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Some participants told us that they would not use such an
Al voice assistant in public. P11 said using their voice as-
sistant in public could sometimes annoy others. P2 would
not want other people to know what they do, especially
when they text someone: “I like typing, because then only I
can know what I am typing.” P5 said the only reason was that
they did not like the feeling of walking around and talking
on their phone.

Another concern that several participants had was the sus-

tainability of the Al systems: "Too much energy and too much
time always to get it into the speech engine from the Al It is just
the thing I always think about when I use the computer and when
I use any kind of technology. How much energy does it use, and
is it necessary? Just a thought I always have in the back of my
mind. I am kind of keen to save energy as much as I can” (P2). "It
is clear that the data are sent around the world on many servers,”
they continued and highlighted that too much energy was
used for too small tasks. “"One concern I have regarding all
this Al hype is that it consumes a lot of energy and is very in-
tense in terms of calculations. So, this is one aspect I always have
in mind when people want to bring in more Al capabilities. It
does not have to be used everywhere” (P10). Others mentioned
that storage also played a role, as the data was stored some-
where, and the location of the servers mattered for the en-
vironment.

Other interesting limitations and disadvantages that par-
ticipants mentioned were:

* too general or too detailed LLM-generated re-
sponses: while some participants liked the detailed
responses, others would prefer to have more general
information and the other way around,

* voice assistant over-reliance on AI: P8 said the Al
voice assistant should not rely 100% on the Al but also
on the pre-programmed responses,

¢ blaming the user: users often blamed themselves for
the Al voice assistant’s mistakes and thought they did
something wrong: “Maybe I should ask in more detail, I
did not do that. Maybe it was my fault” (P1 after getting

Participants reported
discomfort using voice
assistants in public
settings

There were concerns
about Al sustainability
and energy
consumption

Other limitations
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Participants criticised
the app prototype for its
long response times,
inefficient setup, and
unnatural interaction

flow

the wrong response from the app prototype), “It is not
because of the Al It is because of me speaking not clear
enough, or the words are not known to the Al, and it just
does not understand it” (P2),

¢ performance dependency on the equipment: partic-
ipants mentioned there was the need to have a good
microphone and a good sound system to get the most
out of the Al voice assistant,

* expensive software: participants raised a concern
that such software could be expensive, noting that
more expensive software was often performing bet-
ter: "Some programs work better, but it is costly, so I just
choose those without cost” (519), "We really need [apps]
for free at no cost” (P8),

¢ challenges faced by novice users of technology: P2
was worried about the younger people who had just
started using assistive technologies and the older peo-
ple who were beginners in technology. They thought
such an Al voice assistant could be too complicated
for both groups.

In addition to the general disadvantages, participants men-
tioned some specific aspects of the app prototype we cre-
ated. One was the long waiting time for the response: "It
was a bit long. For Al, for computerised systems, it should not
be that long. It is like asking a question to a real person, and
they need to think before giving me a reply. But with a robotic, it
should not be like that. If I am asking a question to a robot, that
is the whole point of a robot: the answer should be instantly. 1
do not think the waiting time is appropriate at all” (P9). Some
of the participants mentioned that they were aware of this
challenge: “I know that Al takes a while because it is a lot to
process” (P10). P3 said they "just needed efficiency and speed”
and that “turning on the computer, opening the website, asking
questions, waiting for the Al to generate the response” was not
ideal for them because they needed to get things done as
fast as possible at their job. Similarly, P1 said they could not
wait for it to generate the response because they were used
to getting the information immediately from their screen
reader when interacting with the computer. P11 told us it
would be much easier to hit a shortcut in some situations
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than to ask the Al voice assistant for a response. “As long
as I have the feeling it takes me more time to use an Al than to
do it myself and just type it into a search engine, then I do not
find it helpful in my everyday life because it takes longer most of
the time” (P2). "If I always had to say “read the next cell,” "read
the previous cell,” it would be way too much” (P11). P2 said
a few settings had to be made before they could use the
app, which was inefficient if they wanted to use it quickly.
P9 said that the conversation did not feel natural regarding
the flow: "Rather than me hitting record every time, it should
do it automatically when it wants responses from me."”

Moreover, the participants could not interrupt the app
while it was talking and had to wait until the end of the
response, which was frustrating for some of them. They
were also unsatisfied that our app prototype could not un-
derstand other languages. P2 spoke English very well but
wanted to ask a question containing a German city name,
which the app prototype could not understand.

Furthermore, P3 raised a concern that the app was not
practical for everyone but only for BVI individuals. In the
second task in the interactive part of the study, they no-
ticed that the app mentioned the accessibility features of
the phones and that they were not helpful for sighted peo-
ple. They said that although the app was helpful for them,
it should be designed for a general audience and not only
for BVI users.

Some participants raised potential concerns about per-
forming actions on behalf of the user in the third task of
the interactive part of the study concerning booking. First,
they saw some privacy issues: "It depends on where the Al
system is situated. Here in Germany, we have some more data
protection than in the United States. I do not want any server
or company to share my private details.” (P1). They also said
they would not be concerned about minor things like on-
line book shopping because they gave their bank details to
the website anyway. Two other participants were satis-
fied with the app booking everything for them but would
benefit from the step in between with all the details to con-
firm the booking. However, they would prefer to make the
transfer manually for the bigger ones.

Participants were
discouraged by the
inability to interrupt the
app and the lack of
language support

Participants suggested
that the app should be
designed for all users,

not just BVI

Participants expressed
privacy concerns with
booking actions

Some participants
preferred reviewing
details before
confirming larger
bookings
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App mistakes caused
user distrust

Participants desired
more information and
independent booking

confirmation

Some participants
preferred text input over
voice for convenience

Secondly, participants were afraid of making mistakes with
the app. P1 said: "I do not know if I would book something
like that with this kind of app at the moment, because what if it
books a flight which is not convenient for me, for example, 2:00 in
the morning?” P5 described themselves as a “mistrustful per-
son”, and they would not trust the app with all the booking
details. P9 was frustrated after the third task: “Its job is to
find me the first available date and say "This is the date available.
Are you alright with that, or should we look any further?’ In-
stead, it just goes, "Alright. I have booked your flight, hotel and
everything.” without even telling me what it has done when my
flight is, and what is going on.” P10 was surprised negatively
because the app gave them “concrete prices for a very unspe-
cific connection. [...] I do not know how much I would have paid
and when I would have to enter the train or if it is a day ticket.”

Lastly, participants would need to know more about the
booking source. P1 suggested that the app should give
them some alternatives to choose from. Several partici-
pants would prefer to receive the booking confirmation via
email and complete the booking process independently to
know the booking page exactly.

Design Recommendations From Participants

We asked the participants what they would like to see in
future Al voice assistants and what improvements they
would suggest for the app prototype we created.

Some participants preferred a text input option as an al-
ternative to voice input. P5 said they were a “real keyboard
person” and would always prefer to type than speak. P11
said they were much faster at typing than speaking, and in-
teraction via text would be much simpler. S14 kept a wire-
less keyboard around their house, and they always used the
browser versions of the apps on their laptop. P12 said they
would decide about daily usefulness depending on existing
text input options. Participants suggested adding a toggle
between voice and text input so they could switch between
them depending on the environment: “For spelling things
like a name or an address or for environments where I could not
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talk, it would be desirable to have a text input possibility” (P7).
One participant thought about the separate input method
for sensitive information: “[I could] just get a pop-up on my
screen in the form of an edit field. And then just type the infor-
mation, the data, the credentials or the card number. That is a
better way of dealing with this. [Another] idea could be that you
just type in some of the information you need, like the password
for your PayPal account, so you do not need to say the password
out loud” (P3).

Others would like a text output option, as it was already
implemented in our app prototype. P10 said that text form
was very beneficial “because then the user could also jump at
the end of the results and look for the phrase the assistant is ask-
ing.” Others mentioned that they would like to receive a
text form before the voice output: "I would prefer to have the
text output as soon as it starts. When the voice assistant is read-
ing out the answer, I would love to read it in parallel” (P10), "I'd
like to be able to review the text before it finished speaking” (P5).
P9 said it was important to have “some quick way to go to
the top of the text.” Similarly to the text input, P5 suggested
that such an Al voice assistant should have both options
depending on the situation and the environment. Addi-
tionally, P5 would like to have the possibility to turn off the
speech output entirely because they did not like human-
sounding voices and any speech interactions with systems
at all.

If it comes to the text output provided, participants men-
tioned some ideas to store the text for later use: "I would
need that [cake recipe] in text form via email so I can use it later
because I do not want to bake the cake now, but tomorrow and
then I would have to go through the process again” (P2). "I
would expect it to say things like "'Would you like to save this
recipe? Would you like me to send the recipe by email?’” (P9).
As an alternative, P2 suggested that the app should be able
to copy the text into a file when the user asks and save it
on the computer or download it in the browser. They also
gave an idea for saving an audio file of the response. P9
said that it was an app that should propose to save the text
in a file by saying “Would you like me to write this up for you
and give you a link to download it?"”

Other participants
desired simultaneous
text output with voice
responses

Users suggested
features for saving text
and audio responses
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Smartphone voice
assistant was
suggested for efficiency
and accessibility

Need for fully
accessible app on all
platforms

Al voice assistant
should connect to
existing apps and

devices

The others would like Al voice assistant on their smart-
phones instead of the computer as a mobile app. P2 said it
would be great, for example, when they were on the train
and did not have a laptop. "Your smartphone is always with
you. Your laptop - you have to put it to start, and it takes a while.
Sometimes, I am just too lazy to start my laptop, so I prefer to
do things on my smartphone. Sometimes, it is easier to use. It
would be OK if the same system would be on my smartphone”
(P1). Some participants proposed that Al voice assistant as
a built-in feature might be more efficient and even more ac-
cessible: “That might be easier for a lot of people because it is
more accessible. You do not need to go over several steps to start
it in the browser, to open the web page” (P2). P3 subjectively
evaluated that a built-in version “would increase usability by
15 to 20%."

P10 summarised “What I do not like about most assistance is
that the navigation is relatively complex. You have an input field,
and then another output field, and you have to jump from here to
there and lose the overview over the results” and recommended
that the design of such voice assistant should be “kept very
easy.” Two participants raised the need for an app that is
"fully accessible on any platform and with any screen reader”
(S5).

Many participants suggested that the Al voice assistant
should be connected to other apps, devices or systems that
they already use: "Maybe an app that can link with things I
already have” (59). Some of them proposed connecting the
Al voice assistant to the screen reader: “We can implement
Al into the existing screen readers so that if there is any problem
with accessing information, then we might make use of AI” (P3).
P4 said that good integration with the screen reader was the
key because it should keep all its features. P5 suggested en-
hancing the current screen reader functions with Al capa-
bilities. Still, they were unsure how it could be done: “For
example, on the ChatGPT website, when I type my response, there
is no notification from the screen reader when the response comes
in because they do not have ARIA set up. Nice if the screen goes
"OK, well, there is no text being off the screen, and it is scrolling.”
Maybe it can make a scrolling noise, and then when it looks like
it is done or it gets to know that website, play me a little song or
something.” Others thought the other way around and sug-
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gested creating an Al voice assistant with screen reader ca-
pabilities: “The screen reader should be also implemented inside
the Al-based app [...] We can extend [Al voice assistant] also to
screen reading functionalities” (P4). Instead of connecting
the Al voice assistant to the screen reader, S6 suggested an
Al voice assistant app which “could automatically recognise
when a screen reader is being used and assist. The Al [could]
generate textual information through screen reader functionality,
describing the different elements on the screen.”

"It should be possible to make some changes to these things
because everybody has different preferences”, said P2. Partici-
pants would like to have the possibility to customise the Al
voice assistant to their needs as they do with their screen
readers. They mainly mentioned settings related to the
voice output, like the voice speed or tone. “For me, it would
not be needed because I like this voice and the speed is OK. It
does not talk too quickly or too slowly, but it would be good if
you could change that because some people like it more quickly,
and some people like it more slowly. Some people like maybe a
different voice” (P2). Another participant, who was not en-
tirely blind, raised a need to change the colour of the text in
the app. Others mentioned that they would like to change
labels by themselves. One of the participants said that it
would be nice to change the words that response is being
generated to “sounds, some knock one after another so that you
can hear all the time that it is working” (P4). They said it was
a necessary adjustment for the people who had problems
with hearing because they might prefer to hear the sounds
instead of the voice.

What was also mentioned in terms of customisation was
the possibility of providing feedback if the LLM-generated
response was incorrect: “Firstly, a feature that allows human
correction and feedback to improve the Al’s recognition and un-
derstanding capabilities would be incredibly beneficial. When I
receive a description from artificial intelligence, I want to be able
to correct it and provide feedback that would help the Al learn
from its mistakes. This applies not just to images but also to
descriptions for videos, documents, and overall context. This in-
cludes discussing the impact of lighting, image composition, and
cultural references on image and video interpretation. I want to
be able to speak to artificial intelligence regarding why it mis-

Proposal for Al voice
assistant to include
screen reader features

Participants desired
customisable settings
for Al voice assistants

Participants discussed
feedback for improving
Al responses
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to repeat answers

Concerns about
internet dependency;

local hosting preferred

Suggestion to upload
files for enhanced

interaction

Al should learn from the

community to improve

took one object for another, whether that was due to the angle of
the picture, the context, the location, background elements, or the
overall composition of the photo” (S6).

Participants wondered about the possibility of the Al voice

assistant repeating answers: "I should have asked if it is possi-
ble to repeat the last answer, especially in the recipes. It should be
a possibility that it can be repeated because I cannot remember all
steps of a recipe” (P4). S19 said it was annoying that some-
times they had to repeat the process when the answer was
unclear. They could ask the Al voice assistant to repeat the
last answer if there was a repetition option.

As mentioned in the limitations and disadvantages, partic-
ipants were concerned about internet dependency. Some
of them suggested that they could have the Al voice assis-
tant on their local machine and not in the cloud: “When it
all takes place on my PC right in front of me, then it does not
have to be sent through the world to be spoken to me” (P2). P11,
a software engineer, said that they would prefer to be able
to host this app locally on their machine because of privacy
concerns and hackers who may read the traffic. S16 said
that the most beneficial feature for them would be "if the
Al was not an internet operating software, but rather a hardware
that could provide visual assistance and sighted guiding.”

Participants suggested that each Al voice assistant should

have the option to upload files whether it is a text file, a
picture, or a PDF document: "Maybe it would be interesting
to add more functionality such as uploading data, a picture, PDF
document or Excel document” (P3). This way, users could in-
teract with the Al voice assistant more complexly by talking
to it about the content of the uploaded files. Participants
mentioned features similar to those within the Be My Al
app, such as the possibility of asking follow-up questions
about the picture.

Two participants mentioned the concept of tailoring the Al
voice assistant specifically for BVI users by letting it learn
from the whole community: “The Al should also be able to
learn from the community, gathering data from multiple users
and incorporating it into its learning process. This would al-
low the Al to become more accurate and relevant over time and
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provide better responses to users. The Al should be able to sug-
gest new parameters and ideas based on trending data and user
feedback, allowing for continuous improvement” (S6). S14 sug-
gested training the model on blind-specific forums: “Also
training the LLM on blind-specific forums so it can learn from
the collective knowledge of other blind people who have shared
proven tips and tricks and strategies.” S6 also mentioned that
it would be nice to subscribe to some packages, such as a
writing package based on user feedback.

Training on
blind-specific forums’
data
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Chapter 4

Discussion

In this chapter, we share the user study results and conduct
a literature review to develop theories and design consider-
ations. We also present the limitations of our study, point-
ing out any biases or challenges we faced along the way.

4.1 Theories

First, we examine the categories derived from the interac-
tive study and online surveys. We present them below as a
list of statements summarising the findings, and we discuss
them in detail by comparing our results with the literature.

4.1.1 No matter how good the Al is, screen readers
remain irreplaceable

Despite some imperfections and limitations such as dy-
namic content changes [Kim et al., 2021], image description
[Guinness et al., 2018; Stangl et al., 2020] or numerous com-
mands to remember [Vtyurina et al., 2019], almost all of our
participants use screen readers daily and are very satisfied
with them. Screen readers are quick and relatively easy to
use once the user learns the shortcuts and gestures. BVI

BVI individuals use
screen readers daily
and are satisfied
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Screen readers and Al
serve different
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implementation

people are used to screen readers and can do almost ev-
erything with them very efficiently. Vtyurina et al. [2019]
recognised that screen readers are needed for in-depth ex-
ploration and can provide a significant number of naviga-
tion modes which operate at different granularities.

When we asked to compare the Al-powered system with
LLM-generated responses with the screen reader, our par-
ticipants said these technologies were two completely dif-
ferent concepts serving distinct purposes. They found it
frustrating to use the Al voice assistant for tasks they could
complete with their screen reader because they would have
to dictate every command to get the desired information.
One of the findings of Phutane et al. [2023] is similar -
their participants could not imagine talking to their screen
reader. On the other hand, Ashok et al. [2015] found out
that users prefer to use screen readers with a voice control
feature to save time and effort. This might be because their
research was conducted in 2015, and technology such as
voice control was still new and exciting for the participants.

However, the Al voice assistant could be a great addition to

the screen reader. As per Phutane et al. [2023], Al-powered
features could be an extension to any of the current users’
ecosystems. Al might be used for tasks that cannot be
done with the screen reader as an only tool, such as im-
age description or quick information retrieval. We also dis-
covered that users would appreciate the possibility of Al
helping them browse inaccessible web pages. Kuzdeuov
et al. [2024] noticed the same and called Al an "accessibility
enhancer" in such cases.

Such a feature could be implemented just as a single but-
ton that switches the Al voice assistant on and off or a fea-
ture that recognises in which situations the Al voice assis-
tant could be helpful and switches it on automatically, as
one of our participants proposed. Some suggested that this
could be done the other way around, meaning that the Al
voice assistant could be enhanced with screen reader fea-
tures, such as navigation via shortcuts and commands.
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4.1.2 The most crucial feature sought by BVI users
is the ability to describe images and ask
follow-up questions

In the previous theory 4.1.1, we mentioned that Al voice
assistant could be an accessibility enhancer. As pointed out
by our participants, some of the primary use cases of Al as-
sistants associated with improving accessibility are image
description and navigating the environment in real time.
They include:

e manually uploading the image and getting its de-
scription,

¢ an immediate description of inaccessible images on
the webpages (as a way to enhance the general acces-
sibility of the website), and

¢ pointing the smartphone’s camera to receive a real-
time description.

Our participants need to have the opportunity to ask
follow-up questions about images. Phutane et al. [2023]
findings also suggest that BVI users’ most common desire
is to ask questions about images, which could be especially
useful on social media pictures that often lack alt-text de-
scriptions. Stangl et al. [2020] found out that news articles
and social media sites are the ones that are the most inac-
cessible for BVI users. Their participants reported the need
to have image descriptions that clarify the purpose of the
image and the context in which it is used (for example, for
images where people are present, participants wanted to
know who was in the image and what they were doing).

The authors proposed future work on image description
where users could specify the quantity of the content de-
scription, decide the level of precision and ask for descrip-
tions only for demand, which is similar to what our partic-
ipants noted and can be achieved together with the feature
to ask follow-up questions about the image.

Although solutions such as Be My Al exist, they can-
not serve other purposes, such as information retrieval

Al voice assistants
enhance accessibility
through image real-time
descriptions

BVI users desire image
context and clarification

Future image
descriptions should
allow user
specifications

Al could enhance image
description systems
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searches or setting reminders. The latest version of Ope-
nAl’s GPT model, GPT-40 (mentioned in 2.2.2), could be an
excellent base for developing an Al system that describes
pictures, navigates through the environment in real-time
and performs other tasks, such as retrieving the informa-
tion. What could be more challenging to achieve with this
model right now is a GPS function specifically tailored to
BVI individuals that would be a valuable addition for nav-
igation purposes.

4.1.3 Al assistants can be effective information re-
trieval tools for BVI users

Another interesting use case is retrieving information from

the internet. Al assistants can help BVI individuals con-
duct searches almost as efficiently as sighted users. Some
of our participants already use traditional voice assistants
or ChatGPT for quick information retrieval, but they all
agree that Al-powered voice assistants could be faster. The
need to review the search results individually and read
the whole webpage to find particular information could be
eliminated since the Al assistant can provide an immedi-
ate answer for the given query, including sources. Simi-
larly, Murphy et al. [2008] found out that many web pages
contain large numbers of outgoing links and going through
them is time-consuming for BVI users. They confirmed
that less experienced users tend to visit familiar or "blind-
friendly" web pages so they do not experience informa-
tion overload. Most of the time, they ask for help from a
sighted person to find the information they seek. More-
over, Ashok et al. [2015] discussed that a serial narration of
content from the web could cause irrelevant information to
be read aloud.

There already exist Google Chrome extensions such as We-
bChatGPT! that provide an instant answer to the user’s
query provided in search engine together with web page
sources. These could be redesigned to be more accessible
for BVI users, for example, by serving as a voice assistant

1 https://tools.zmo.ai/webchatgpt
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that reads the answer aloud and provides an intuitive way
to browse the sources.

However, there exist some limitations regarding the infor-

mation retrieval capabilities of Al. Our participants pointed
out that most of the time, responses are either too general
or too detailed, and they would like more control over the
amount of information received. It was also noticed by
Phutane et al. [2023], who demonstrated that users pre-
fer to have a system that has different roles for different
tasks: for more general questions, they prefer to receive
only a straightforward answer; for more complex questions
- information about only specific things and for more ex-
ploratory questions - a list of keywords that they can fur-
ther explore. Some of their participants viewed summarisa-
tion as a loss of user control, and they preferred to go over
the web page themselves. Besides, Vtyurina et al. [2019]
found that a single answer is appropriate for simple ques-
tion answering but not for more exploratory search tasks,
as it provides only limited information.

Al voice assistants are great as information retrieval tools
or search engines. Still, they have to offer a more efficient
and customisable way to do it than traditional voice assis-
tants.

4.1.4 BVI users expect Al systems to be flexible

The previous theory 4.1.3 raised the need for Al systems to
be more customisable and flexible. We discussed the adapt-
ability and personalisation of such Al tools with our partic-
ipants and discovered that customisation is undoubtedly
one of the most crucial aspects of such technologies. The
core category and its subcategories are shown in Figure 4.1.

A critical customisation parameter is switching between
the text and voice modes for both input and output. Re-
garding input, it should be possible to change its type de-
pending on the context or completely switch off the voice
input.  Phutane et al. [2023] and Vtyurina et al. [2019]
found out that many of their participants were more effi-

Users desire more
control over Al
response details

Al assistants need
enhanced efficiency
and customisation

The need for
customisable and
flexible Al systems

Switching between text

and voice input

Some users prefer
typing
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Feedback feature
enables corrections and

system learning

Users desire voice

settings

input/output providing feedback to
customization the system
L
FLEXIBILITY
\_\_\_‘_‘_‘_._'_'_‘_/

natural conversation
flow

voice settings
adjustments

Figure 4.1: Theory 4.1.4: BVI users expect Al systems to be
flexible. The figure shows the main category derived from
the data we gathered: flexibility and groups of codes that
belong to it - input/output customisation, voice settings
adjustments, providing feedback to the system and natu-
ral conversation flow.

cient with a keyboard than their voice, so they would also
appreciate the possibility of typing the question. Regarding
output, our participants would like to have the possibility
to read the response in addition to hearing it. Our app pro-
totype already implements this, but the text appears after
the voice output is finished, which is not always conve-
nient.

Moreover, the possibility of providing feedback to the sys-
tem is a helpful feature. The opportunity to correct the sys-
tem when it makes a mistake and emphasise that it should
learn from these corrections is very appreciated by our par-
ticipants. Likewise, participants from a study conducted
by Phutane et al. [2023] shared expectations from an Al to
learn their behaviour and adapt to task, their personalities
and their moods when using the system. They also men-
tioned that such systems should learn their navigation pat-
terns.

Furthermore, our participants mentioned adjusting voice
settings, like speed or tone. Participants from Phutane
et al. [2023] and Abdolrahmani et al. [2018] also stressed
that such an Al system should be customisable enough to
allow users to set their preferences such as speech rate, the
order in which information is read and the voice tone. We
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found out that the option to choose the conversation’s lan-
guage should also be considered.

Lastly, the possibility of talking to the AI voice assistant
naturally makes the system more flexible, and our partic-
ipants appreciate it. They value not robotic human-like
voice of our app prototype and the possibility to ask ques-
tions conversationally without using phrases as opposed to
traditional voice assistants.

4.1.5 BVI users’ big frustration with voice assis-
tants is the lack of understanding

However, with natural conversation flow comes one of the

most significant frustrations of BVI users with voice assis-
tants - the lack of understanding. Some users do not like
voice assistants at all because assistants often do not under-
stand them, leading to frustration as users lack the patience
to repeat questions multiple times. The voice recognition is
not always perfect, and our participants complained about
various systems being unable to understand their heavy
accents. Phutane et al. [2023] also noticed the frustration
of BVI users with voice assistants not understanding their
speech. Likewise, Abdolrahmani et al. [2020] found out
that misunderstanding caused participants to lose confi-
dence in voice assistants” accuracy and utility. This led to
significant trust issues.

This theory does not refer only to misunderstanding the
speech but also to misinterpreting the questions. Abdol-
rahmani et al. [2018] noticed that assistants often misinter-
pret users’ questions, particularly in noisy public settings.
Our participants would use voice assistants only for simple
tasks because they fear they would not be well understood
for more complex ones, such as writing an important email
or scheduling a meeting in the calendar. Some suggested
that the system should always ask for confirmation when it
does more complicated things.

Moreover, users often need to memorise specific keywords,
phrases, or voice commands to get the desired information,

Natural conversation
with Al improves
flexibility and
satisfaction

Understanding
difficulties frustrate BVI
users of voice
assistants

Misunderstandings
cause mistrust in voice
assistant accuracy

Misinterpretation of
questions is a common

issue

Users must use specific
commands
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Al improvements could
enhance natural

conversation flow

Users need reliable Al
for daily practical use

Sources could enhance
trustworthiness

Inconsistent answers
are as problematic as
false information

for example, "start the washing machine whites program"
instead of "switch on the washing machine and choose a
program for white clothes." Voice assistants also often fail
to catch colloquial phrases or names of the places or peo-
ple [Abdolrahmani et al., 2018], which our participants also
experienced. This is the room for improvement that Al-
generated responses could fill in as they could provide
more natural conversation without specific keywords and
better understand the user’s intent.

4.1.6 Inaccurate LLM-generated responses lead to
BVI users’ mistrust of Al systems

Misunderstanding is not the only reason for BVI users’
mistrust of Al systems. One of the most critical aspects of
the AI tool with LLM-generated responses is the accuracy
of the responses. We found that users need the tool to be re-
liable for daily use. Without trust, the usage will be some-
what playful and exploratory. The Al’s generativeness is
problematic due to its potential to yield false information.
One of the suggested potential solutions to this problem is
that the system could provide information from both web
and pre-programmed responses. Furthermore, the system
should be able to provide the sources of the information
to increase trustworthiness. However, some of our partici-
pants mentioned that they would not use the system to find
accurate information in any case, regardless of the informa-
tion source, due to their general mistrust of this technology.

On the other hand, participants noted that false informa-
tion is as problematic as the system providing inconsistent
answers to the same question. The same phenomenon was
noticed by Wulf et al. [2014] but in the responses from tra-
ditional voice assistants, which negatively influence user
behaviour.
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4.1.7 An Al system that performs actions on behalf
of users could be beneficial for BVI individu-
als

Most of our participants are very optimistic about the pos-
sibility of the Al system performing actions on their be-
half. It is perceived as a great help in completing time-
consuming or challenging tasks. Some tasks tend to be in-
accessible at some point, as noted by Ashok et al. [2015].
They discovered that BVI users spend excessive time and
effort on simple day-to-day tasks such as online shopping
or flight reservations. This is primarily due to content-
rich web pages filled with information and advertisements.
The authors reported that it gets typically worse for novice
users who are not familiar with the screen readers yet and
use, on average, five different shortcuts.

A feature that automates tasks would ease a lot of on-
line activities, allowing BVI people to be more independent
and saving them a lot of time. Our participants appreciate
putting the system in charge of specific tasks by providing
personal information. In general, they do not see any pri-
vacy concerns in such a system because they give their per-
sonal information to other web pages anyway. Although
some already use traditional voice assistants for less com-
plex tasks, they sometimes get frustrated for various rea-
sons, some of which we mentioned, in theory 4.1.5.

Similarly, Abdolrahmani et al. [2018] suggested that tradi-
tional voice assistants should support more apps, services,
and complex tasks through voice interaction. In their other
study, they noted that the biggest frustration is voice assis-
tants having a finite time to listen to the user, which can cre-
ate pressure to speak quickly before the time runs out [Ab-
dolrahmani et al., 2020]. Moreover, they discovered that
some apps may be inaccessible, so it is not always possi-
ble to interact with them using a traditional voice assistant.
The Al system would be greatly appreciated for complet-
ing more complex tasks on any application without time
constraints. Further enhancing inclusion is the fact that per-
forming actions such as setting reminders or tracking calen-

Users are optimistic
about Al assisting with
tasks

Automating tasks
enhances
independence

Voice assistants need
broader support and
improved accessibility



62

4 Discussion

Our participants want
more control and

privacy with Al tasks

Some are open to data

access for efficiency

Exploring Rabbit R1 as
a service for BVI users

User data safety and
privacy are critical
concerns

dars could be helpful for people with memory loss [Vtyu-
rina et al., 2019].

On the other hand, some of our participants are more cau-

tious about the Al system performing actions on their be-
half. They have privacy issues with the system’s access to
their personal information. Although they appreciate the
help, they would prefer more control over providing the
data to the system. On top of that, they would not trust the
system with tasks containing detailed information, such as
exact departure time while booking flights. They would
prefer a confirmation step in between to prevent the sys-
tem from making mistakes. Likewise, Phutane et al. [2023]
found out that consent is crucial for users regarding Al sys-
tems performing actions.

Other participants from our study are open to the system
accessing their personal information if it would enhance
task efficiency, as they already share their data with other
websites. The only thing they would need is a secure inter-
net connection.

We suggest that Rabbit R1, described in section 2.2.3, might

be one of the solutions to this problem as it could perform
more complex tasks. This device could be redesigned so
that the user does not have to buy the product but could
use it as a service, for example, a simple smartphone app
or a screen reader addition. However, the potential of this
technology needs further exploration and testing with BVI
users to determine its actual benefits for them.

4.1.8 BVI users seek safe Al systems that do not
share their data

Theory 4.1.7 leads us to another one - the safety of the
users’ data. As mentioned several times, one of the pri-
mary concerns expressed by our participants is the system’s
privacy. Similarly, the findings by Phutane et al. [2023] in-
dicated that confidentiality and privacy were essential for
new system users. Cambre et al. [2021] suggested that pri-
vacy should be vital to any web-based system. This refers
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to the data collected by the system and the data that it
shares. Users often seek knowledge about the system’s
privacy policy, especially the information about where the
data is stored.

Moreover, the internet dependency is also considered as a
privacy concern. The data is usually stored on the cloud,
and the system must be connected to the internet to work.
This raises issues about the system being hacked and data
being stolen.

Moreover, the use of the system in public is a danger to
privacy. Apart from interrupting others with the system’s
voice output, which several of our participants mentioned,
they see some privacy issues with others overhearing their
personal information. As Abdolrahmani et al. [2018] no-
ticed, participants prefer not to interact with Siri pub-
licly because of privacy concerns and social awkwardness.
However, there are not many privacy concerns when using
them at home. According to Phutane et al. [2023], maintain-
ing privacy in public was a concern for their participants,
and each had different preferences.

It is crucial to provide the possibility of adjusting the pri-

vacy settings. Phutane et al. [2023] suggested three differ-
ent levels of control for various kinds of tasks: for voice
and cursors - granular control; for representing on-screen
content - medium control; and for task assistance - high
control. This way, users could always choose the level of
privacy they are comfortable with.

4.1.9 Simplicity in Al systems is the key

However, the Al system should not be overloaded with
features. In general, the simplicity is highly respected. Our
participants appreciated the plainness of the app prototype.
Figure 4.2 shows the theory’s subcategories described in
this section.

The participants found our app prototype easy to use.
Even beginner users saw the usage of the app prototype

Internet dependency
poses risks of data theft

Public use raises
privacy and social
awkwardness issues

Customisable privacy
settings are essential
for user control

Simplicity is highly
valued, and feature
overload should be
avoided

The system should be
intuitive and

user-friendly
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Accessible design aids
navigation and supports
simplicity

gase of use accessible design
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no additional features

use for simple daily

needed tasks

Figure 4.2: Theory 4.1.9: Simplicity in Al systems is the key.
The figure shows the main category derived from the data
we gathered: simplicity and groups of codes that belong
to it - ease of use, no additional features needed, accessible
design and use for simple daily tasks.

as intuitive and very easy to learn. The design was not
overloaded with information and was easy to understand.
Some said that the system did not need any additional fea-
tures because it would cause it to be more complicated.
They appreciated the fact that the responses were concise
and detailed at the same time.

Moreover, the accessible design is often related to the sys-
tem’s simplicity. The fact that every element was clearly la-
belled made it easier to navigate through the app. Vtyurina
et al. [2019] found out that users with memory loss some-
times encounter difficulties with the system’s complexity
due to the need to remember the commands. If the system
is kept simple and easy to use, it can be more inclusive for
BVI users with other additional impairments. Additionally,
the Al system with LLM-generated responses could effec-
tively assist with the simplest daily tasks, such as checking
the weather or reading emails.
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41.10 BVI users do not see much difference be-
tween an Al-based voice assistant and a tra-
ditional one

As mentioned several times, BVI people are heavy users of
traditional voice assistants, such as Siri, Google Assistant or
Alexa. They use them for simple daily tasks, such as set-
ting reminders, checking the weather or reading mail. They
generally appreciate voice-only interaction and the possi-
bility to ask questions conversationally. However, they of-
ten get frustrated with them for various reasons, such as
misunderstanding described in theory 4.1.5.

We asked our participants to compare the Al-powered
voice assistant with traditional ones. Some of them, par-
ticularly those with IT backgrounds, value the generative
nature of the responses. In contrast, others perceive little
difference because they could do the same tasks using both.
Another point of view was that the Al-powered voice assis-
tant could be better as a search engine, but the traditional
voice assistant is better for daily tasks. The results might
be biased because some participants were unaware that Al
does not power traditional voice assistants. Likewise, Ab-
dolrahmani et al. [2018] discovered that participants were
surprised that Siri could not learn over time.

4.1.11 Users take sustainability into account when
using Al

Last but not least, we also address the sustainability of AL
No matter how good the Al system is and how many fea-
tures it has, some users may not use it daily because of the
environmental impact this technology has.

Their worries are justified. Van Wynsberghe [2021] dis-
cussed that recent advancements in Al caused a significant
increase in energy consumption and carbon emissions due
to the computer power needed to train and use the models.
For example, she presented that Google’s AlphaGo model
generated 96 tons of carbon dioxide over 40 training days,
which equals 1000 hours of air travel. The author proposed

BVI users frequently
utilise traditional voice
assistants for daily
tasks

Our participants
compare Al assistants
to traditional ones,
noting only minor
differences

Some users are
unaware traditional
assistants lack Al

capabilities

Sustainability of Al may

affect user adoption

Al advancements
increase energy use
and emissions

significantly
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Description of the table
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The design of the Al
system should prioritise
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accessibility and
improve user comfort

a definition of "sustainable AI" as Al that is applied in a
way that addresses issues of sustainability. She highlighted
the importance of being aware of the environmental costs
associated with Al and emphasised the need to use it re-
sponsibly.

Our participants are aware of the sustainability concerns
related to Al systems and care deeply about these issues.
They expressed worries about energy consumption and the
environmental impact of these technologies. This aware-
ness influences their approach to technology, aiming to
save energy and minimise environmental impact whenever
possible. They would appreciate an energy-efficient system
that does not consume too much power. Others mentioned
that AI does not have to be used everywhere and that, in
some cases, it is more sustainable to do things without it.

4.2 Design Considerations

Table 4.3 gathers the design considerations for Al-based
systems with LLM-generated responses for BVI users. We
based them on the findings from the user study and the lit-
erature review. The first column of the table is the theme -
one of the core categories derived from the data we gath-
ered. The second column includes the design considera-
tions that belong to the theme.

These considerations may help to design Al systems for
BVI users. However, they could also be applied to the gen-
eral audience, as some appear not specific to BVI users
only. By following these guidelines, we can create tech-
nology that is easier to use and understand for everyone.
Good design for BVI users can lead to better experiences
for all users, making technology more accessible. The sys-
tem should be designed to ensure user comfort and safety.
It should be intuitive, straightforward, customisable, and
reliable. Moreover, the system should be energy-efficient
and prioritise the user’s privacy. Finally, it should be com-
patible with other assistive technologies and be trained on
a diverse dataset that includes BVI users’ data to ensure in-
clusivity.



4.2 Design Considerations 67

Theme Design Consideration

Simplicity The system should be easy to use and understand
even for beginner users. It should not be overloaded
with features. The design should be accessible and
easy to navigate.

Customization Users should be able to change both the input and
output types, choosing between voice and text. They
should be able to adjust voice settings such as speed,
tone, and the conversation’s language. The system
should learn the user’s behaviour over time and adapt
to their personalities and moods.

Natural Conversation | The system should understand the user’s intent and
Flow respond naturally. It should not require specific key-
words or voice commands. It should indicate when
the response is being generated. Users should also be
able to interrupt the system’s response if they do not
wish to continue.

Information Retrieval | The system should serve as a search engine and pro-
vide immediate answers to the user’s query. It should
be possible to ask follow-up questions about the infor-
mation provided.

Accuracy Responses should be accurate and include sources to
ensure reliability. Users should receive consistent in-
formation each time they ask the same question.
Internet Independence | The system should be able to work offline and not re-
quire a constant internet connection for simple tasks
that do not need it.

Sustainability The system should be energy-efficient and not con-
sume too much power.
Privacy There should exist a clear privacy policy. It should

also be possible to adjust the privacy settings. The sys-
tem must request consent before performing actions
on behalf of the user.

Public Comfort The user should feel comfortable using the system in
public. The possibility of adjusting the privacy set-
tings and input/output type should be provided.

Mobile Version The system should either be available as a mobile app
or have a mobile-friendly website version.
Compatibility The system should be compatible with other assistive

technologies, such as screen readers.

Appropriate Training | The system should be trained on a diverse dataset
Set that includes data from BVI users, such as informa-
tion from web forums.

Table 4.3: Design considerations for an Al system with LLM-generated responses
based on the findings from interactive interviews and literature reviews. Some of
them apply not only to Al voice assistants designed specifically for BVI people but
also to the general audience.
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Study reveals
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Interactive study was
fully online, causing
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Grounded theory
method relies on
researcher
interpretation

4.3 Limitations

Our study revealed several limitations that should be con-
sidered when interpreting the results. In section 3.1.3, we
discussed the limitations of the app prototype, along with
those identified by participants in section 3.2.2. In this sec-
tion, we outline the limitations of the study itself.

First of all, the interactive study was conducted entirely
online. Several participants faced technical issues, as men-
tioned in section 3.1.2. Despite the problems with the video
conferencing system being solved very quickly, some issues
with the app prototype could not be fixed during the study
because of time constraints (see 3.1.3). This might have in-
fluenced the participants’ experience with the app proto-
type and their answers to the general questions about AL

Secondly, the interactive study was conducted with a lim-
ited number of participants. Most considered themselves
intermediate or advanced technology users who used an
Al system at least once, so the beginner users’ perspective
might have been underrepresented. Although we reached
data saturation, some findings might not be generalisable
to the BVI population. Furthermore, participants focused
primarily on the app prototype during the interview, even
though we asked about Al in general. This focus may have
biased the results toward the app prototype. Lastly, some
participants were not advanced English speakers, and the
language barrier might have affected the results because
they might not have found the right words to express their
thoughts.

Last but not least, the grounded theory method has its lim-

itations. It is a qualitative research method based on the
researcher’s interpretation of the data [Pandit, 1996; Noble
and Mitchell, 2016]. Our background and experience with
the topic might have impacted the findings. Moreover, this
method requires several data sources to be used to ensure
the reliability of the findings. We used the interactive study
sessions, online surveys and the literature review to gather
the data, but other sources may have provided more in-
sights.
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Chapter 5

Summary and Future
Work

This chapter concludes our research by summarising the
findings and presenting the contributions. We also discuss
possible opportunities for future work.

5.1 Summary and Contributions

In this thesis, we explored the potential of personalised
LLM-generated responses in the context of BVI users. We
developed the simplest possible Al voice assistant with the
ability to generate personalised responses. This prototype
was evaluated with BVI users to understand the impact of
personalised LLM-generated responses on their user expe-
rience. We conducted an interactive user study with 13 BVI
participants to determine the advantages and limitations
of Al-based systems. We also collected additional feed-
back through an online survey. The whole study design
and data analysis followed the grounded theory approach,
which led us to identify the key themes in the data without
preconceived notions or overly detailed research questions
and hypotheses.

We investigated the
effectiveness of
LLM-generated
personalised responses
for BVI users, using a
grounded theory
approach
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5 Summary and Future Work

BVI users value
personalised, simple,
and safe Al systems

They are concerned
about privacy, reliability,
and compatibility of Al

systems

Recommendations for
developing inclusive Al
systems for BVI users
are our main

contribution

We analysed the participants’ experiences with Al-based
systems and did a literature review to answer our wide re-
search question:

RQ What are the advantages and disadvantages of Al
voice assistants with LLM-generated responses for
BVI users, and how can they be improved?

In general, BVI users are open to using Al-based sys-
tems. Some of our participants already used Al technolo-
gies, most of which were not designed specifically for BVI
users. They showed a positive attitude towards the Al
voice assistant prototype we created and found it useful.
We concluded that BVI individuals could benefit from the
personalised responses generated by the LLM in their daily
lives. The most common use cases involve retrieving in-
formation, describing images, or performing actions on be-
half of the user. Most importantly, the users appreciate per-
sonalised responses that make the interaction with the sys-
tem feel more human-like and natural. Al-based systems
should be simple, customisable, and safe - these are the key
factors BVI users consider when adopting new technology.

However, our study and the literature review highlighted
several limitations and challenges with Al-based systems.
Users are concerned about the privacy and security of their
data and emphasise the need for a clear privacy policy. Ad-
ditionally, there are worries about the reliability of Al sys-
tems as users recognise the potential for mistakes. Further-
more, many report that traditional assistive technologies,
such as screen readers, outperform Al-based systems re-
garding efficiency and reliability. Any new Al technologies
must be fully compatible with existing assistive tools. Most
BVI users will hesitate to fully replace their current assistive
means with a single Al-based system.

Our findings serve as design recommendations and guide-
lines for developers and designers of Al-based systems for
BVI users. We gathered the main use cases and scenar-
ios where Al-based systems can benefit BVI users, the key
factors influencing the user experience, and the limitations
and challenges that should be considered. Design consider-
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ations included in 4.3 might help to create more accessible
and inclusive Al-based systems for BVI users.

5.2 Future Work

Firstly, we suggest creating a more advanced Al-based pro-
totype with more features and capabilities. It should in-
clude various customisation options and serve more pur-
poses than just information retrieval. Performing actions
on behalf of the user could be further investigated, as our
findings revealed that it might be very beneficial for BVI
users. It should be developed into a fully functional feature
that triggers actions, allowing users to experience its com-
plete potential. Such functionality should ensure safety and
security, and the user should have complete control over
the system. There is also a need for more research on image
description, information retrieval and performing actions
on behalf of the user for BVI users, as these are the most
commonly mentioned use cases for Al

Secondly, testing on a larger scale is recommended. Differ-

ent people have different needs and preferences, so testing
the system with a more diverse group of users is essential.
Including more technology beginner users and those who
have never used Al-based systems in the research is essen-
tial to ensure that these tools are easy to learn.

Finally, the most crucial aspect of future work is simply
continuing to research Al-based systems for BVI users. The
field of Al is rapidly evolving, and it is essential to keep up
with the latest technologies and make them accessible and
tailored to people with various disabilities.

Future work should
include developing an
advanced Al system for
BVI users with
enhanced features

Larger, diverse user
testing is essential for

system evaluation

Continuing research on
accessible Al for BVI
users is of utmost

importance
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Appendix A

List of Most Important
Interview Questions for
User Study

* Questions about the app prototype

Describe your overall experience.

- How easy was it to use the app?

How did you feel about response time?

How could the app be improved to make the ex-
perience better?

- Are there any additional features you would like
to see?

— What did you think about booking capabilities?

— Do you see any privacy concerns?
* Questions about Al and non-Al assistive technologies

— Share your experience with Al and non-Al assis-
tive technologies. Which ones do you like the
most and why? Which ones do you dislike and
why?

— What do you find most helpful about using sys-
tems with AI?

- How could an AI voice assistant compare to
other technologies you have used?
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— Can an Al voice assistant replace other assistive
technologies?

- Would you use an Al voice assistant in your
daily life?

— Share some scenarios where you would use an
Al voice assistant daily.
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