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Abstract

Dark or Deceptive Patterns are design strategies meant to steer users towards ac-
tions or decisions that might not be in their best interests and have become in-
creasingly prevalent in the online world in recent years. In order to mitigate their
further expansion and protect users from their harmful influence, experts call for
countermeasures. One possible solution could be the automatic removal of dark
patterns from web pages. For this, recent research has started preliminary explo-
rations into the utilization of large language models (LLMs). But while potential
has been shown even without prior customizations, no further investigation has
been made into adapting LLMs for this specific task.

In this thesis, we explore optimizing large language models to remove deceptive
patterns from web pages without compromising the original page’s design, layout,
context, or functionality. We affected the model’s performance by influencing four
factors: Pre-training, Hyperparametesr, Prompting, and Fine-Tuning. Specifically,
we compared the general-purpose model GPT-4o and reasoning model o4-mini,
adjusted their hyperparameters, and prompted them using different prompting
techniques. Finally, we used Supervised Fine-Tuning on a GPT-4o model using
a dataset of 106 examples. In total, this resulted in 17 different conditions that were
evaluated on a set of 25 predominantly real web pages and elements.

Our results show that fine-tuning a model, even on a rather small dataset, already
strongly improves the model’s performance for deceptive pattern removal. Fur-
ther, we observed the potential of reasoning models, especially in combination
with a customized prompt and high reasoning effort. Lastly, we identified Few-Shot
Chain-of-Thought Prompting as the most effective out of our investigated prompting
techniques.





xv

Überblick

Dark oder Deceptive Patterns sind Designstrategien, die Nutzer zu Taten oder
Entscheidungen, drängen, die nicht in ihrem Interesse sein könnten. Diese wur-
den in den letzten Jahren online immer häufiger. Um der weiteren Verbreitung
Einhalt zu bieten und Nutzer vor deren schädlichen Einfluss zu schützen, fordern
Experten Gegenmaßnahmen. Eine solche Lösung könnte die automatische Entfer-
nung von Dark Patterns aus Webseiten sein. Kürzlich haben Forschende angefan-
gen, die Nutzung von Large Language Models zu diesem Zweck zu untersuchen.
Aber obwohl das Potenzial solcher Modelle sogar ohne vorherige Anpassungen
gezeigt wurde, gab es bislang noch keine weiteren Untersuchungen zu der Konfig-
uration von Modellen für diese spezifische Aufgabe.

In dieser Arbeit erkunden wir die Optimierung von Large Language Models für
die Entfernung von Deceptive Patterns aus Webseiten, ohne dass dabei Design,
Aufbau, Kontext oder Funktionalität der ursprünglichen Seite beschädigt werden.
Wir beeinflussen die Leistung des Modells in vier Aspekten: Vortraining, Hy-
perparameter, Prompting und Fine-Tuning. Hierfür verglichen wir ein General-
Purpose-Modell GPT-4o mit dem Reasoning-Modell o4-mini und befragten diese
unter Benutzung verschiedener Prompting-Strategien. Zuletzt nutzten wir noch
Supervision-Fine-Tuning mit einem GPT-4o-Modell mit einem Datenset aus 106
Beispielen. Insgesamt ergaben diese Einstellungen 17 verschiedene Konfiguratio-
nen, die wir mit 25 primär echten Webseiten evaluiert haben.

Unsere Ergebnisse zeigen, dass das Fine-Tuning eines Modells auch mit einem rel-
ativ kleinen Datenset bereits eine starke Verbessung der Leistung bezüglich der
Entfernung von Deceptive Patterns aus Webseiten erzeugt. Weiterhin haben wir
das Potenzial von Reasoning-Modellen erkannt, vor allem unter Nutzung eines
spezialisierten Prompts und mit hohem Reasoning-Aufwand. Zuletzt haben wir
Few-Shot Chain-of-Thought Prompting als die effektivste Prompting-Strategie für
unser Ziel identifiziert.
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Conventions

Throughout this thesis we use the following conventions:

• The thesis is written in American English.

• The first person is written in plural form.

• Unidentified third persons are described in plural form.

DEFINITION:
Definitions are set off in orange boxes.

EVALUATED PROMPTS:
Prompts we evaluated are set off in green boxes.

Evaluated Prompts

OTHER PROMPTS:
Prompts we otherwise used but did not evaluate are set
off in a petrol box. other Prompts

Names of deceptive patterns relevant for our thesis are
written in SMALL CAPS.

Where appropriate, paragraphs are summarized by one or This is a summary of a

paragraph.two sentences that are positioned at the margin of the page.

We will use the terms deceptive pattern, deceptive design and
dark pattern interchangeably.





1

Chapter 1

Introduction

“Deceptive patterns didn’t appear overnight.
Deception is part of being human – in fact, it’s so
common in the animal kingdom that we can even

think of deception as a feature of life itself...”

—Harry Brignull

In 2022, a report commissioned by the European Coun- The vast majority of

popular websites and

apps employ

manipulative tactics that

go against users’ best

interests.

cil found that 97% of the most popular websites and apps
in the European Union (EU), contained malicious user in-
terface (UI) design. This is intended to manipulate users
into making transactional decisions that might disadvan-
tage them. Examples include people being forced to reg-
ister an account, unfavorable settings being the default, or
information being deliberately hidden or presented in such
a way that people feel pressured towards a certain decision
or action [Lupiáñez-Villanueva et al., 2022].

These tactics are nothing new. In fact, many are based Research on these

“dark patterns” was

started in 2010 and has

since featured various

different terms and

taxonomies.

on similar practices that have been common in real-life
sales for decades [Narayanan et al., 2020]. However,
this digital form first started gaining attention in 2010
[Brignull, 2023; Conti and Sobiesk, 2010] and received the
name “dark pattern” by user experience (UX) practitioner
Harry Brignull the same year, who also developed an ini-
tial taxonomy to categorize 11 different kinds of dark pat-
terns [Brignull, 2023].



2 1 Introduction

Recently, some researchers have switched to the term de-We will use the terms

deceptive pattern,

deceptive design and

dark pattern

interchangeably.

ceptive patterns to avoid language with negative conno-
tations [Brignull, 2023]. The field has also expanded
upon Brignull’s initial taxonomy and has introduced many
overlapping but also distinct categorizations [e.g. Bösch
et al., 2016; Gray et al., 2018; Mathur et al., 2021]. Last year,
Gray et al. [2024] endeavored to combine the different tax-
onomies into one ontology, organizing these strategies into
different levels and categories. In this thesis, we will refer
to the following definition by Mathur et al. [2019] and the
classification by Gray et al. [2024], which we will further
elaborate on in Chapter 3.

DECEPTIVE PATTERNS:
User interface design choices that benefit an online ser-
vice by coercing, steering, or deceiving users into mak-
ing decisions that, if fully informed and capable of
selecting alternatives, they might not make [Mathur
et al., 2019].

Definition:

Deceptive Patterns

Apart from such classification research, the impact on andExperts call for further

countermeasures to

help protect users from

deceptive patterns

interaction of end-users and deceptive patterns has also
been investigated [e.g. Bongard-Blanchy et al., 2021; Gray
et al., 2021; Luguri and Strahilevitz, 2021]. As experts un-
covered the prevalence of deception and manipulation on-
line, the call for countermeasures and guarding users grew
stronger. Especially as research suggests that educating
users on the topic does not protect them from the harm
of deceptive patterns [Bongard-Blanchy et al., 2021], the
complete eradication of such practices might be the most
effective solution so that users do not come into contact
with them at all. Back in 2010, Brignull had hoped that we
could achieve this by shaming the companies employing
these patterns and educating on the topic, but the still ever-
growing prevalence of deception online demonstrates how
this approach is insufficient [Brignull, 2023]. And while leg-
islation has aimed to regulate dark patterns, resulting reg-
ulations have been shown to lack in feasibility and enforce-
ment [Krisam et al., 2021; Herman, 2024]. As the eradica-
tion of the source of manipulation cannot be expected in
the foreseeable future, another area of deceptive pattern re-
search is exploring intercepting at the client side before the
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deception reaches the users themselves [e.g. Hasan Mansur
et al., 2023; Kollnig et al., 2021; Nayak et al., 2024].

Such technical solutions were also an area of interven- Past research on

technical

countermeasures

focused on deceptive

pattern detection and

revealed a need for

highly adaptable

solutions.

tion already suggested by Bongard-Blanchy et al. in
2021. However, so far these solutions have primarily fo-
cused on the detection of deceptive patterns [e.g. Mathur
et al., 2019; Chen et al., 2024]. Additionally, research on
visual countermeasures found high variance in user pref-
erences and the need for different solutions for different
kinds of deceptive patterns [Schäfer et al., 2023]. This, in
addition to the steady emergence of new deceptive strate-
gies, calls for a technical countermeasure with high flexibil-
ity: On one hand, it needs to adapt to new and unfamiliar
deceptive patterns, while on the other hand, it must also be
highly customizable regarding what is changed and how
the result is presented to a user, matching their individual
preferences. One technology capable of such high adapt-
ability is large language models (LLMs) [Singh et al., 2025],
which have gained attention in recent years.

Some work explores the potential of LLMs for detecting LLMs have potential to

facilitate DP removal,

but are still

underexplored in this

area.

and classifying deceptive patterns automatically [e.g. Babu
et al., 2025; Mills and Whittle, 2023; Sazid et al., 2023], but
the utilization of LLMs for removing deceptive patterns
completely is largely unexplored. Schäfer et al. [2025] be-
gan investigating this and found promising potential of us-
ing LLMs for deceptive pattern removal. In particular, they
showed how adding guardrails to the prompt strongly im-
proved the amount of manipulation removed. Nonethe-
less, they noted problems of the model hallucinating facts,
removing information, or struggling with specific decep-
tive patterns. But as the addition of the guardrails already
improved results, further adjustments of the LLM could
remedy those problems as well. Base model choice [Seßler
et al., 2024], prompt-engineering [Brown et al., 2020], and
dataset fine-tuning [Lomshakov et al., 2023] are examples
of factors that can further improve task performance and
have been shown to be critical when dealing with decep-
tion [Boumber et al., 2024], but were not yet sufficiently ad-
dressed in previous research for deceptive pattern removal.
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This thesis will explore the utilization of large languageThe topic of this thesis

will be customizing an

LLM for deceptive

pattern removal

models in the fight against deceptive patterns. Specifically,
we will examine how a large language model can be cus-
tomized for the removal of deceptive patterns so that a user
does not have to engage with them at all. We focus on how
the model choice, prompting techniques, and fine-tuning
influence the results. In particular, the research questions
(RQ) that will be answered in this thesis are

RQ 1: Can a customized LLM remove deception from web
pages without compromising design, layout, context,
or functionality?

RQ 2: Which prompting techniques are most suitable for
this task?

RQ 3: How does fine-tuning the model to a task-specific
dataset influence the results?

RQ 4: What challenges and advantages does a reasoning
model present in comparison to a general-purpose
model?

1.1 Outline

In Chapter 2, we will provide necessary background infor-
mation on large language models and prompt engineering.

Chapter 3 focuses on related research on the topics of de-
ceptive patterns and the usage of large language models
with web pages.

The main work of this thesis will be described in Chapter
4, where we will describe the customization of our LLMs in
detail, explain the reasoning behind model choice, hyper-
parameter settings, and prompt engineering, and outline
the fine-tuning process.

The results and comparison of different techniques will be
presented in Chapter 5 and discussed in Chapter 6.

Finally, Chapter 7 will present a summary of the thesis.



5

Chapter 2

Background

In this chapter, we will provide the necessary technical
background regarding large language models (LLMs) and
prompt engineering. As this thesis will utilize OpenAI1

models accessed through Azure OpenAI2 we focus on their
supported features.

2.1 Large Language Models

Language Models are computational systems capable of Large Language

models are

computational systems

that output natural

language based on a

prompt using next token

prediction.

natural language processing (NLP) that generate natural
language output by sequentially predicting the next word
or token. They use neural networks and the surrounding
context to produce a probability distribution for possible
candidates that the next token is sampled from [Jurafsky
and Martin, 2025]. Recently, we’ve seen the emergence of
Large Language Models that consist of several billion pa-
rameters, which are set by pre-training the model on large
amounts of textual data [Brown et al., 2020].

1 https://openai.com/, last accessed September 17, 2025
2 https://azure.microsoft.com/de-de/products/ai-foundry/

models/openai, last accessed September 17, 2025

https://openai.com/
https://azure.microsoft.com/de-de/products/ai-foundry/models/openai
https://openai.com/
https://azure.microsoft.com/de-de/products/ai-foundry/models/openai
https://azure.microsoft.com/de-de/products/ai-foundry/models/openai


6 2 Background

2.1.1 Models offered by OpenAI

General-purpose models like the GPT-series of OpenAI areOpenAI offers

general-purpose and

reasoning models

models for a wide range of tasks3. They are capable of han-
dling multi-modal inputs and support fine-tuning, as well
as a variety of different tools like web search or computer
use [OpenAI et al., 2024]. Additionally, OpenAI also offers
models that are specialized for more complex tasks: reason-
ing models.

In contrast to the general-purpose models, reasoning mod-Reasoning models are

capable of more

logically complex tasks

by reasoning over their

answers.

els like OpenAI’s o-series and more recently GPT-5 were
trained to reason over their answers. This means that, simi-
lar to a human’s stream of consciousness, the models break
down their thinking process internally in a chain-of-thought
[OpenAI et al., 2024]. This makes the models better at com-
plex problem-solving tasks, scientific reasoning, and cod-
ing4. However, these results come at higher costs and lower
latency5. Further, the internal reasoning is not directly ac-
cessible to users due to concerns regarding feasibility and
competitive advantage6. It is possible to have the model
generate a summary of the reasoning process, but this re-
quires a direct OpenAI subscription. Unfortunately, as we
accessed our models via AzureOpenAI, this service was
unavailable for our work.

2.2 Token Management

Large Language models do not handle language like hu-LLMs operate on

tokens. mans, but instead operate on tokens that represent dif-
ferent words or word parts. Due to this, natural lan-

3 https://techcommunity.microsoft.com/blog/azure-ai-
foundry-blog/general-purpose-vs-reasoning-models-in-
azure-openai/4403091, last accessed 18 September, 2025

4 https://platform.openai.com/docs/guides/reasoning, last ac-
cessed September 25, 2025

5 https://techcommunity.microsoft.com/blog/azure-ai-
foundry-blog/general-purpose-vs-reasoning-models-in-
azure-openai/4403091, last accessed September 25, 2025

6 https://openai.com/index/learning-to-reason-with-llms/,
last accessed September 9, 2025

https://techcommunity.microsoft.com/blog/azure-ai-foundry-blog/general-purpose-vs-reasoning-models-in-azure-openai/4403091
https://techcommunity.microsoft.com/blog/azure-ai-foundry-blog/general-purpose-vs-reasoning-models-in-azure-openai/4403091
https://techcommunity.microsoft.com/blog/azure-ai-foundry-blog/general-purpose-vs-reasoning-models-in-azure-openai/4403091
https://platform.openai.com/docs/guides/reasoning
https://techcommunity.microsoft.com/blog/azure-ai-foundry-blog/general-purpose-vs-reasoning-models-in-azure-openai/4403091
https://techcommunity.microsoft.com/blog/azure-ai-foundry-blog/general-purpose-vs-reasoning-models-in-azure-openai/4403091
https://techcommunity.microsoft.com/blog/azure-ai-foundry-blog/general-purpose-vs-reasoning-models-in-azure-openai/4403091
https://openai.com/index/learning-to-reason-with-llms/
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guage input first has to be parsed into tokens [Webster and
Kit, 1992]. With OpenAI’s tokenization technique, one to-
ken corresponds to roughly four characters of English lan-
guage text7.

Overall, a model can only consider a limited amount of The information

considered by the

models is restricted by

the context window.

tokens at the same time for the next token prediction [Ju-
rafsky and Martin, 2025]. The size of this context window
depends on the model itself. GPT-4o has a window size
of 128,000 tokens8, while most reasoning models of the o-
series can handle up to 200,000 tokens9. Additionally, in-
put and output tokens are not only limited by the available
budget, but the latter is also capped at 16,384 for GPT-4o
and 100,000 for reasoning models. Reasoning models also
produce reasoning tokens that are not part of the output but
still charged as such and use up space in the context win-
dow10.

2.2.1 Structured Output

Due to these limits, it might be necessary to restrict the out- Structured Output

restricts the responses

format to a desired

schema.

put of an LLM to a desired structure. Structured Outputs11

is a tool capable of this. It uses a constrained decoding ap-
proach to determine the validity of next tokens in order to
create responses in a valid JSON format. Structured output
also facilitates the prompting process, as the structure no
longer has to be heavily stressed in the prompt and also al-
lows for automatic detection and handling of cases where
the model refuses to answer.

7 https://platform.openai.com/tokenizer, last accessed September
25, 2025

8 https://platform.openai.com/docs/models/gpt-4o, last accessed
September 25, 2025

9 https://platform.openai.com/docs/models/o4-mini, last accessed
September 25, 2025

10 https://platform.openai.com/docs/guides/reasoning, last ac-
cessed 25 September, 2025

11 https://openai.com/index/introducing-structured-outputs-
in-the-api/, last accessed September 9, 2025

https://platform.openai.com/tokenizer
https://platform.openai.com/docs/models/gpt-4o
https://platform.openai.com/docs/models/o4-mini
https://platform.openai.com/docs/guides/reasoning
https://openai.com/index/introducing-structured-outputs-in-the-api/
https://openai.com/index/introducing-structured-outputs-in-the-api/
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This desired output format can either be provided directly
in a JSON schema or supplied as an object from supported
extensions like Pydantic12 or Zod13 .

2.3 Hyperparameters

In this section, we refer to information out of prompting
guides by Learn Guides14 and the Prompt Engineering
Guide,15 as well as OpenAI’s API reference16 .

It is possible to set different hyperparameters that influence
the model’s response process and next token prediction.

The frequency_penalty and presence_penalty restrict theRepetitions in answers

can be penalized with

frequency_penalty

and

presence_penalty.

reoccurrence of tokens, reducing the likelihood of repeti-
tions in the model’s answer. This is especially useful for cre-
ative writing tasks, but counterproductive for code genera-
tion, as languages usually feature important keywords that
are often repeated. Both parameters can be set to a value
between -2 and 2. In this case, negative values encourage
repetitions, 0 is the default and does not affect anything,
while positive values apply a penalty.

The parameters temperature and top_p both influence theThe parameters

temperature and

top_p affect the

determinism of the next

token prediction.

sampling of the next tokens. The former affects the prob-
ability distribution for the selection from next token can-
didates. A low temperature value widens the gaps be-
tween higher and lower probabilities, further decreasing
the chance for tokens with lower probabilities to be chosen
and thereby increasing the determinism of the response.
With a temperature of 0, the next token is always guar-
anteed to be the one with the highest probabilistic value.
By setting top_p instead of temperature, sampling the next

12 https://docs.pydantic.dev/, last accessed September 25, 2025
13 https://zod.dev/, last accessed September 25, 2025
14 https://learnprompting.org/blog/llm-parameters, last accessed

September 25, 2025
15 https://www.promptingguide.ai/introduction/settings, last ac-

cessed September 25, 2025
16 https://platform.openai.com/docs/api-reference/, last accessed

September 25, 2025

https://docs.pydantic.dev/
https://zod.dev/
https://learnprompting.org/blog/llm-parameters
https://www.promptingguide.ai/introduction/settings
https://www.promptingguide.ai/introduction/settings
https://platform.openai.com/docs/api-reference/
https://docs.pydantic.dev/
https://zod.dev/
https://learnprompting.org/blog/llm-parameters
https://www.promptingguide.ai/introduction/settings
https://platform.openai.com/docs/api-reference/
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Figure 2.1: Recommendations for temperature and top_p
values based on use cases. Low values are recommended
for the task of code generation.

token is randomly selected from a set of candidates. The
probability threshold for which tokens are included in this
set of candidates is determined by the value of top_p. In
conclusion, both parameters influence how deterministic
and, thereby, how creative the answer is. The main differ-
ence is that a low temperature only decreases the chance
that a token with a low probabilistic value is chosen. Low
top_p values completely eliminated such tokens from its set
of candidates, making them impossible to be chosen. When For code generation a

temperature of 0.2 or a

top_p value of 0.1 is

recommended.

using LLMs, only one of both parameters should be set.
Temperature ranges between 0 and 2 and top_p requires
a value between 0 and 1. Figure 2.1 contains recommended
values for temperature and top_p depending on the use
case17. For code generation, a low temperature of 0.2 and a
low top_p value of 0.1 is recommended.

17 https://community.openai.com/t/cheat-sheet-mastering-
temperature-and-top-p-in-chatgpt-api/172683, last accessed
September 30, 2025

https://community.openai.com/t/cheat-sheet-mastering-temperature-and-top-p-in-chatgpt-api/172683
https://community.openai.com/t/cheat-sheet-mastering-temperature-and-top-p-in-chatgpt-api/172683
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Reasoning_effort is only supported by reasoning modelsThe reasoning process

of reasoning models

can be deepened by

setting

reasoning_effort.

and sets how much time the model will spend processing
the request, resulting in potentially higher amounts of rea-
soning tokens being used. This parameter can be set to low,
medium, or high. Depending on the model, minimal reason-
ing effort is also supported.

Lastly, parameters like max_tokens or stop_sequence re-
strict the length of the LLM’s answers, either depending on
the number of output tokens or based on a specific stop se-
quence. This can help keep costs low or stop the LLM from
digressing.

2.4 Prompt Engineering

Prompt Engineering describes the process of writing aPrompt engineering is

an iterative process in

order to achieve a

prompt that gets a

model to consistently

output desired

responses.

prompt and adjusting it to get the model to consistently
return responses with sufficient quality. However, as the
model’s output is almost always non-deterministic, achiev-
ing such a prompt is often a process of trial and error and a
“mix of art and science”18.

Nonetheless, best practices have been established, and re-
search has found some prompting techniques that can as-
sist in writing effective prompts. However, it is impor-
tant to note that these recommendations differ significantly
depending on whether a general-purpose or a reasoning
model is being prompted.

18 https://platform.openai.com/docs/guides/prompt-
engineering, last accessed September 28, 2025

https://platform.openai.com/docs/guides/prompt-engineering
https://platform.openai.com/docs/guides/prompt-engineering
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2.4.1 Prompting a General-Purpose Model

Best Practices

The following general best practices are adapted from an
article19 and guide20 by OpenAI and Digital Ocean.

Firstly, the general-purpose model needs to properly un- General-purpose

models should receive

instructions that are as

precise as possible,

with the specific

context, steps, and

expectations broken

down in detail.

derstand the circumstances. For this, the prompt should
inform the model about the context of the task and what is
expected of the model. The task itself should be described
in detail and broken down into steps with specific instruc-
tions. For possible errors and edge cases, the LLM should
not simply be informed about what not to do without fur-
ther context, but instead be told what to do instead. Finally,
the prompt should also include precise instructions about
how the output should be formatted as well as other form
details, such as length and style.

Apart from this, the prompt can be further improved by
the use of different prompting techniques, which can also
be combined.

Prompting Techniques

There have been various techniques for prompting pro-
posed and investigated in related research. We will only
explain the most common ones, that are relevant for this
thesis.

19 https://help.openai.com/en/articles/6654000-best-
practices-for-prompt-engineering-with-the-openai-api,
last accessed September 25, 2025

20 https://cookbook.openai.com/examples/gpt4-1_prompting_
guide, last accessed September 25, 2025

https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-the-openai-api
https://cookbook.openai.com/examples/gpt4-1_prompting_guide
https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-the-openai-api
https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-the-openai-api
https://cookbook.openai.com/examples/gpt4-1_prompting_guide
https://cookbook.openai.com/examples/gpt4-1_prompting_guide
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Zero-, One- and Few-Shot Prompting

Firstly, the performance of a large language model can beOne- or Few-Shot

Prompting provides the

LLM with example tasks

and ideal answers.

improved by providing it with task examples and “ideal”
answers. Depending on how many examples were used,
this is referred to as One-, Two- or Few-Shot Prompting, re-
spectively. A model’s performance being improved by pro-
viding it with examples is also sometimes called in context
learning [Dong et al., 2024] and has been shown to improve
a model’s performance significantly [Brown et al., 2020]. In
addition to better overall performance, these examples also
help define and convey a structure that the LLM should
conform to with its output.

But while multiple examples improve the results, they alsoInitial explorations or

proof of capability

efforts often use

Zero-Shot prompts

without any examples.

require effort to construct and take up input tokens and
thereby space in the context window. Zero-Shot Prompting
without any examples can also often be found in related
work for comparison with Few-Shot Prompting or to demon-
strate the general capability of LLMs even without further
specifications [e.g. Kojima et al., 2022; Schäfer et al., 2025].

Chain-of-Thought Prompting

Wei et al. [2023] found that getting an LLM to generateChain-of-Thought

Prompting enables the

LLM to perform

reasoning for complex

tasks, leading to fewer

mistakes

a chain-of-thought increases performance in complex tasks.
This is similar to human thinking, where complicated tasks
are broken down into smaller intermediate steps and then
handled sequentially. A simple example they investigated
was the following math problem: “The cafeteria had 23 ap-
ples. If they used 20 to make lunch and bought 6 more, how many
apples do they have?” Instead of the usual answer of a model,
that would only contain the answer, in Chain-of-Thought
prompted models, the answers include their thought pro-
cess: “The cafeteria had 23 apples originally. They used 20 to
make lunch. So they had 23 - 20 = 3. They bought 6 more apples,
so they have 3 + 6 = 9. The answer is 9.”

Apart from a model making fewer mistakes, with chain-of-Chain-of-Thought

Prompting allows

insight into where a

model went wrong.

thought output, another advantage is offered by the insight
into the “thoughts” and behavior of the model. This makes
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the output more interpretable and helps understand how
the model reached its outcome and, if necessary, where it
went wrong and why.

Wei et al. [2023] elicited with chain-of-thought by prompt- Chain-of-Thought

behavior can be

triggered by Few-Shot

examples or Zero-Shot

instructions.

ing with examples that also include this. However, this be-
havior can also be reached in Zero-Shot Prompts by adding
simple instructions like “Let’s think step by step”[Kojima
et al., 2022].

The idea of having models produce a chain-of-thought
for better performance is the motivation behind reasoning
models.

Persona Prompts

Persona or Role Prompting assigns a specific persona to the Persona Prompting

assigns a persona or

role to the LLM.

model. This helps with getting the model’s response to
adhere to a specific style and tone, but also increases per-
formance [Kong et al., 2024]. Despite this, this technique Results of research are

split on whether this

improves performance.

is rather controversial, with some research even observ-
ing worse results when using personas [Zheng et al., 2024].
However, Shin et al. [2025] found Persona Prompting to be a
useful technique for UX evaluation, especially in combina-
tion with Chain-of-Thought Prompting.

Prompt Chaining

Prompt Chaining or sometimes also called Least-To-Most Prompt Chaining splits

a task into steps, that

are each addressed

with their own prompt.

Prompting [Zhou et al., 2023] describes the approach of
splitting the overarching task into separate smaller sub-
tasks and then solving them sequentially with individual
prompts, where the answer of the previous step is used as
input for the next one.
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2.4.2 Prompting a Reasoning Model

The approach to prompting a reasoning model differs sub-Reasoning models work

best with prompts

specifying the desired

outcome without

specific instructions.

stantially from the best practices of prompting general-
purpose models. The latter profit from very precise instruc-
tions and breaking the task down into the specific steps,
while reasoning models work best if the prompt specifies
the desired result and lets the model decide on the ap-
proach.

For this specific reason, specifying and splitting the indi-The previous prompting

techniques are not

recommended for

reasoning models.

vidual steps with the Prompt Chaining technique is not help-
ful. Chain-of-Thought Prompting is also not necessary as this
idea is already integrated into the model itself. However,
Nori et al. [2024] have shown that explicitly instructing the
model to extend the reasoning process led to higher perfor-
mance. On the other hand, they also showed the opposite
effect when examples were included for Few-Shot Prompt-
ing.

2.4.3 Meta Prompting

Meta Prompting is a technique in which the prompt for aMeta Prompting uses

one LLM to create an

optimized prompt for

another model based

on a task description.

task is written by another model. For this, a developer gives
task context and information to an LLM, which then gen-
erates an effective prompt that could be used by another
model to solve the original task [Suzgun and Kalai, 2024].
It might be especially useful to use a different model, like
a reasoning model, for creating the meta prompt, than the
one that will receive the more task prompt 21. OpenAI have
published a meta prompt22 that can be used to create and
edit optimized prompts for various objectives by simply
adding the task description.

21 https://cookbook.openai.com/examples/enhance_your_
prompts_with_meta_prompting, last accessed September 28, 2025

22 https://platform.openai.com/docs/guides/prompt-
generation?context=text-out, last accessed September 28, 2025

 https://platform.openai.com/docs/guides/prompt-generation?context=text-out
https://cookbook.openai.com/examples/enhance_your_prompts_with_meta_prompting
https://cookbook.openai.com/examples/enhance_your_prompts_with_meta_prompting
 https://platform.openai.com/docs/guides/prompt-generation?context=text-out
 https://platform.openai.com/docs/guides/prompt-generation?context=text-out
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2.5 Dataset Fine-Tuning

Dataset Fine-Tuning or simply Fine-tuning describes the pro- Fine-Tuning adjusts the

internal parameters of

an LLM based on a

labeled dataset.

cess of adjusting the weights and biases of a large language
model based on a task-specific dataset. For this process, la-
beled data is required, the form of which depends on the
used technique. This dataset is first split into different sub-
sets: One for training and one for evaluating the model’s
performance after the fine-tuning process is complete. Op-
tionally, one can also split off a validation set to monitor the
performance development during the fine-tuning process.

OpenAI supports three different fine-tuning processes23:
Supervised Fine-Tuning, Direct Preference Optimization, and
Reinforcement Fine-Tuning.

Supervised Fine-tuning uses a labeled dataset consisting of Supervised Fine-tuning

and Direct Preferences

Optimization adjust

based on provided

target output.

input and the matching ideal output, a “ground truth”.
The parameters of the models are then adjusted so that the
model returns answers matching the ground truth of the
given input. In Direct Preferences Optimization the dataset
does not only contain a desired target output, but also an
example of a non-preferred output. The model is then
trained not only to produce responses similar to the target
output, but also to avoid ones like the non-preferred out-
put. This helps the model adjust to subjective preferences
and helps in guiding its focus in specific tasks.

Lastly, Reinforcement Fine-Tuning uses a grading system to Reinforcement

Fine-Tuning uses a

rewarding systems with

a grading script or

another LLM acting as

a judge.

iteratively reward the model based on its performance,
which allows for optimization of more complex tasks. It
requires an “expert” scorer, which could be a script for sim-
ple tasks or another LLM acting as a judge, that evaluates
the performance.

The different fine-tuning processes are supported by differ-
ent model types. Supervision Fine-Tuning and Direct Prefer-
ences Optimization are only supported by general-purpose
models, while Reinforcement Fine-Tuning is meant for rea-
soning models.

23 https://learn.microsoft.com/en-us/azure/ai-foundry/
concepts/fine-tuning-overview, last accessed 13 September, 2025

https://learn.microsoft.com/en-us/azure/ai-foundry/concepts/fine-tuning-overview
https://learn.microsoft.com/en-us/azure/ai-foundry/concepts/fine-tuning-overview
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Chapter 3

Related Work

In this chapter, we will address related work on dark or
deceptive patterns and research on large language models
and their interaction with websites or deceptive patterns.

3.1 Deceptive Patterns

Since the emergence of the term in 2010, dark patterns have
gained increasing attention from researchers in various ar-
eas and disciplines [Mathur et al., 2021].

3.1.1 Prevalence and Harm

Deceptive Patterns have been shown to be prevalent across Deceptive Patterns are

prevalent on web

pages, mobile apps,

and are also further

distributed by

third-party services.

web pages and apps. A study by Lupiáñez-Villanueva
et al. [2022] was commissioned by the European Council to
investigate unfair commercial practices online. They found
that 97% of the most popular websites and apps in the
EU contained at least one dark pattern. Moreover, they
noted that this did not depend on their size, but was also
true for smaller businesses. The most commonly found de-
ceptive patterns included HIDDEN INFORMATION/FALSE

HIERARCHY, PRESELECTION, NAGGING, DIFFICULT CAN-
CELLATION and FORCED REGISTRATION, but they also ob-
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served how deceptive patterns most commonly occurred
in combination. Mathur et al. [2019] and Di Geronimo
et al. [2020] reinforced these findings by reporting on simi-
lar observations for shopping web pages and mobile apps,
respectively. Mathur et al. [2019] also discovered 22 third-
party services that use deceptive patterns in their products.
These are then included in other websites, further extend-
ing their prevalence. In addition to these contexts, other
studies by Zagal et al. [2013] and Sousa and Oliveira [2023]
have discovered various deceptive patterns in games and
even in those designed for young children.

Various studies have investigated the consequences ofBeing exposed to

deceptive patterns is

accompanied by users

experiencing negative

consequences like

negative emotions or

financial harm.

users being exposed to deceptive patterns. Those could
include negative emotions like annoyance and frustration,
loss of autonomy and control or financial and privacy harm
[Gunawan et al., 2022; Lupiáñez-Villanueva et al., 2022].
They also have negative consequences for the services em-
ploying deceptive patterns, like the users losing trust in
them [Gray et al., 2021]. Although regarding the latter,
Lupiáñez-Villanueva et al. [2022] found that users were
generally more forgiving towards larger companies em-
ploying such practices if the service they provided had a
generally higher usefulness.

Despite experiencing negative backlash from beingUsers are unaware of

the issue of deceptive

patterns and struggle

with identifying them

and resisting their

influence.

confronted with deceptive patterns, users are gen-
erally unaware of the issue [e.g. Bongard-Blanchy
et al., 2021; Lupiáñez-Villanueva et al., 2022] and un-
able to recognize deceptive patterns. This finding has been
observed by both Lupiáñez-Villanueva et al. [2022] and
Di Geronimo et al. [2020], though the latter discovered
that the performance can be improved by educating users.
However, Bongard-Blanchy et al. [2021] observed how
users recognizing deception does not necessarily shield
them from its influence. There is also the additional
challenge that deceptive patterns frequently function in a
“gray area” between legitimate persuasion and illegitimate
manipulation, making them harder to recognize or outlaw
[Lupiáñez-Villanueva et al., 2022].
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3.1.2 Classification

As deceptive patterns appear in different forms, many re-
searchers have undertaken the effort of identifying and
classifying them, resulting in various taxonomies that have
also been based on different approaches.

Similar to Brignull’s initial taxonomy1, various researchers Various different

taxonomies have been

proposed to define

different deceptive

pattern categories.

have undertaken defining different categories of deceptive
patterns [e.g. Bösch et al., 2016; Gray et al., 2018]. Some,
however, have taken approaches different from defining
specific instances of deceptive patterns, but instead focused
on other viewpoints or characteristics. Mathur et al. [2021]
have based their categorization on six different attributes
describing deceptive patterns: Asymmetric, Restrictive,
Disparate Treatment, Covert, Deceptive, and Information
Hiding. Luguri and Strahilevitz [2021] have made their dis-
tinction between mild and aggressive dark patterns.

With their ongoing work, Lewis and Vassileva [2024] strive Context is an important

factor to distinguish

between deceptive

patterns and design

patterns that benefit

users.

to establish a taxonomy-independent evaluation process
for the identification and description of deceptive patterns
by analyzing previously identified patterns for their prop-
erties, consequences, and contexts of application. They
highlighted how it is important to take the purpose of an
interface into account, which outcome it seeks, and which
resources of the users the interface tries to acquire. This is
demonstrated by the example of OBSTRUCTION: Used as
a friction design, obstructing the user’s interaction might
protect them from making grave errors like accidental dele-
tions. However, OBSTRUCTION applied to processes like
cancellations or privacy setting management is harmful to
users and is, therefore, a deceptive pattern.

Gray et al. [2025] have found that deceptive patterns also Dark patterns can also

function over time and

multiple pages.

occur overtime and over multiple pages and steps. Due to
this they have created a temporal distinction between intra-
page, inter-page and system temporality deceptive patterns.

1 https://old.deceptive.design/, last accessed September 27, 2025

https://old.deceptive.design/
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The most important classification for this thesis, however, isIn this thesis, we refer

to the ontology by Gray

et al. which defines and

organizes 65 types of

deceptive patterns over

3 levels.

the ontology by Gray et al. [2024], which structures decep-
tive patterns from other established taxonomies into three
levels. High-level patterns describe the most abstract level,
which represents the general underlying strategies. This in-
cludes OBSTRUCTION, SNEAKING, INTERFACE INTERFER-
ENCE, FORCED ACTION and SOCIAL ENGINEERING. These
five categories each feature several other deceptive pat-
terns on the Meso- and Low-levels. The former of which de-
scribes an angle of attack, while the lowest level specifies
the means of execution. In total, the ontology includes def-
initions for 65 types of dark patterns. We will use this on-
tology to refer to deceptive pattern types in our work. The
definitions of patterns that we encountered can be found in
Appendix C.

3.1.3 Countermeasures

Another area of research regarding deceptive patterns isBongard-Blanchy et al.

have proposed four

areas of intervention:

Education, Design,

Technology, and

Regulation.

concerned with countering them. To this end, Bongard-
Blanchy et al. [2021] proposed four different areas of in-
tervention: educational, design, technical, and regula-
tory measures. These can help counter deceptive patterns
through awareness, detection, resistance, and elimination.

While multiple studies found that users struggle withStrengthening user

awareness does not

necessarily help them

resist deceptive

patterns.

identifying deceptive patterns [Lupiáñez-Villanueva
et al., 2022], Di Geronimo et al. [2020] found that educating
users on deceptive patterns can increase their detec-
tion performance. On the other side, Bongard-Blanchy
et al. [2021] found that users being aware of deceptive
patterns does not necessarily enable them to resist their
influence.

While regulatory efforts have been made to outlaw theseRegulatory

interventions exist, but

are insufficiently

enforced.

practices that are harmful to consumers like the Gen-
eral Data Protection Regulation (GDPR) in the EU [Gray
et al., 2021], several studies have investigated their re-
alization and have found insufficient compliance with
these laws combined with a lack of enforcement [Krisam
et al., 2021; Leiser and Santos, 2024; Nouwens et al., 2020].
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Design Interventions include efforts towards better design Fair patterns establish

an alternative practice

to counter deceptive

patterns.

practices that would counter dark patterns. Potel-Saville
and Da Rocha presented a shift to a problem-solving ap-
proach with a taxonomy of fair patterns, which do not ma-
nipulate the user in any way and comply with legal and
regulatory frameworks. More specifically, they propose a
taxonomy of seven fair category counterparts to deceptive
patterns. This taxonomy is more robust against future de-
ceptive patterns as it is based on the cognitive biases ex-
ploited by deceptive patterns. Another step further utilizes Bright patterns also

manipulate users, but

towards user-friendly

actions or decisions.

bright patterns, persuasive design that utilizes similar ap-
proaches as dark patterns, but instead nudge user towards
actions or decisions in their interests [Graßl et al., 2021].

The last area of interventions contains technical counter-
measures that aim to help users automatically. However,
regarding such measures, it has to be considered whether
they are actually feasible and, if so, what they should look
like.

Regarding the former, Stavrakakis et al. [2021] have estab- Certain deceptive

pattern types are

impossible to detect

automatically.

lished a framework of deceptive patterns based on whether
and how they could be automatically detected. For this,
Stavrakakis et al. conducted brainstorming sessions us-
ing images from over 100 websites to categorize differ-
ent deceptive patterns. The categorization was based on
whether they are fully detectable, partially detectable, or
undetectable and whether this would be achievable auto-
matically or would have to be done manually. In case of
the latter, a system supports the process, but ultimately
a human would have to judge whether a certain design
is deceptive. As a result, they determined that MISDI-
RECTION, CONFIRMSHAMING, FORCED CONTINUITY, PRI-
VACY ZUCKERING and BAIT AND SWITCH could not be
automatically detected as their implementation varies too
much. Overall, they also noted how automatic detection
might be hindered by some websites blocking web scrap-
ing. Additionally, some patterns generally require human
judgment to determine whether they are deceptive, for in-
stance, the PRESELECTION of an option.
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Schäfer et al. [2023] further explored the presentation ofUser preferences on

visual countermeasures

vary between

individuals.

countermeasures by investigating user preferences for six
different visual countermeasures against the dark patterns
CONFIRMSHAMING, LOW-STOCK MESSAGE and VISUAL

INTERFERENCE. In their work, they found a strong vari-
ance of preferences depending on individuals and on the
dark pattern being countered. Users also expressed two
possibly conflicting preferences: On one hand, they did not
want the interface to be cluttered with additional elements.
On the other hand, they do not want silent changes to be
applied without their supervision.

Looking into explicit realizations of countermeasures, Koll-GreaseDroid is a

community-driven

countermeasure

approach where users

create and share

neutralizations of

deceptive patterns as

app add-ons.

nig et al. [2021] proposed GreaseDroid, a community-
managed app modification framework for automatic de-
ceptive pattern removal. For this, experts would develop
patches for interfaces. Those patches could either remove
deceptive patterns on the interface like INTERFACE INTER-
FERENCE or modify the control flow for deceptive pat-
terns like NAGGING, FORCED ACTION, OBSTRUCTION or
SNEAKING. Users would then be able to activate such
patches for specific apps. In a case study, they demon-
strated with examples from the app Twitter that adapting
UI components is rather straightforward, but changing the
control flow proved to be more challenging due to the
source code being hard to navigate.

As another form of technical intervention, Soe et al. [2022]When using AI for

technical interventions,

the choice of correct

representation of the

deceptive interface to

the model is a

challenge.

investigated the use of supervised machine learning for
dark pattern detection and classification in cookie banners.
Their approach was rather naive and mainly used to iden-
tify challenges for this task, like the challenge of represent-
ing deceptive patterns to an AI. This could, for example,
be done through images, but this would cause problems
for deceptive patterns that occur as events, such as NAG-
GING. Textual input could easily detect deceptive patterns
based on linguistic choices such as CONFIRMSHAMING, but
it would not be possible to detect visual cues, like the use
of different colors. The last option would be to pass a set
of characteristic interface features to the model and collect-
ing values of those features when deceptive patterns are in-
cluded. However, as the latter is a highly time-consuming
process Soe et al. propose that future work could identify a
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set of features that can be used to distinguish between non-
problematic and deceptive design but also be extracted au-
tomatically.

3.2 Large Language Models

Research regarding large language models has seen a rapid
rise in the past years [Naveed et al., 2025]. We will only in-
troduce relevant research on LLM and website interaction,
deception, and dark patterns.

3.2.1 Interaction with Websites

Various studies have investigated LLMs’ capabilities to
write and comment code in various languages [e.g. Ahmed
and Devanbu, 2023; ?] according to natural language in-
structions, and, albeit more rare, there have also been some
studies where LLMs interacted with HTML code or web-
sites.

Gur et al. [2023] came up with 3 different HTML-related Pre-Training on natural

language data helps

with HTML

understanding.

baseline tasks (Autonomous Web Navigation, Semantic
Classification, and Description Generation) and compared
the performance of different LLMs varying in architecture,
size, and training. They found that LLMs that were pre-
trained on natural language data could transfer this into
better performance on HTML understanding tasks, even
with relatively little further expert fine-tuning. However,
a big restriction is imposed by the size of the context win-
dow, which acts as a bottleneck for LLMs’ performance for
HTML understanding.

In their study Shin et al. [2025] tested the capability of LLMs are capable of UX

evaluation of websites

similar to humans,

especially when using

Persona and

Chain-of-Thought

Prompting

LLMs to evaluate UX design. For this, they prompted
ChatGPT-4 with five different prompting techniques ( Zero-
Shot Prompting, Role Prompting, (Zero-Shot) Chain-of-Thought
Prompting, Self-Refine Prompting, and Least-to-Most Prompt-
ing) to evaluate the UX of a shopping platform based on
screenshots. For the prompting techniques, they found that
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Persona Prompting and Zero-shot Chain-of-Thought Prompting
were highly effective and achieved the best results when
combined. They also noted the strength of LLMs in ana-
lyzing large data in detail compared to human evaluators,
noting how the LLMs were able to identify tiny details hu-
mans overlooked. On the other hand, the LLM failed to
properly comprehend the context appropriately, which is
intuitive to humans. Instead, the LLM was overly critical of
tiny changes that human evaluators would consider good
enough.

Li et al. [2023] used LLMs to actively modify the User In-LLMs can actively

change the HTML code

of existing web pages

based on user requests,

but hallucinate

components, attributes,

or functions to the

detriment of page layout

and functionality

terface (UI) design of a web page based on natural lan-
guage input. For this, they compared Text Completion,
Code Completion, and Code Edit endpoints to change the
source code. Due to token limits, they had to split the exist-
ing source code and prompt the model with it sequentially.
They found that even the text completion endpoint was ca-
pable of handling the HTML code, despite not being opti-
mized for code. Overall, they observed that the LLM per-
formed best when prompted with simple requests regard-
ing color and size. However, they noted how it often hallu-
cinated variable names or made assumptions about exist-
ing elements or functionalities, especially when it needed
to manipulate components that are not included in the cur-
rent chunk. They also noted problems with unclear re-
quests: For simple websites, this resulted in little to no vis-
ible changes, but with complicated pages, the LLM hallu-
cinated nonsensical additional components, cluttering the
layout. If the model was unsure what to do, it might out-
put nonsensical components. Additionally, with complex
components, the LLM sometimes returned visually similar
copies, but did not replicate the original functionality, mak-
ing the component unusable.

3.2.2 LLMs and Deception

Research has also concerned itself with large language
models and deception.
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Boumber et al. [2024] investigated the ability of LLMs to LLMs are capable of

deception detection, but

the performance is

strongly influenced by

the provided definition

of deception.

recognize deception in text from different domains such as
political polls, job listings, fishing mails, or SMS. For this,
they used a model in combination with Chain-of-Thought
Prompting and a Retrieval-Augmented Generation (RAG)
framework, that allowed the LLM to access further context
and information for in-context learning. Overall, their ap-
proach showed improvement over previous work, which
affirmed the importance of model selection and adaptation.
They also stressed the significant influence of the provided
definition of what characterizes deception on the model’s
performance. However, they found that the models’ under-
standing struggles with more complex forms of communi-
cation like irony or sarcasm.

On the other hand, Kran et al. [2024] and Wolfe and LLMs can be deceptive

in their answers or

presentation.

Hiniker [2024] have found deception being caused by the
LLMs themselves. Kran et al. [2024] established six cate-
gories of deceptive patterns found in the answers of LLMs:
BRAND BIAS, USER RETENTION, SYCOPHANCY, ANTHRO-
POMORPHISM, HARMFUL GENERATION, and SNEAKING.
They found that some models are explicitly designed to fa-
vor their developers’ products and exhibit untruthful com-
munication, among other manipulative behaviors. Further,
Wolfe and Hiniker [2024] investigated a new deceptive pat-
tern they called EXPERTISE FOG, which describes how an
interface presents itself as an expert without any evidence
of such expertise. They encountered this deceptive design
in GPT models on OpenAI’s GPT store.

3.2.3 LLMs and Dark Patterns

LLMs have also been shown to employ deceptive patterns
when prompted to generate web elements.

Krauß et al. [2025] examined GPT-4 and whether a user LLMs generate web

elements that contain

deceptive patterns,

even when they are not

specifically prompted to

do so.

can unintentionally create deceptive designs when using a
model for front-end development. For this, they had partic-
ipants ask ChatGPT to generate web elements and modify
them according to neutral business goals, such as increas-
ing the sales of a specific featured product or the number
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of sign-ups for a newsletter. They found that all 20 gen-
erated web pages contained at least one deceptive pattern,
with a maximum of nine and a mean of five patterns per
page. They especially found that the generated designs vi-
olate EU law and even OpenAI’s usage policies.
In a similar study Chen et al. [2025] used 4 well-known
LLMs to generate web components commonly found on e-
commerce websites and found deceptive patterns in over
one-third of the generated components. They found that
the number of employed dark patterns varied depending
on which model was used, which component was gener-
ated, and whose interests were instructed to be prioritized:
The company’s, the user’s, or none. Similar to the results
by Krauß et al., dark patterns are also more frequently pro-
duced in components that are related to company interests
and less frequently generated when users’ interests were
prioritized. The most commonly used deceptive patterns
hid information or restricted actions.

Despite this, LLMs can also be helpful in the fight against
deceptive patterns.

Mills and Whittle [2023] investigated using generative AI toProviding an LLM with

screenshots is the most

promising approach of

representing web pages

for simulating user

behavior in deceptive

interfaces.

simulate the behavior of users with differing digital skills in
order to detect deceptive patterns. For this, they came up
with three different approaches where the LLM is assigned
a persona with different digital literacy levels and asked to
navigate a web page depending on either user description,
an image of the interface, or by providing the model with
the HTML and JavaScript code. They noted problems of
these approaches, namely the dependence of the first ap-
proach on the description by a user. The second approach
of using AI vision and images was seen as the most promis-
ing method for identifying dark patterns and simulating
the behavior of a person resulting from deception and the
interface design. Finally, while the last approach is the most
objective, as the input is directly dependent on the website,
the model struggled with interpreting the code as a ren-
dered web page, and overly focused on links over visuals.
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Porcelli et al. [2024] used LLMs to navigate deceptive LLMs can be used to

enforce user

preferences, mitigating

deception.

cookie banners and automatically enforce user preferences.
They proposed a User Privacy Management System (UPPMs)
that helps users create a personal privacy policy, which is
then automatically applied to cookie banners on visited
websites by using an LLM. Experiments showed how an-
alyzing the HTML code enabled the model to understand
cookie banners and apply even complicated privacy poli-
cies.

Further, multiple studies have investigated the use of LLMs LLMs can help detect

deceptive patterns, but

struggle with

SNEAKING.

for the automatic identification and classification of decep-
tive patterns. Sazid et al. [2023] explored the identifica-
tion of texts containing deceptive patterns. They achieved
an overall accuracy of 83.57% by using zero-, one-, and
few-shot prompting for each deceptive pattern category.
While this worked well for deceptive patterns like FORCED

ACTION, SCARCITY, SOCIAL PROOF, or non-deceptive de-
signs, the model performed poorly for patterns like MIS-
DIRECTION and OBSTRUCTION. Most notably, SNEAKING

was never identified. There have also been further stud-
ies that used multi-modal LLMs in combination with im-
ages for automatic detection of deceptive patterns [Chen
et al., 2023; Kodmurgi et al., 2024; Nayak et al., 2024].

Finally, Schäfer et al. [2025] already investigated the use of GPT-4o is generally

capable of deceptive

pattern removal, even

without further

adjustments.

LLMs for deceptive pattern removal. For this, they used a
GPT-4o model without any further model adjustments and
iteratively prompted it to remove dark patterns from web
elements and pages. Initially, they started with a simple
prompt ”Make that less manipulative” and iterated 10 times
over the results. After the third iteration, manipulation
was fully removed in 45% of cases and partially removed
in 24% more. Based on problems they found with this ba-
sic prompt, they came up with guardrails consisting of 12
rules, added them to the prompt, and repeated the process
from the beginning for 10 iterations. With this improved
prompt, 72% of manipulations were fully removed with an
additional 19% being partially removed after the third iter-
ation. During this whole process, they observed problems
like the LLM hallucinating facts or functions, graying out
buttons and thereby adding additional deception or delet-
ing the buttons fully.
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Chapter 4

Method

In this chapter, we will detail the approach we used for cus-
tomizing and evaluating the LLM. Namely, we will explain
our customization approach, how the conversations with
the LLM took place, and how the results were evaluated.

4.1 Process

The underlying process of our investigation of deceptive The process of our

investigation consisted

of 3 stages: The

customization of the

LLM, the actual

conversation with it, and

the evaluation of the

results.

pattern removal is visualized in Figure 4.1 and consists of
the following stages: First, we influenced the LLM’s re-
sponses based on four different factors: Pre-Training, Hyper-
parameters, Prompting, and Fine-Tuning. The conversations
with the customized LLM were structured using Structured
Output and a replacement approach, which only required
a short list of changes from the model that were then com-
bined to reconstruct the now more neutral web pages. Fi-
nally, we evaluated the results using a metric consisting
of our main score for Manipulation and two others for De-
sign, Layout, and Context and Functionality. The evaluation
also featured an analysis of instances where the returned
changes were not applicable.
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Figure 4.1: The overall process of our investigation into optimizing LLMs for de-
ceptive pattern removal. We customized the LLM based on 4 factors, made it return
the neutralized version as a list of changes that are then used to reconstruct the web
page and finally, evaluated the restulting page and analyzed failed changes.

4.2 Collecting Examples

We needed examples of deceptive and neutral web pages
not only for the evaluation, but also for initial tests, some
prompting techniques, and fine-tuning. Therefore, we first
gathered a large collection of HTML files with and without
deceptive elements.

The collection contained web elements and full pages withWe gathered a

collection of HTML files

containing different

deceptive or fair

designs from related

work, real websites, or

created by ourselves.

deceptive patterns provided by Schäfer et al. [2025] and
Krauß et al. [2025]. We also recreated examples from
Brignull’s website1 and a Hall of Shame2 either manually

1 https://www.deceptive.design/, last accessed September 23, 2025
2 https://hallofshame.design/, last accessed September 23, 2025

https://www.deceptive.design/
https://hallofshame.design/
https://www.deceptive.design/
https://hallofshame.design/
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or using a specialized LLM3 to turn screenshots into HTML
code. Additionally, we extracted the source code from real
websites that contained deceptive patterns. Unfortunately,
many of the real pages were dynamic and relied on server
calls for general functionality and user interactivity. As we
only had access to the code on the client side, such func-
tionality was often lost during the extraction. To compen-
sate for this and to allow for the inclusion of deceptive pat-
terns like NAGGING, that rely on dynamic changes of the
web page, we wrote fully functional web pages containing
such patterns ourselves. We also ensured that our collec-
tion included more complicated edge cases, like unremov-
able deceptive patterns and friction or fair designs. From
this collection we put aside an Evaluation Set of 25 exam-
ples and used the remaining collection with 58 examples
as a Practice Set for initial tests. While the Practice Set in-
cluded designs similar to our Evaluation Set it was impor-
tant to keep both sets separate, so that the improvements of
our prompts, that we used the Practice Set for did not over-
fit to our Evaluation Set. We will further detail the contents
of the Evaluation Set in Chapter 4.5.1.

4.3 Customization

In the customization stage we influenced the responses of
the LLM with four different factors: Pre-Training, Hyperpa-
rameters, Prompting, and Fine-Tuning.

4.3.1 Pre-Training

We decided not to concentrate our efforts on pre-training We investigated one

general-purpose and

one reasoning model

a model ourselves, but instead decided to use an off-the-
shelf model and adapt it to our task. For the choice of this
base model, we were interested in whether a general-purpose
model or a reasoning model would perform better in our
task. Due to this, we decided to select one model of each
type and compare the results.
3 https://chatgpt.com/g/g-0fiJrSSdG-screen-shot-to-code, last

accessed 23. September, 2025

https://chatgpt.com/g/g-0fiJrSSdG-screen-shot-to-code
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We decided on GPT-4o5 as our general-purpose model dueAs our general-purpose

model we chose

GPT-4o4

to several reasons. For one, GPT-4 and the models based
on it were the current state of the art at the time we started
working on this thesis and were heavily featured in related
work featuring LLMs and deceptive patterns [e.g. Chen
et al., 2025; Mills and Whittle, 2023; Schäfer et al., 2025].
GPT-4o also had the additional advantage of a larger con-
text window of 128,000 tokens compared to GPT-4.

For our reasoning model, we wanted to allow the modelWe used o4-mini6 as

our reasoning model to spend tokens on the reasoning process without any bud-
getary restrictions. Due to this, we decided on o4-mini7 ,
as it is capable of advanced reasoning, but is significantly
cheaper than the full o-series models, reducing our con-
cerns about financial limitations.

Both models also supported various tools that we consid-
ered using for this thesis. These include File Search, Dataset
Fine-Tuning, and Structured Output. It also allowed for im-
age input. In the end, we did not use all of those, but still
kept our initial choice.

4.3.2 Hyperparameters

As mentioned in Chapter 2.3, the parametersWe investigated

temperatures 0.1 and

0.2 for our general

-gurpose model and low

and high reasoning

effort for our reasoning

model

presence_penalty and frequency_penalty were detri-
mental to coding tasks and, therefore, also to our objective.
Due to this, we did not investigate them further.

As top_p and temperature both have a similar effect
and should not be adjusted simultaneously, we had to
decide on one. We chose temperature as we wanted
to keep the probabilistic distribution while still allow-
ing less likely candidates. We also found more ref-
erences to temperature values in related work [e.g. Li
et al., 2024; Sazid et al., 2023; Zhang et al., 2025]. As seen
in Chapter 2.3 and Figure ??, temperature 0.2 is recom-

5 https://openai.com/index/hello-gpt-4o/, last accessed September
23, 2025

7 https://openai.com/index/introducing-o3-and-o4-mini/, last
accessed September 23, 2025

https://openai.com/index/hello-gpt-4o/
https://openai.com/index/hello-gpt-4o/
https://openai.com/index/hello-gpt-4o/
https://openai.com/index/introducing-o3-and-o4-mini/
https://openai.com/index/hello-gpt-4o/
https://openai.com/index/introducing-o3-and-o4-mini/
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mended for code generation, and the next higher value 0.3
is assigned to the task of comment generation. We con-
sider our task as considerably less creative and in need of
more deterministic responses than commenting code. Due
to this, we decided not to explore temperatures higher than
0.2 and investigate 0.2 as well as 0.1. To this end, we evalu-
ated the performance of both temperatures on the Basic and
Advanced Prompts that we will describe in the following sec-
tion.

Since temperature is not supported by reasoning models,
we only investigated the reasoning_effort for our o4-mini
model and evaluated low and high reasoning effort.

4.3.3 Prompting

The following section covered how we created the differ- We used the Practice

Set to create an

Advanced Prompt as a

basis for our prompting

techniques. Once we

started evaluating, no

further adjustments of

the prompts were

allowed.

ent prompts. We created a minimal Basic Prompt as a base-
line similar to Schäfer et al. [2025]. For better comparability
of the prompting techniques, we wanted to base them all
on the same prompt: Our Advanced Prompt. This prompt
should adhere to recommended best practices for prompt-
ing and therefore include all necessary and specific instruc-
tions for deceptive pattern removal. In the following sec-
tion we will explain the process of how these prompts were
created. It is important to note, that we specifically ex-
cluded the Evaluation Set from the prompt generation pro-
cess, as not to bias our evaluation results. Consequently,
once we started using those examples, we did not allow for
any further modification of the prompts.

Basic and Advanced Prompt

Starting out, we decided on a simple Basic Prompt as a base- We came up with Basic

Prompt, a minimal

baseline prompt.

line without any further prompting strategies applied. We
kept this prompt minimal, and notably did not add any
instructions on the expected output form while still using
Structured Output with our standard response format (see
Chapter 4.4 for details).
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BASIC PROMPT:
Neutralize all manipulative elements.

Basic Prompt

Following this, we used our Practice Set in order to build an
Advanced Prompt.

Using the Meta Prompting Technique we constructed an ini-
tial prompt that we adjusted further. For this we prompted
o4-mini with an adapted form of the Meta Prompt recom-
mended by OpenAI8.

META PROMPT:
See Appendix A.9.

Meta Prompt

Starting with this as a basis, we iteratively adapted theWe iteratively

constructed our

Advanced Prompt using

our practice set and

adjusting the prompt

manually as well as by

using the Meta

Prompting Technique.

prompt based on problems we found with our practice set
and added a rules section where we specified output re-
lated instructions. In addition to manual improvements,
we also used the Meta Prompting Technique for fixing mis-
takes. For this improvement prompt, we specifically in-
structed the o4-mini model to add general rules, so as not
to overfit to our practice set.

IMPROVEMENT META PROMPT:
See Appendix A.10.

Improvement Meta

Prompt

When using the Meta Prompts, we often had to removeWe adapted the results

of the meta prompts to

remove prompting

strategies and

references to deceptive

pattern terminology.

specific prompting techniques like personas, instructions
to “think aloud” or examples as these were techniques we
wanted to evaluate separately. We also removed specific
references to deceptive pattern categories as the goal was
for the LLM to detect and neutralize any form of deception.
We did not want it to overfit to known deceptive pattern
taxonomies as it should also be able to keep up with future
forms of deception.

8 https://platform.openai.com/docs/guides/prompt-generation,
last accessed September 22, 2025

https://platform.openai.com/docs/guides/prompt-generation
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Once we noticed no more crucial shortcomings on our prac-
tice set, we stopped further adjustments. While at that
point the model did not fully neutralize every example in
the practice set, we were satisfied with the overall perfor-
mance and wanted to leave room for improvement with the
different prompting techniques as well as avoid overfitting
our prompt to the practice set. Ultimately, this lead to the
following prompt:

ADVANCED PROMPT:
See Appendix A.2.

Advanced Prompt

In order to isolate and compare the effect of the different
techniques on the model’s performance, we decided to base
their prompts on the Advanced Prompt.

(Zero-Shot) Chain-of-Thought Prompt

To cause the model to output the thought process behind
its changes, we simply added a specific instruction to do so
at the end of the Advanced Prompt. We also had to change
our response structure and instruct the model accordingly
(see Chapter 4.4.2 for details.)

(ZERO-SHOT) CHAIN-OF-THOUGHT PROMPT:
Advanced Prompt + “Think step by step and
always describe your approach for each change
in the ’explanation’ field. If no changes
were possible, add your explanation to the
’comments’ field”

(Zero-Shot)

Chain-of-Thought

Prompt



36 4 Method

Figure 4.2: The examples provided for the Few-Shot, Few-Shot Chain-of-Thought and
Combination Prompt.

Few-Shot Advanced and Few-Shot Chain-of-Thought
Prompt

We decided on three different examples for prompts usingWe added three

different examples for

Few-Shot and

Few-Shot

Chain-of-Thought

Prompting.

Few-Shot Prompting (see Figure 4.2). In order to maintain a
low token count in order to remain within limits and reduce
costs, the examples chosen were short and simple. With the
latter, we intended to allow for an easier transfer to other
web elements employing similar patterns. It is important
to note. that we did not intend to cover all the different
kinds of deceptive patterns. This would require too many
examples, and it would also risk overfitting to the current
taxonomies. Instead, we used examples with high trans-
ferability (Example 1) or to cover problems that have per-
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sisted in the training phase, like the model not recognizing
unremovable deceptive patterns (Example 2) and rephras-
ing deceptive elements like REFERENCE PRICING instead of
removing them (Example 3). With the last example we also
wanted to include a design that requires several changes.

FEW-SHOT PROMPT:
Advanced Prompt + Examples
(See Appendix A.3) Few-Shot Prompt

For the Few-Shot Chain-of-Thought Prompt we also added an
explanation for why and how the change neutralizes de-
ception for each example.

FEW-SHOT CHAIN-OF-THOUGHT:
Chain-of-Thought Prompt + Examples
(See Appendix A.5) Few-Shot

Chain-of-Thought

Persona Prompts

Despite Persona Prompting being controversial, we decided We tested three

different expert roles as

personas.

to try out different personas as this has been shown to be
effective for the evaluation of UX design [Shin et al., 2025]
and the removal of deceptive patterns also requires the
model to properly evaluate the design of the web page. We
decided to compare three different expert personas. Our
first persona reflects the task itself exactly: An expert in
the removal of deceptive designs. For the other two, we
wanted to try different viewpoints regarding deceptive pat-
terns: First, people with expertise in deceptive patterns.
Secondly, the people employing those tactics, who are ex-
perts in marketing and sales, that know how to influence
people for their profit.

All these personas precede the Advanced Prompt.
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PERSONA “DECEPTION REMOVAL EXPERT”:
“You are an expert in the neutralization of
manipulative design and Dark or Deceptive
Patterns in particular.” + Advanced PromptPersona “Deception

Removal Expert”

PERSONA “DECEPTIVE PATTERN EXPERT”:
“You are an expert in manipulative design and
Dark or Deceptive Patterns in particular.” +
Advanced PromptPersona “Deceptive

Pattern Expert”

PERSONA “MARKETING AND SALES EXPERT”:
“You are an expert in manipulative design and
Dark or Deceptive Patterns in particular.” +
Advanced PromptPersona “Marketing and

Sales Expert”

Prompt Chaining

For the prompt chaining technique, we split our AdvancedWith Prompt Chaining

we split the task into an

Analysis and a

Removal Prompt

Prompt into its two main components: Firstly, the analy-
sis of the code for potentially manipulative elements, and
secondly, their removal. Each step was designated its own
prompt and model response.

ANALYSIS PROMPT:
See Appendix A.6.1.

Analysis Prompt

The result of the first prompt was directly passed to the
model for the next prompt using the first response’s ID.
This allowed the model to access the results of and the con-
text surrounding the analysis step.

REMOVAL PROMPT:
See Appendix A.6.2.

Removal Prompt
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Combination Prompt

Finally, we tested a combination of the previous techniques. We constructed a

Combination Prompt

that used all previous

prompting techniques

combined.

We split our prompt, added examples, an instruction to ex-
plain the thought process, and a persona to the individual
prompts. For the latter, we chose the Removal Expert as it
previously performed best out of all three personas (see
Chapter 5.1.2 for details). We also adapted the examples
and the Chain-of-Thought instruction to fit the form of the
separate steps.

COMBINATION ANALYSIS PROMPT:
Removal Expert Persona + “Think step by step
and always describe your approach for each
change in the ’explanation’ field. If no
important elements were found, add your
explanation to the ’comments’ field.” +
Chaining Analysis Prompt + Examples
(See Appendix A.7.1.)

Combination Analysis

Prompt

COMBINATION REMOVAL PROMPT:
Removal Expert Persona + “Think step by step
and always describe your approach for each
change in the ’explanation’ field. If no
important elements were found, add your
explanation to the ’comments’ field.” +
Chaining Removal Prompt + Examples
(See Appendix A.7.2.)

Combination Removal

Prompt

Reasoning Prompt

Since the concepts of the techniques used for the GPT- Our Reasoning Prompt

is an adaptation of the

Advanced Prompt to

best practices for

reasoning models.

4o model are not recommended for reasoning models (see
Chapter 2.4.2), we only prompted the o4-mini model with
the Basic Prompt and adapted the Advanced Prompt to the
best practices for reasoning models addressed in Chap-
ter 2.4.2. For this, we removed the specific instructions and
only kept the initial task context and rules section. We also



40 4 Method

added the specific instruction “Take your time and think as
carefully and methodically about the task as you need to."
from Nori et al. [2024].

REASONING PROMPT:
See Appendix A.8

Reasoning Prompt

4.3.4 Fine-Tuning

As presented in Chapter 2.5, OpenAI supports Supervised
Fine-Tuning, Direct Preferences Optimization, and Reinforce-
ment Fine-Tuning. Direct Preferences Optimization is a tech-We used Supervised

Fine-Tuning on a

GPT-4o model.

nique for Alignment Fine-Tuning and is used to adjust the
style of the model’s output to human preferences. As we
only care about the performance and not further align-
ments, we did not consider this process. Reinforcement Fine-
Tuning requires a specific grader, which could either have
been a specific script or an LLM Judge. Due to the nature
of our task, a script grading would not work. Instead, an
LLM judge would be required, which is another entire field
of research and out of the scope of this thesis. Due to this,
we decided to instead use Supervised Fine-Tuning and used a
GPT-4o model gpt-4o-2024-08-06 as the basis to allow for
comparability with the other techniques and results. We
did not fine-tune the o4-mini model as reasoning models
do not support Supervised Fine-Tuning.

Unfortunately, there are no publicly accessible datasets
available that we could use for the fine-tuning process. The
existing datasets on deceptive patterns are either based on
images [Chen et al., 2024] or text [Mathur et al., 2019; Yada
et al., 2022], while we would specifically require HTML
code.

Due to this, we created a dataset ourselves for which weWe gathered a dataset

of 106 designs from a

workshop conducted at

our chair, related work,

and our remaining initial

collection

conducted a one-afternoon workshop session with eight
coworkers from our chair. In this workshop, participants
constructed pairs of deceptive and neutral HTML files by
either creating them manually, using an LLM, or extract-
ing designs from real web pages and neutralizing them.
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One participant was not familiar with HTML and instead
paired examples together from the published data of Krauß
et al. [2025]. After filtering out designs that were either al-
ready in the Evaluation Set or not usable, we ended up with
52 designs resulting from this workshop. On top of this,
we neutralized some remaining designs of our Practice Set,
that also included examples of Schäfer et al. [2025], selected
and neutralized further designs by Krauß et al. [2025], and
added non-removable and fair examples. In total, this cul-
minated in a dataset with 106 examples.

OpenAI’s fine-tuning requires the data to be presented in
the format of a conversation. We decided to use the Ad-
vanced Prompt in the dataset for comparability to the other
techniques and formatted our deceptive and neutral files
into the response format we use with our models (see
Chapter 4.4.2).

After our dataset was prepared, we used an 80:20 ratio to We completed a

fine-tuning iteration with

an 80:20 split into

training and validation

sets and another

without splitting the

dataset.

split it into a training and validation set and started an ini-
tial fine-tuning iteration with both sets. The data returned
for this run revealed decreasing full validation loss, which
indicates improving performance of the model on the val-
idation set. However, the other data provided by the inte-
grated evaluation on the validation set was not useful for
our task. The generally positive result encouraged us to
train for another iteration without adjusting the default pa-
rameters, but as the feedback was otherwise unhelpful, we
decided not to split the dataset for this iteration, as it was
already rather small. Additionally, the information gained
by providing the validation set was not worth reducing the
examples in the training set.

After the process was complete, we prompted the fine-
tuned model with the Advanced Prompt and evaluated the
results.
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4.4 Conversation

In this section, we will describe how we communicated
with the LLM.

4.4.1 Setup

We use Azure Open AI11 to access OpenAI’s ApplicationWe access our models

via Azure Open AI9

and the Responses

API10

Programming Interface (APIs) and models. OpenAI offers
two different APIs: The Chat Completions API12 and Re-
sponses API13 . While Chat Completions is still supported,
OpenAI calls for migration to Responses for new projects.
Using Responses also improves model performance, reduces
costs, has the additional advantage that future models will
be supported, and supports additional tools and function-
alities like file search, code interpretation, and the creation
of reasoning summaries for reasoning models14. Due to
these benefits, we decided to access our models via Re-
sponses.

In order to keep track of our budget, we had a token limit
and allowed for up to 100,000 tokens for the GPT-4o Model
and 500,000 tokens for the o4-mini model.

11 https://azure.microsoft.com/en-us/products/ai-foundry/
models/openai, last accessed September 23, 2025

12 https://platform.openai.com/docs/api-reference/chat, last ac-
cessed September 23, 2025

13 https://platform.openai.com/docs/api-reference/responses,
last accessed September 23, 2025

14 https://platform.openai.com/docs/guides/migrate-to-
responses, last accessed September 22, 2025

https://azure.microsoft.com/en-us/products/ai-foundry/models/openai
https://azure.microsoft.com/en-us/products/ai-foundry/models/openai
https://platform.openai.com/docs/api-reference/responses
https://platform.openai.com/docs/api-reference/responses
https://platform.openai.com/docs/api-reference/chat
https://platform.openai.com/docs/api-reference/responses
https://platform.openai.com/docs/api-reference/responses
https://azure.microsoft.com/en-us/products/ai-foundry/models/openai
https://azure.microsoft.com/en-us/products/ai-foundry/models/openai
https://platform.openai.com/docs/api-reference/chat
https://platform.openai.com/docs/api-reference/responses
https://platform.openai.com/docs/guides/migrate-to-responses
https://platform.openai.com/docs/guides/migrate-to-responses
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4.4.2 Messages

Our conversation with the LLM consists of a list of mes-
sages with different types:

1. A system or developer message that gives the LLM gen-
eral instructions of what to do. This is the prompt we
aim to optimize through prompting techniques.

2. A user message consisting of the HTML code for a web
page or element.

3. An assistant message which contains the answer of the
LLM.

System or developer messages provide general instructions We used our previously

presented prompts as

system or developer

messages.

that are applied to the user message and as such have
higher priority. We started out using system messages for
the general-purpose model but switched to developer mes-
sages for the reasoning models as this was explicitly recom-
mended for these models15. However, this affects the hi-
erarchy of the different messages while being functionally
identical16, and as we always only used either a developer
or a system message, there is no indication that this affected
anything.

The user message contains only the HTML code. We aimed
to minimize the amount of tokens this requires by deleting
unused CSS rules and removing whitespace, comments,
and unused attributes in the HTML code. We use Struc- The model’s response

is returned as individual

changes that are then

applied to the HTML

file.

tured Output for the assistant message in order to receive a
specific answer structure. In this structure, the model only
returns different changes that are to be applied to the origi-
nal HTML file in order to neutralize it, instead of returning
the full neutralized file. This crucially reduces the amount
of spent output tokens, decreasing costs and also helping us
adhere to token limits. We defined our formats as Pydantic

15 https://platform.openai.com/docs/guides/reasoning-best-
practices, last accessed September 28, 2025

16 https://learn.microsoft.com/en-us/azure/ai-foundry/
openai/how-to/reasonings, last accessed September 30, 2025

https://docs.pydantic.dev/latest/api/base_model/
https://docs.pydantic.dev/latest/api/base_model/
https://platform.openai.com/docs/guides/reasoning-best-practices
https://docs.pydantic.dev/latest/api/base_model/
https://platform.openai.com/docs/guides/reasoning-best-practices
https://docs.pydantic.dev/latest/api/base_model/
https://learn.microsoft.com/en-us/azure/ai-foundry/openai/how-to/reasonings
https://docs.pydantic.dev/latest/api/base_model/
https://learn.microsoft.com/en-us/azure/ai-foundry/openai/how-to/reasonings
https://docs.pydantic.dev/latest/api/base_model/
https://docs.pydantic.dev/latest/api/base_model/
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Base Models17 . All structures can be found in Appendix B
and are based on the following standard response format.

The standard format of

the model’s response.

class Response(BaseModel):
changes: list[Change] = Field(description="All the

changes that are to be made")
comments: str = Field(description="If changes were

unnecessary or impossible")

class Change(BaseModel):
original: str = Field(description="The exact

original HTML code that should be removed")
replacement: str = Field(description="The new HTML

string that replaces the manipulation")

In each response, the model returned a list of Changes and
a field for comments.
Each Change consists of a part of original HTML code that
gets replaced with the replacement code. In case an ele-
ment should be deleted, replacement was left empty. The
comments field was used for edge cases in which changes
were either unnecessary or not possible.

This standard format had to be adapted for certain prompt-
ing techniques. For Prompts featuring chain-of-thought
output, an explanation field was added to each change.
In case of split prompts, the analysis step needed an indi-
vidual response structure: It returned a list of Important
Elements that contain the HTML code of the element and
a short description of it. We added the description part, as
the identification of relevant aspects is part of the analysis
step. The Removal Prompt should only concern itself with
whether the influence counts as manipulative and how it
could be neutralized. Therefore, we wanted to have the
influence already described in the input for the Removal
Prompt. The output format also allowed for a field with
comments in case no elements of interest were identified.

17 https://docs.pydantic.dev/latest/api/base_model/, last ac-
cessed September 23, 2025

https://docs.pydantic.dev/latest/api/base_model/
https://docs.pydantic.dev/latest/api/base_model/
https://docs.pydantic.dev/latest/api/base_model/
https://docs.pydantic.dev/latest/api/base_model/
https://docs.pydantic.dev/latest/api/base_model/
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In the Combination Prompt the Important Elements also re-
ceived an explanation.

4.4.3 Reconstruction

After receiving the model’s response, we iterated through If the code returned in

the change did not

match the original file

exactly, the change

fails.

all changes and applied them to the HTML file. However,
since we did this using string.replace(), the original
code returned in each change had to match the element in
the original file exactly. If this was not the case, the change
failed, which we recorded and analyzed afterwards.

4.5 Evaluation

In order to compare the influence of the different cus-
tomization approaches, we evaluated their performance on
an Evaluation Set consisting of 25 web pages or elements us-
ing a metric we derived from related work. Lastly, we also
kept track of instances where the changes returned by the
model failed.

4.5.1 Evaluation Set

We put aside 25 examples from our original collection (see
Chapter 4.2) in order to use them for the evaluation. Due
to this, these designs were not included in the Practice Set
or the dataset used for fine-tuning. Therefore, they were
unknown to the LLM, allowing for unbiased evaluation.
Table 4.3 gives an overview of the designs featured in the
Evaluation Set and the different deceptive patterns that were
included based on the ontology by Gray et al. [2024].

During the selection, we prioritized examples from real Our Evaluation Set

included deceptive

designs from all

high-level categories by

Gray et al. [2024].

websites and only added manually created examples for
deceptive patterns that were not extractable but of certain
interest. This included patterns that resulted from elements
being created dynamically, such as SNEAK INTO BASKET
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ID Deceptive Patterns Source
E00 FALSE HIERARCHY, PRESSURED SELLING, POSITIVE

OR NEGATIVE FRAMING, VISUAL PROMINENCE,
DRIP PRICING, HIDDEN COSTS, OR PARTITIONED

PRICING

Ryanair

E01 FALSE HIERARCHY, LOW STOCK, EMOTIONAL OR

SENSORY MANIPULATION, REFERENCE PRICING

Wizzair

E02 COUNTDOWN TIMER, VISUAL PROMINENCE, EMO-
TIONAL AND SENSORY MANIPULATION, SCARCITY

AND POPULARITY CLAIMS, REFERENCE PRICING,
FALSE HIERARCHY

AsapTickets

E03 SCARCITY AND POPULARITY CLAIMS, EMOTIONAL

OR SENSORY MANIPULATION, COUNTDOWN TIMER,
LIMITED TIME MESSAGE

Amazon

E04 LOW STOCK, High Demand Viagogo
E05 BAD DEFAULTS, TRICK QUESTION (not removable) Sky
E06 VISUAL PROMINENCE, EMOTIONAL AND SENSORY

MANIPULATION, LOW STOCK

Booking

E07 FALSE HIERARCHY, EMOTIONAL AND SENSORY MA-
NIPULATION

Wizzair

E08 PRIVACY ZUCKERING (not removable) Opodo
E09 Fair European Union
E10 Fair British Museum
E11 High Demand, LOW STOCK Viagogo
E12 Fair MasterCubeStore
E13 COUNTDOWN TIMER, REFERENCE PRICING, VISUAL

PROMINENCE

self made

E14 SNEAK INTO BASKET, BAD DEFAULTS self made
E15 NAGGING, CONFIRMSHAMING self made
E16 PRICE COMPARISON PREVENTION self made
E17 Fair (Friction) self made
E18 VISUAL PROMINENCE, LIMITED TIME MESSAGE,

DISGUISED AD, REFERENCE PRICING

Wish

E19 FALSE HIERARCHY, PRESSURED SELLING, EMO-
TIONAL AND SENSORY MANIPULATION

Ryanair

E20 EMOTIONAL AND SENSORY MANIPULATION Ryanair
E21 DRIP PRICING, HIDDEN COSTS, OR PARTITIONED

PRICING

AirBnB

E22 BAD DEFAULTS, ACTIVITY MESSAGES, VISUAL

PROMINENCE, PARASOCIAL PRESSURE

WinRed

E23 CONFIRMSHAMING, VISUAL PROMINENCE Ryanair
E24 FALSE HIERARCHY self made

Table 4.3: The examples in the Evaluation Set and the deceptive patterns they in-
clude after the ontology by Gray et al. [2024]. We included instances from all high-
level deceptive pattern categories as well as fair and friction designs.

https://www.ryanair.com
https://www.wizzair.com/
https://www.asaptickets.com/
https://www.amazon.com/
https://www.viagogo.com/
https://www.sky.com/
https://www.booking.com/
https://www.wizzair.com/
https://www.opodo.com/
https://european-union.europa.eu/
https://www.britishmuseumshoponline.org/
https://www.viagogo.com/
https://mastercubestore.com/
https://www.wish.com/
https://www.ryanair.com
https://www.ryanair.com
https://www.airbnb.com/
https://winred.com/
https://www.ryanair.com
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(E14), NAGGING (E15), or PRICE COMPARISON PREVEN-
TION (E16). We specifically added these in order to include
patterns from all high-level categories from the ontology by
Gray et al. [2024].

Lewis and Vassileva [2024] highlighted the importance of We added fair, friction,

and unremovable

deceptive designs as

edge cases to our

Evaluation Set.

context for the distinction between deceptive patterns and
designs that are beneficial to the user by contrasting OB-
STRUCTION as a manipulative technique with OBSTRUC-
TION used as a friction design for deleting a branch in
GitLab. To address this edge case, we also wrote a simi-
lar profile deletion page and included it in our evaluation
page (E17). Furthermore, we added fair versions of web
elements that commonly contain deceptive patterns, like a
cookie banner (E09), an online shop (E10), and a sign-up
form (E12). With the friction and the fair designs, we aimed
to test whether the LLM can use the context of a page to de-
termine the lack of manipulation for the friction case, but
also disregard the context of the chosen fair designs, often
associated with deception. As not all deceptive patterns
are removable, we added such cases with two patterns: an
opt-out design (E05) and a cookie banner with no option
to decline (E08). For all these conditions, we intended the
LLM to return no changes and instead state that no changes
were possible or necessary.

Lastly, we used pages with different sizes and settings to as- The examples

encompass different

sizes and atmospheres.

sess if the LLM interferes with other elements on the page.
For example, E02 contained a full web page with many ad-
ditional, irrelevant elements. E22 is a political donation
web page and thus uses deceptive patterns in an overall
highly emotional atmosphere.

Appendix C specifies the different definitions of the pat- We used a strict

interpretation of Gray

et al.’s definitions.

terns, but it has to be noted that for many patterns Gray
et al. specifies a need for the claims pressuring the user to
be misleading or false. However, as we cannot verify such
sources and also intended to make our LLM strict with el-
ements that might already be potentially manipulative, we
always assumed the origin of the coercive elements to be
deceptive and, as such, covered by Gray et al.’s ontology.
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4.5.2 Metric

The metric for our evaluation was based on problems we
identified in initial tests and that occurred in related work.
It covered 3 different factors: Design, Layout, and Context,
Manipulation and Functionality.

Design, Layout, and Context

In their work Li et al. [2023] noted problems of LLMs hal-We evaluated whether

the design, layout, and

context remained

consistent with the

original page.

lucinating elements, resulting in a cluttered layout. As
cluttered layouts are considerably unpopular in counter-
measures for deceptive patterns [Schäfer et al., 2023], we
wanted the model to only neutralize the manipulative ele-
ments and leave the rest of the page unchanged.

For this, we came up with a score to measure whether the
resulting page stayed consistent with the original regarding
design, layout, and context, ranging from 0 to 4:

4: No neutral elements were changed, and the changes
of the manipulative elements matched the design,
layout, and context of the original page.

3: There were changes to neutral elements, but the re-
sults were consistent with the design, layout, and
context of the original page.

2: There were changes to the design, layout, and con-
text, but they only deteriorate aesthetics.

1: Changes to the design, layout, or context were either
substantial or resulted in a confusing user experience.

0: The page was broken.

In case no changes took place, the score defaulted to 4.
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Manipulation

The Manipulation Score is probably the most crucial for our We measured how

much of the

manipulation was

removed.

task and describes how the LLM handled deceptive pat-
terns. It is inspired by the score of Schäfer et al. [2025] and
also ranges from 0 to 4:

4: All manipulative elements were neutralized or it was
correctly identified that no changes were necessary or
possible.

3: The web page is less manipulative with at least half
of the manipulative elements neutralized.

2: The web page is less manipulative with less than half
of the manipulative elements neutralized.

1: The web page is no more or less manipulative than
before

0: Existing manipulative effects were enhanced or new
manipulative elements were added.

For this metric, the default value in case the model returned
no successful changes is 1.

It is important to note that the score 0 does not necessar-
ily mean that the page is now more manipulative overall.
Instead, we intended to penalize the LLM as soon as it is
the cause of deception. In cases of non-removable or fair
designs, we also required the model to return "No changes
necessary" or "No changes possible" in order to receive the
full points. For the fair designs, we wanted this in order to
reward the model correctly, recognizing that no manipula-
tive elements were featured. Without this rule, a model re-
turning no changes and one mistaking and changing other
elements for being manipulative would receive the same
Manipulation Score despite the latter misunderstanding ma-
nipulation. For unremovable designs, the model identi-
fying that removal does not work on a deceptive design
would enable us to activate other countermeasures as fall-
back options.
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Functionality

As this was also a problem occurring in related work [LiLastly, we kept track of

whether the

functionality of the page

was still intact.

et al., 2023], we also wanted to track if the changes of the
LLM broke the functionality of the web page or element.
Since the extraction of the pages sometimes removed it as
well, not all our evaluated pages were functional. In such
cases, all results for this design received a Functionality score
of 0 regardless of the LLM’s response. Otherwise, a score
of -1 was assigned if the originally intended actions a user
could take on the original page were not possible after the
changes. If this was not the case or no changes took place,
the value remained at 1.

4.5.3 Success Rate

Due to hallucinations of the LLM, the code returned in theSuccess Rate

measures how many of

the returned changes

were successful.

original fields of the changes was occasionally slightly
different from the initial code, causing the planned change
to fail. To keep track of this, we recorded the number of
planned and successful changes. The ratio of successful to
planned changes is represented by the Success Rate.
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Chapter 5

Results

This chapter presents the results of the evaluation. For
this, we will present all the different conditions tested step
by step and compare them to the Advanced Prompt. As
an overview, Appendix D contains a table which includes
mean and mode for the Design, Layout, and Context and Ma-
nipulation Score over all 17 conditions as well as the amount
of assigned scores of 0 and 4. In all tables and figures we
will use the following abbreviations for the most impor-
tant values: The average Design, Layout, and Context Score
(∅ DLC), the average Manipulation Score (∅ M), the aver-
age Functionality Score (∅ F), Success Rate (SR) and the num-
ber of changes the LLM returned (PC), which includes both
successful and failed changes.

5.1 General-Purpose Model

For our general-purpose model, we evaluated the temper-
atures 0.1 and 0.2 on the Basic and Advanced Prompt, our
8 prompts that featured prompting techniques, and the
fine-tuned GPT-model. Figure 5.1 gives an overview of
all prompts used with the non-fine-tuned general-purpose
model. In those violin plots the scores of the Advanced
Prompt is grayed out in the background to allow for easier
comparison.
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5.1.1 Basic and Advanced Prompt

Prompt (temperature) ∅ DLC ∅ M ∅ F SR PC
Basic (0.1) 1.92 1 0.12 0.8969 165
Basic (0.2) 2.04 1.4 0.2 0.8922 167

Advanced (0.1) 2.08 1.84 0.6 0.9804 153
Advanced (0.12) 2.12 1.84 0.6 0.9470 132

Table 5.2: The average Design, Layout, and Context (∅ DLC), average Manipulation
(∅ M), Functionality (∅ F), Success Rate (SR), and total amount of intended changes
of the Basic and Advanced Prompt for the temperatures 0.1 and 0.2. Temperature
0.2 outscored 0.1 for the Basic Prompt for all values and for DLC in the Advanced
Prompt.

Table 5.2 shows the results for the Basic and Advanced Our baseline Basic

Prompt received the

worst scores overall as

it was overly critical and

misjudged common

design and functionality

as manipulative.

Prompt for the temperatures 0.1 and 0.2.

The Basic Prompt received poor results across all scores, re-
gardless of the temperature used. It struggled to properly
estimate what is manipulative and should be removed. For
instance, it often removed entire script-tags or function
calls, thereby breaking the functionality of seven and six
pages in total for temperature 0.1 and 0.2, respectively. The
Design, Layout, and Context of the pages was also frequently
misjudged as manipulative, as the model disapproved of
the use of colors or shadow effects in general, regardless of
whether they caused INTERFACE INTERFERENCE, VISUAL

PROMINENCE, or FALSE HIERARCHY. All of this did not ac-
tually improve the average Manipulation, which remained
at the default 1 for temperature 0.1 and only slightly im-
proved to 1.4 for temperature 0.2. However, most problem-
atically, with these changes, the model sometimes increased
the manipulative effect by removing indicators of deceptive
patterns, but not the pattern itself. This occurred, for exam-
ple, in E18 where the model removed the already barely
noticeable label marking a DISGUISED AD, but not the ac-
tual ad. The prompt also resulted in the highest amount
of planned changes (165 and 167), indicating an overeager-
ness for altering the page.
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In contrast, the Advanced Prompt received better results.The Advanced Prompt

performed notably

better than our baseline

across all scores, but

still left room for

improvement.

Here, functionality was only broken for one page in both
temperatures. Its main struggle was the Design, Layout,
and Context as it made changes that left the remaining page
confusing or changed some trivial design traits or phras-
ings. But while the average Design, Layout, and Context
was rather low with 2.08 and 2.12, the page or element was
never broken, so it never received a Design, Layout, and Con-
text Score of 0. Overall, Average Prompt made slightly fewer
changes than Basic Prompt but had a noticeably better Suc-
cess Rate.

Temperature

Comparing the results of temperatures 0.1 and 0.2 onlyThe differences

between temperature

0.1 and 0.2 were

minimal, but 0.2

received slightly better

average scores.

yields slight differences. Using the Average Prompt with
a higher temperature only slightly improved the average
Design, Layout, and Context by 0.4 and improved the Suc-
cess Rate by 3.34%, but had no effect on the Functionality.
But while, the average Manipulation Score also remained
the same, with temperature 0.2 the LLM received one more
score of 0, meaning that deception was enhanced or added
for one design more.

On the other hand, we observed the reverse for the Basic
Prompt: Here, the temperature 0.1 received one more Ma-
nipulation Score of 0 compared to 0.2. For this prompt, in-
creasing the temperature also improved all average scores,
albeit rather minimally. For Design, Layout, and Context, it is
also noteworthy that temperature 0.1 broke one more page
completely.

In summary, while the differences were minimal, tempera-We used temperature

0.2 for all other

prompts.

ture 0.2 performed slightly better than 0.1. Due to this, we
decided to use temperature 0.2 for all other prompts that
followed. In the following, when speaking of the Basic or
Advanced Prompt, we will always refer to the results of tem-
perature 0.2 unless stated otherwise.
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5.1.2 Prompting Techniques

As we based all prompts for the different techniques on the
Advanced Prompt, we will present its average scores in the
tables as well to allow for easier comparison.

Few-Shot Prompting

Prompt ∅ DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 132
Few-Shot 2.32 2.08 0.52 0.9739 153

Table 5.3: The average Design, Layout, and Context (∅ DLC),
average Manipulation (∅ M), Functionality (∅ F), Success Rate
(SR), and total amount of intended changes of the Few-Shot
and Advanced Prompt. Few-Shot Prompting improved the av-
erage Design, Layout, and Context and Manipulation Scores,
while deteriorating Functionality

Adding simple examples to the Average Prompt improved Few-Shot Prompting

improved the average

Manipulation by 0.24

and the average

Design, Layout, and

Context by 0.2, but

broke the functionality

of one page more

compared to the

Average Prompt.

the average Design, Layout, and Context by 0.2 and the aver-
age Manipulation by 0.24 (see Table 5.3). Notably, the model
still did not properly recognize the cookie banner with only
an accept button (E08) as an unremovable deceptive design,
even though a similar case was included in the examples.
This means that it was not able to transfer this same case
of deceptive pattern. But the overall better performance re-
garding Manipulation still indicates that it was able to trans-
fer some aspects of the examples to other deceptive pat-
terns.

Interestingly, with 149 out of 153, the Few-Shot Prompt pro-
duced considerably more successful changes than the other
prompting techniques or the reasoning model. This was
only matched by the Basic Prompt or the Advanced Prompt
with temperature 0.1. The success rate of 0.974 is also
rather high.
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Zero- and Few-Shot Chain-of-Thought

Prompt ∅ DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 152
Zero-Shot

Chain of Thought 2 2.08 0.52 0.9444 108

Few-Shot
Chain of Thought 2.36 2.28 0.52 1 128

Table 5.4: The average Design, Layout, and Context (∅ DLC),
average Manipulation (∅ M), Functionality (∅ F), Success Rate
(SR), and total amount of intended changes of the Zero-
and Few-Shot Chain-of-Thought Prompts and the Advanced
Prompt. Few-Shot Chain-of-Thought achieved the highest im-
provement over the Advanced Prompt out of all prompting
techniques.

Zero-Shot Chain-of-Thought deteriorated the Design, Layout,Zero- and Few-Shot

Chain-of-Thought

Prompting increased

the Manipulation Score

by 0.24 and an

additional 0.2, but broke

the functionality of one

page more.

and Context of the examples by 0.12 on average and broke
the Functionality of one page more. However, it increased
the average Manipulation Score by 0.24 and an additional 0.2
once examples were added in the Few-Shot Chain-of-Thought
Prompt. The latter also increased the average Design, Lay-
out, and Context Score again, although the lower Functional-
ity Score remained the same (see Table 5.4).

Unlike simple Few-Shot Prompting, the Few-Shot Chain-of-
Thought Prompt correctly recognized the PRIVACY ZUCK-
ERING cookie banner with only an accept button (E08) as a
deceptive, but unremovable design. It was the only prompt
that did so in this thesis. However, it nonetheless changed
the phrasing of the accept button minimally instead of re-
turning no changes as it was instructed to do.

Few-Shot Chain-of-Thought was the only condition with a
Success Rate of 1, meaning that the LLM never hallucinated
any of the original code returned in the changes.
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Persona Prompts

Prompt ∅DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 152

Expert Persona
"Deception Removal" 2.28 1.96 0.6 0.9030 134

Expert Persona
"Deceptive Pattern" 2.24 1.6 0.52 0.8811 143

Expert Persona
"Marketing & Sales" 2.12 1.8 0.52 0.9638 138

Table 5.5: The average Design, Layout, and Context (∅ DLC),
average Manipulation (∅ M), Functionality (∅ F), Success Rate
(SR), and total amount of intended changes of the Advanced
and different Persona Prompts. Only the Removal Expert per-
sona resulted in improved scores.

Out of the three Personas, only the Removal Expert Persona Person Prompting

resulted in overall weak

performanced. Only the

Removal Expert

Persona showed an

improvement over the

Advanced Prompt.

showed an improvement to the Advanced Prompt and out-
performed the other two in all metrics. The other two actu-
ally deteriorated the Manipulation and Functionality Scores.
Especially the Deceptive Pattern Expert got unsatisfactory
Manipulation scores: It enhanced existing or introduced
new deception for five examples. A score of 0 being as-
signed so often was only also the case for the Basic Prompt
with temperature 0.1. The average Manipulation is also the
lowest of all prompts except for the Basic Prompt.

Prompt Chaining and Combination Prompt

Despite never breaking the page and thus never receiving
a score of 0, Prompt Chaining received the worst results on
average in the Design, Layout, and Context Score out of all
techniques and also had the lowest Success Rate out of all
general-purpose model prompts (76.79%). This could have
been caused by the split prompts requiring two responses
and thereby giving double the opportunity for hallucina-
tions. But surprisingly, the Combination Prompt, which was
also split, resulted in the highest average Design, Layout, and



58 5 Results

Prompt ∅ DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 132

Prompt Chaining 1.92 2.20 0.52 0.7679 112
Combination 2.44 2.24 0.36 0.9041 73

Table 5.6: The average Design, Layout, and Context (∅ DLC),
average Manipulation (∅ M), Functionality (∅ F), Success Rate
(SR), and total amount of intended changes of the Advanced,
Prompt Chaining, and Combination Prompts. While the Chain-
ing Prompt received the worst overall Design, Layout, and
Context Score, Combination received the best.

Context Score out of all prompting techniques and achieved
a much higher Success Rate of 90.41%.

The Manipulation Score was an improvement for both
Prompts, but the overall Functionality suffered: Prompt
Chaining removed functionality from two pages in total
which is one more than than the Average Prompt did. Wor-
ryingly, Combination broke the functionality of 4 pages.

5.1.3 Fine-Tuning

With a median of 3 and a mode of 4 for both Design, Lay-Fine-Tuning achieved

the best performance

overall.

out, and Context and Manipulation, the fine-tuned model
achieved the overall best performance of all conditions. It
was also the most reliable condition for dealing with fair
or unremovable designs and the only one that recognized
it would not be able to remove the deception resulting
from the opt-out checkbox in E05. Despite this, it did not
properly recognize the same for the other unchangeable
cookie banner (E08) and instead hallucinated a reject but-
ton. This behavior we otherwise only observed in the rea-
soning model.

However, the Functionality Score was worse than the one of
the Advanced Prompt, and the fine-tuned model was notably
also the only instance of a general-purpose model condi-
tion, apart from the Basic Prompt, that broke a page com-
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Prompt ∅ DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 132

Fine-Tuning 2.88 2.92 0.52 0.8523 149

Table 5.8: The average Design, Layout, and Context (∅ DLC),
average Manipulation (∅ M), Functionality (∅ F), Success Rate
(SR), and total amount of intended changes of the Fine-
Tuned model and Advanced Prompt. Fine-tuning resulted in
the best scores overall.

pletely and received a 0 as the Design, Layout, and Context
Score for one example

Another interesting observation was that for E03, a design
that featured multiple product cards that each contained
the same deceptive patterns, the fine-tuned model removed
almost all deceptive patterns consistently in each card, ex-
cept for the “claimed” bars, which were never removed.
Notably, the training set the model was fine-tuned on fea-
tured a similar design that also contained claimed bars that
were removed.

Figure 5.7 shows the performance of the fine-tuned model
next to the reasoning models. Again, the scores of the Ad-
vanced Prompt are grayed out in the background.

5.2 Reasoning Model

With the Reasoning Model, we evaluated a total of 4 con-
ditions with the Basic and Reasoning Prompts being evalu-
ated with low and high reasoning effort. As for the fine-
tuned model, an overview of the results can be found in
Figure 5.7.

5.2.1 Basic Prompt

Notably, despite using the exact same prompt, using the Ba-Using the Basic Prompt

with the reasoning

model achieved better

results than using it with

the general-purpose

model.

sic Prompt with the reasoning model achieved much better
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Prompt (reasoning_effort) ∅ DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 132

Basic (low) 2.12 1.72 0.28 0.7049 122
Basic (high) 2.44 2.16 0.44 0.8772 114

Table 5.9: The average Design, Layout, and Context (∅ DLC), average Manipulation
(∅ M), Functionality (∅ F), Success Rate (SR), and total amount of intended changes
of the Basic (low), Basic (high), and Advanced Prompt. While the scores were still
rather low, especially for low reasoning effort, the results were overall better than
with the general-purpose model.

results than it did with the general-purpose model. Still,
the scores were generally low when using low reasoning
effort. This was also accompanied by a weak Success Rate
of only 70.49%. This was, however, considerably improved
by allowing the model to spend higher effort on the reason-
ing process, where the model even achieved higher scores
than some prompting techniques in the Manipulation and
Design, Layout, and Context Scores.

5.2.2 Reasoning Prompt

Prompt (reasoning_effort) ∅ DLC ∅ M ∅ F SR PC
Advanced 2.12 1.84 0.6 0.9470 132

Reasoning (low) 2.92 1.96 0.52 0.7013 77
Reasoning (high) 2.52 2.32 0.36 0.8241 108

Table 5.10: The average Design, Layout, and Context (∅ DLC), average Manipulation
(∅ M), Functionality (∅ F), Success Rate (SR), and total amount of intended changes
of the Reasoning (low), Reasoning (high), and Advanced Prompt. Increasing the
effort resulted in overall remarkable scores.

The Reasoning Prompt with low reasoning effort achieved The Reasoning Prompt

with low reasoning

effort received

contrasting results for

the Design, Layout, and

Context and

Manipulation Score.

quite contrasting results: It achieved a rather high Design,
Layout, and Context score of 2.92 on average, but low results
for Manipulation with only 1.72. Such a high difference be-
tween the two scores was not observed in any other condi-
tion, as commonly the results either both around roughly
the same values, or only one score performed especially
low or high, while the other achieved an unremarkable re-
sult.
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However, increasing the reasoning effort improved the Ma-
nipulation, resulting in an overall positive performance.

Reasoning Effort

Unsurprisingly, increasing the reasoning effort strongly im-Increasing reasoning

effort lead to better

results.

proved the overall results. However, we noted that the rea-
soning effort also had a high influence on the Success Rate,
with low effort only resulting in around 70% of changes be-
ing successful.

5.3 Results of Specific Designs

5.3.1 Fair and unremovable Designs

Overall, the models were hesitant to not change anything.
Even fair designs predominantly resulted in minor design
changes and, for the unremovable designs, neutralization
was attempted. This often resulted in a visual neutraliza-
tion of the pattern that was not actually supported by the
page’s functionality, essentially resulting in a BAIT AND

SWITCH deceptive pattern.

E08: A fair cookie banner

Only the fine-tuned model correctly identified that noIn the fair cookie banner

colors and phrasings

were frequently

changed.

changes were necessary for the fair cookie banner, while
all other prompts changed the phrasing of the buttons or
changed the colors. This resulted in generally low Design,
Layout, and Context Scores. Prompt Chaining received a full
score of 4, but this was only because all of the intended
changes failed, and the score, therefore, used the default
value. Combination Prompt actually turned the fair into a
Bright Pattern, arguing that “The button to accept all cookies is
visually identical to the button for accepting only essential cook-
ies. This can lead users to choose ’Accept all cookies’ without
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Figure 5.11: The Design, Layout, and Context Score (DLC), Manipulation Score (M)
and Functionality Score (F) of the different prompts for the fair designs. For easier
readability, we normalized the Functionality Score to the range 0 to 4, meaning that
a broken functionality with Functionality Score -1 would be displayed as a 0 in this
figure, while an intact functionality is shown as a 4.

realizing they have a less intrusive option. Differentiating the
buttons visually can help users make a more informed choice”

E10: A fair web shop

The fair online shop in E10 had a wishlist feature, which The wishlist feature of

the fair web shop was

often considered

non-essential or even

manipulative and

consequently removed.

allowed for items to be saved for later purchases. This fea-
ture in itself was frequently removed. Zero-Shot Chain-of-
Thought justified this with “The ’Add to Wishlist’ button is
non-essential and can be removed to prevent steering users to-
wards unnecessary actions.” Removing the wishlist feature
and buttons often also slightly broke the layout of the page,
resulting in lower Design, Layout, and Context scores. The
design was, however, correctly identified as fair by the Rea-
soning Prompt with high reasoning effort and the Fine-Tuned
model.
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Figure 5.12: The Design, Layout, and Context Score (DLC), Manipulation Score (M)
and Functionality Score (F) of the different prompts for the unremovable designs.
For easier readability, we normalized the Functionality Score to the range 0 to 4,
meaning that a broken functionality with Functionality Score -1 would be displayed
as a 0 in this figure, while an intact functionality is shown as a 4.

E12: A fair sign up form

Only the Basic Prompt with low reasoning effort identified
this design as fair with no necessary changes. All the other
prompts changed the phrasing of a checkbox, which offered
emails about discounts when clicked.

E17: A profile deletion page with Friction Design

Our friction example was correctly identified as non-Friction design was not

seen as problematic. manipulative by the Reasoning Prompt and the Fine-Tuned
model. Encouragingly, the friction aspect was never seen
as problematic by the models despite closely resembling
OBSTRUCTION patterns. Instead, the models sometimes
changed different stylistic choices, like the use of icons or
simple phrasing which lead to a lower Design, Layout, and
Context.
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E05: An unremovable opt-out

Only the Fine-Tuned model correctly identified the opt-out
feature as unremovable. Other prompts often attempted to
change it into an opt-in situation, by changing the phrasing
in the label and sometimes also changing the name-attribute
in the HTML code. This, however, would break the func-
tionality of the page and essentially introduce a BAIT AND

SWITCH pattern: The user would leave the box unchecked,
expecting nothing to happen due to the label stating that
the box has to be checked. But as only the phrasing of
the label was changed and the underlying functionality re-
mained the same or broke, not checking the box would
cause the website to behave as if the user agreed.

E08: A forced accept cookie banner

The forced accept cookie banner was never properly rec- The reasoning and

fine-tuned models

hallucinated a reject

button, which in some

cases included FALSE

HIERARCHY.

ognized by any model. The standard GPT-4o model in-
stead only changed its design, often graying out the but-
ton, while the fine-tuned and reasoning model hallucinated
a reject option. As this button would not be functional due
to the website not offering the option to reject cookies, this,
again, would cause a BAIT AND SWITCH situation: A user
would click reject and expect cookies not to be saved, only
for the opposite to happen. It was also noticeable that the
reject buttons of the Basic Prompt with high reasoning effort
and of the Reasoning Prompt with low reasoning effort were
grayed out, despite no other element in the HTML file hav-
ing such a design. This also caused a FALSE HIERARCHY

between the accept and reject buttons, which is a new de-
ceptive pattern added by the model.

5.3.2 Unchanged Deceptive Patterns

Some deceptive patterns have been shown to be a chal- Some instances of

PRESSURED SELLING

were never removed.

lenge across all or most prompts. Examples taken from
Ryanair1 often included a very subtle PRESSURED SELL-
1 https://www.ryanair.com/, last accessed September 27, 2025

https://www.ryanair.com/
https://www.ryanair.com/
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ING by slightly graying out the background of a cheaper
option. This was never addressed or changed in any way
by the LLMs.

Patterns that required restructuring, like SNEAK INTO BAS-
KET (E14), or referred to other elements further away, like
DRIP PRICING (E21), or some cases of FALSE HIERARCHY

(E02, E24) also caused the LLMs to struggle. Those cases
were often only neutralized by the reasoning or fine-tuned
model.

The DISGUISED AD in E18 was only changed by the Chain-DISGUISED AD was

also challenging. ing and Combination prompt, which only changed "ad" to
the full word “advertisement” making it slightly more visu-
ally prominent. The Basic Prompt with the general-purpose
model also removed the little “ad” label completely, but not
the ad itself, despite claiming “Advertisements have been
removed” in the comments. This essentially made the pat-
tern more deceptive as now the ad was not only disguised
by appearing visually very similar to non-sponsored prod-
ucts, but not being visually completely indistinguishable.

Several other Designs were never fully neutralized, but in
those cases, this was not because of issues with specific pat-
terns, but instead due to a higher amount of deceptive pat-
terns that were simply never all removed at once.

5.4 Fails

Fails occurred when the LLM returned original code for
the changes that did not match the actual code in the HTML
file. Usually, this was due to minor differences like spaces,
single classes, or attributes missing.

When looking further into why specific LLM changesFails seem to occur

based on the design,

instead of the prompt.

failed, we found that frequently the exact same fail hap-
pened for a design across different prompts. For exam-
ple, for E03, in total 50 changes failed because a specific
attribute was always left out.
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The reasoning models also often struggled with HTML The fails of the

reasoning model were

often fundamentally

different from those of

the general-purpose

model.

character entities, instead replacing them with their Uni-
code equivalents. We observed this once with the Prompt
Chaining technique, but otherwise it never happened for
the general-purpose model, despite it being a problem for
all 4 reasoning model conditions. We also had a higher fail-
ure rate for Reasoning Models due to them replacing in-
ner elements or attributes with Regular Expressions like
[\s\S]*?. Interestingly, although this was common in all
other prompts of the Reasoning Model, it never occurred
for the Reasoning prompt with high reasoning effort. In-
stead, here we had a design where it replaced all inner
parts that were not relevant with “[...]”, which also caused
those changes to fail. Apart from this case, the prompt
also behaved rather curiously regarding other fails. While,
usually, fails occurred due to minor changes like missing
spaces or singular classes or attributes being off, in this con-
dition, entire class lists were missing or strongly off. In one
case, it even skipped an entire other nested HTML element,
even without any attempt to replace it with a placeholder.

In some cases, however, the fails were not the result of hal-
lucinations but occurred because a previous change modi-
fied the full HTML page so that the original code part in
the change was no longer featured in the HTML file.

This happened, for example, when multiple identical de-
ceptive elements occurred on a web page. In such cases,
the LLM returned the same exact change multiple times.
But our reconstruction process replaced all instances occur-
ring in the HTML file already on the first change, causing
all upcoming identical changes to fail. In cases where a de-
ceptive element was a child element of another deceptive
element, the change of the child element sometimes failed
because it was already removed or modified when the par-
ent element was changed. In one case of the Basic Prompt in
the reasoning model and low reasoning effort changes also
failed because a previous change replaced all closing div-
tags. This broke the entire page and made any following
changes impossible.
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Chapter 6

Discussion

6.1 Best Strategies - Research Questions

Our results revealed the strengths and weaknesses of the
different approaches. In order to properly consider all the
findings affecting RQ 1, we will first consider RQs 2 to 4.

6.1.1 RQ 2: Which prompting techniques are most
suitable for this task?

Firstly, we found that out of the prompting techniques we Few-Shot

Chain-Of-Thought

Prompting was the

overall best performing

pormpting strategy.

used on GPT-4o, Few-Shot Chain-Of-Thought Prompting re-
sulted in the best performance of the model for remov-
ing manipulation. This technique was also the only one
with a sucess rate of 1 and only broke the functionality of
one page, which was the overall best received functional-
ity score, albeit having been achieved by multiple different
prompts.

Few-Shot Chain-of-Thought Prompting was only outscored
by another prompting technique in the Design, Layout,
and Context, where combination received an average score
that was 0.08 higher than that of Few-Shot Chain-of-Thought
Prompting. And while all prompting techniques outscored
the Advanced Prompt in the Design, Layout, and Context Score,
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Persona Prompts yielded the worst results of the techniques.
Two of three personas even scored worse than the Average
Prompt in both the Manipulation and Functionality. Prompt
Chaining scored remarkably well in the Manipulation but
severely compromised the design, layout, and context of
the original page.

Overall, we conclude that, except for certain personas, all
explored prompting techniques achieved an improvement
over the Advanced Prompt for the removal of manipulation,
but some with varying performance regarding the main-
tenance of design, layout, context, or functionality of the
page. The most suitable out of our investigated techniques
was Few-Shot Chain-of-Thought Prompting.

6.1.2 RQ 3: How does fine-tuning the model to a
task-specific dataset influence the results?

Fine-Tuning the GPT-4o model, even on our small datasetFine-Tuning even with a

small dataset, already

strongly improves the

model’s performance,

leading to the best

results overall.

of only 106 examples and with only two iterations, already
massively improved the performance on the evaluation set
as well, leading to the highest Manipulation of all conditions
by a margin of 0.6. The Design, Layout, and Context was also
the second highest overall.

Another big advantage of the fine-tuned model was that
it correctly identified when changes were not necessary
or impossible, which almost never happened with only
prompting techniques. In these cases, no manipulative el-
ements can get removed, but if the model reports that the
element is deceptive, but removal does not work, it would
be possible to fall back to an alternative countermeasure.
This could be highlighting and informing the user about
this deception as investigated by Schäfer et al. [2023].
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6.1.3 RQ 4: What challenges and advantages does
a reasoning model present in comparison to a
general-purpose model?

Reasoning models allow for a generally better performance Reasoning models

returned more effective

and efficient changes.

With high reasoning

effort and a prompt

specialized for

reasoning models, the

model outperformed all

GPT-4o prompting

techniques.

compared to the regular GPT-4o model, even if the latter
is used with prompting techniques. Even the simpler Ba-
sic Prompt with the reasoning model outperformed the Ad-
vanced Prompt if the effort assigned to the reasoning process
is high enough. Our specialized Reasoning Prompt with high
reasoning effort reached the overall second-best perfor-
mance. We also observed that the reasoning model tended
to change the CSS style more, while the general-purpose
model instead rather removed elements or changed classes
to adjust the style. The latter, however, bears the risk of also
affecting functionality. The reasoning model’s approach of
adding rules was more efficient as it changed all instances
of a deceptive pattern with one change.

But the reasoning models and especially the latter combi- Reasoning models

struggled with

unremovable deception

and tried to remove

them, for which they

hallucinated alternative

options.

nation produced more random hallucinations or failures
that would be hard to systematically counter. They also
did not work at all with unremovable deceptive patterns
and instead hallucinated solutions which would essentially
be BAIT AND SWITCH deception. In one instance, the
Basic Prompt with low reasoning effort also did not re-
turn changes but instead asked for further clarifications on
what is considered manipulative. When using a reasoning
model, a technical countermeasure would have to be able
to handle such requests.

6.1.4 RQ 1: Can a customized LLM remove decep-
tion from web pages without compromising
design, layout, context or functionality?

In conclusion, we did not find an approach that already A customized LLM can

not yet reliably remove

all deception from web

pages without

compromising design,

layout, context, or

functionality on the first

try, but our techniques

have shown strong

improvements.

consistently and reliably removed all manipulative ele-
ments without compromising design, layout, context, or
functionality for all evaluated pages or elements on the
first try. However, we found immense potential in the
fine-tuned model. Additionally, a reasoning model with
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high reasoning effort and our Reasoning Prompt, as well as
the Few-Shot Chain-of-Thought Prompt for our base GPT-4o
model, showed promising results.

6.2 Challenges

6.2.1 Challenges Encountered in Related Work

Li et al. [2023] described several struggles they had withUnlike in related work,

our model did not

accidentally destroy

page functionality. If this

was the case, it was

done deliberately or a

byproduct of the whole

element being broken.

their LLMs. For one, they described how the LLM some-
times returned visually identical elements, but without the
functionality. This was a reason why we included our Func-
tionality Score. But in our examples, the overall functional-
ity remained intact. Even in the cases in which it was bro-
ken, this was frequently done deliberately. This happened
because the model misjudged certain features or even the
mere existence of JavaScript in the code as deceptive, or
it resulted as a byproduct of the LLM breaking the whole
page. We suspect two reasons why we did not encounter
the problem encountered by Li et al.: On one hand, the gen-
eral functionality of our pages was already restricted due to
it not being extractable. Elements like dropdowns, which Li
et al. [2023] exemplify their functionality problem on, were
usually not functional on our pages. But that even our man-
ually created designs with intact functionality did not en-
counter these problems could be due to another suspected
factor: Using structured output and having the model only
return the changes minimized the opportunity for halluci-
nations and mistakes like accidentally leaving certain fea-
tures out, as such cases were filtered out by the change fail-
ing. In fact, we quite often observed changes fail as the
LLM “forgot” about attributes in the HTML elements that
would have been essential for functionality. But as these
changes automatically failed, such elements remained un-
touched.

Similarly, we also did not encounter nonsensical new com-Our models rarely

hallucinated entirely

new elements.

ponents that were also described by Li et al. [2023]. How-
ever, especially the GPT model was generally reluctant to
create new elements, instead focusing on changing or delet-
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ing existing elements. Again, we attribute this behavior to
the structured output, which enforced this approach of only
neutralizing by changing existing code to something else.

We recognized some traces of the Hyper-Accuracy Distor- Similar to findings by

Shin et al. [2025] we

observed the models

being overly critical of

design choices that a

user would probably not

notice or dismiss given

the context.

tion discovered by Shin et al. [2025], where the LLM overly
focused on little aspects that were not really noticeable to
the users. In our case, the models changed trivial design
choices that a user would not have noticed. An example of
this would be a change in E09, which featured a blue hy-
perlink. Instead of the default blue associated with links
on websites, the color in the original design was slightly
changed to a blue hue that is more consistent with the
overall design of the element. This difference was mini-
mal and not noticeable to us at first, but was still seen by
the LLM as problematic and changed. This example shows
how the models lacked the ability to properly judge the de-
sign through its context. This was also frequently the case
for E21, which featured a button that had a gradient back-
ground. The models that returned explanations criticized
this as “visual emphasis” that draws attention, removed
all colors, and, interestingly, even smoothed the buttons’
rounded edges. Again, similar to Shin et al.’s findings, here
the LLM overly focused on the individual features without
taking the context into account. However, while we con-
sider the colors of the button and especially the rounded
corners as non-problematic, this might be subjective.

Lastly, we encountered the same problem as Schäfer We found the same

problem with an LLM

flipping the meaning of

TRICK QUESTION as

Schäfer et al. [2025].

et al. [2025] where a model intended to fix the TRICK QUES-
TION of our unremovable opt-out design (E05) and instead
flipped the meaning in the displayed label, while the user
would have to act exactly the opposite way than claimed
for the desired results. We also had some instances of FALSE

HIERARCHY, where the LLM hallucinated further options.

6.2.2 Challenges Encountered by Us

Functionality

One big challenge in using LLMs with real-world pages is LLMs struggled with

changes that would

require the page to be

functional.
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their access to page functionality. In the majority of our
examples, the page functionality was not extractable from
the website, as we only had access to the code on the client
side, and most of it was handled on external servers. Due
to this, our models often had to understand how the web
page works based on the HTML and CSS parts alone. This
resulted in changes that would need to change the page
functionality as well to properly work, but the LLM only
changed what was displayed to the user. For example, E04
featured a list of seating options for concert tickets. This list
was sorted “by recommended” as indicated by a label stat-
ing so at the top. The LLM identified this default sorting
as problematic, and instead frequently changed the label to
“Sort by Price”, but kept the order of the elements and did
not actually change the sorting.

Another problem caused by the missing access to function-Due to the LLM not

having access to the

page functionality, it

might unknowingly

change classes that are

needed for it.

ality is that an LLM might miss its dependencies. Both
models, but especially the reasoning model, changed the
style of elements by modifying the class-attribute and re-
moving classes associated with that style. However, class
names can also be used in script-elements to select com-
ponents for further changing them dynamically. Due to
this, removing the class attributes not only cuts the con-
nection of the element to certain styles but also to possible
functionality. As our models usually did not have access to
functionality in cases where they removed classes, we are
not certain whether they would still do so when they are
otherwise required.

Full Websites

When preparing our Evaluation Set, we normally had toThe LLMs’ handling of

full web pages is

severely restricted by

the size of their context

window.

massively reduce the page content to fit the token limit of
our models. GPT-4o has a maximum context window of
128,000 context window and allows 16,384 max output to-
kens. The latter makes it impossible for most neutralized
web pages to be returned in full. This is remedied by the us-
age of structured output, but the issue of the limited context
window still persists. The problem of the restricted con-
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text window was also identified as the bottleneck of HTML
understanding by Gur et al. [2023].

To remedy this, a page could be split into subparts and Splitting a page to fit a

smaller context window

introduces problems of

deceptive patterns not

being properly identified

or neutralized.

passed to the model sequentially. But this raises the prob-
lem of how this split should occur. However, it might be
necessary for the LLM to “see” the rest of the web page
to properly recognize deceptive patterns. Deceptive pat-
terns like FALSE HIERARCHY occur when one element is
presented in a particular way relative to another one. If the
split occurred between those two elements, an LLM would
see one element first and then another one afterwards in
an entirely new context, which could make it hard to prop-
erly recognize the deceptive pattern. Additionally, it might
be necessary to access other web elements for handling the
removal. Li et al. [2023] separated their web pages into
chunks, but then had problems with hallucination if con-
tent that needed to be manipulated was not included in the
current one. We had a similar concern regarding this prob-
lem when there were different prompts for deceptive pat-
tern analysis and removal in the Chaining and Combination
prompts, and also observed a similar case with the latter.
E15 features a pop-up asking to allow notifications. Here,
the decline button features CONFIRMSHAMING. However,
while the explanation correctly included the pressure of the
decline button, the analysis step only returned the accept
button element. This led the removal step to change the
phrasing of that button instead of the CONFIRMSHAMING.

On top of that, our models also had problems with recog- LLMs might also

struggle with the

amount of deceptive

and irrelevant elements

in full web pages.

nizing deceptive patterns on full web pages that have a lot
going on. E02 was one of our more complex pages. It con-
tained a whole web page, with multiple deceptive patterns
in its main content, but also a cookie banner with FALSE

HIERARCHY. The Combination Prompt was the only condi-
tion that changed the banner, and even here, the deceptive
pattern was not correctly neutralized: Instead of making
the existing reject button visually equivalent to the accept
button, it hallucinated a new one and kept the existing but-
ton the same. Due to the high complexity of the web page,
we suspect that the poor performance was caused by the
abundance of other “distracting” elements in the page.
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Failed Changes

Our discovery of the exact same changes failing for theThe repeated instances

of failing changes might

be due to how LLMs

function in general and,

thus, would not be

affected by prompting

techniques.

same design across different prompts is understandable
when considering how the responses are generated. As
explained in Chapter 2.1, the probability distribution for
the next token prediction is calculated using the context
window. This would mean that if certain patterns are re-
peated across the context window, like certain class names
appearing often, the likelihood of the LLM finishing this
pattern when the class name starts similarly is rather high.
This would be especially problematic for real web pages,
which often use the same naming pattern, but only slightly
changed. This can most likely not be fixed by prompting
techniques, which could be why we observed this behavior
across different prompt, but it might be affected by using
higher temperature values, making the next token predic-
tion less deterministic.

However, while this example reduces our performance,Some fails are fixable or

in themselves

non-problematic.

other reasons for changes failing are not as problematic.
For example, some changes failed because the model re-
turned placeholders or regular expressions in order to skip
the code of irrelevant elements. This caused our reconstruc-
tion process to fail due to our reconstruction method using
string.replace(), which requires exact matches. Instead,
one could use an approach to utilize the regular expressions
or skip the placeholders, allowing the changes to pass. In
other cases, the changes failed because the element was al-
ready modified due to a previous change. As in this case,
the manipulation was usually already neutralized, the fail
was not an issue.

Overall, we can most likely not achieve a customized modelEliminating

hallucinations is most

likely not possible.

that does not hallucinate. While LLMs are usually tested
on hallucination benchmarks prior to their release [OpenAI
et al., 2024,], recent research has criticized the effectiveness
of this. Kalai et al. [2025] propose that a general restructur-
ing of the training process is necessary to eliminate halluci-
nations instead, as they are the consequences of the LLMs
being trained to be good at test-taking, which achieves bet-
ter results when guessing and penalizes uncertainty.
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6.3 Complications with Removal as a
Countermeasure

Complete removal of deceptive patterns as a counter-
measure poses some questions and problems about what
should and can be removed.

6.3.1 What needs to be removed?

First of all, opinions might differ on what qualifies as ma- The models sometimes

changed design

choices that were not

intended as

manipulative.

nipulative and should be removed. This problem was es-
pecially apparent in the results of the basic prompt of the
GPT-4o model, where the LLM often modified elements
that were not intended by us.

Here, the LLM often classified the existence of script-tags This could lead to

broken pages or

compromise the

aesthetics and integrity

of the page.

or function calls in the HTML code as manipulative and
consequently removed all functionality from the web page.
This failure in judgment of the LLM is quite severe and has
lasting consequences. It makes the entire web page unus-
able, which would be critical in an in-the-field application.
A less severe but also problematic misjudgment was that
often the use of color was regarded as “visual emphasis”
and as such considered manipulative. It is true that color
is often utilized for deceptive patterns like VISUAL PROMI-
NENCE or FALSE HIERARCHY to emphasize them. But color
in itself is not automatically manipulative when used con-
sistently, and changing it not only deteriorates the aesthet-
ics but also compromises the integrity of the page.

This behavior was especially prominent in fair designs. This frequently

happened for fair

designs.

This might be due to the model still “searching” for any
form of manipulation. Since it could not find anything actu-
ally manipulative, it focused on these minor design choices,
or useful features like the wishlist in the fair shopping page
choices, interpreting them as deceptive.

But the differing opinions of what is manipulative are not Differing opinions on

what constitutes

deception can also be

seen in related work.

only a problem of large language models. Soe et al. [2022]
also pointed out how the automatic detection of deceptive
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patterns is challenged by the lack of a consensual definition
of dark patterns across different disciplines. Additionally,
Lupiáñez-Villanueva et al. [2022] noted how distinguish-
ing between manipulation by deceptive patterns and legit-
imate persuasion attempts is also problematic.

6.3.2 What should we remove?

Page integrity also opens up the question of what should getIt is questionable how

far an LLM should

interfere with the

original web page and

its intent.

removed. On one hand, it is already risky to trust the LLM
to make changes to the web page without the user noticing.
Distrust in such technologies can also be seen in Schäfer
et al. [2023], where users specifically did not want silent
changes to be made to their pages. But often the web pages
were deliberately designed like this and at some point it is
debatable how far the page should be changed afterwards.
One example of this was E22 in our evaluation set. This was
extracted from a political donation page. It features various
straightforward deceptive patterns like e.g.ACTIVITY MES-
SAGES, BAD DEFAULTS, and VISUAL PROMINENCE. But
it also features a message, supposedly by the U.S. Amer-
ican president himself, that was often recognized by the
LLM as manipulative and changed. This judgment is ab-
solutely fair as it constitutes PARASOCIAL PRESSURE and
we also recognize the coercive tone of language used. On
the other hand, this was the text chosen to influence and
persuade people to donate, and it could be problematic to
change the words that are supposedly a direct quote. Or
in some cases, complete features in themselves are manip-
ulative. For example, the donation page also features a
“moneybomb” where they ask for an additional donation
at a set date in the future. This was also recognized as ma-
nipulative by different conditions and removed completely.
However, one might argue that, although it is manipula-
tive, it is an integral feature of this web page and should
not be removed. Additionally, the tone of the web page
and the prevalence of deceptive patterns also leave a certain
impression, and weakening this can cause a user to mis-
judge the page. This problem was also already addressed
by Schäfer et al. [2023], who identified the problem that
people might consider shady web pages that employ var-
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ious dark patterns as untrustworthy, while removing these
“red flags” can lead to them being tricked.

6.3.3 What can we remove?

Lastly, removal as a countermeasure also poses problems Not all deceptive

patterns are removable.of feasibility as not all deceptive patterns are removable.
Encouragingly, our models were able to recognize and re-
move CONFIRMSHAMING, which was classified as unde-
tectable by Stavrakakis et al. [2021], but they also struggled
with PRIVACY ZUCKERING like Stavrakakis et al. [2021]
predicted and with TRICK QUESTION similar to Schäfer
et al. [2025]. Overall, many of the issues of impossible re-
moval stem from the lack of access to specific functional-
ities as discussed in Chapter 6.2.2. Additionally, as Gray
et al. [2025] recently addressed, the effect of deceptive
patterns can also stem from the deception being spread
throughout multiple pages. This would need the model to
navigate through several pages. While models have been
shown to be capable of this [Gu et al., 2025], it would prob-
ably require a much larger context window or other solu-
tions to keep track of deception on previous pages.

6.4 Dangers

6.4.1 Integrated Deception

One thing that stood out to us was that two of the reject but- LLMs might be trained

to accidentally add

elements, including

deceptive patterns, in

their pre-training.

tons that were added by the o4-mini model were grayed
out in comparison to the accept button, creating a FALSE

HIERARCHY. The page featured no other similarly styled
element, meaning the LLM could not have taken such a de-
sign as a pattern from its context window. Instead, given
that the button itself was entirely hallucinated, the LLM
most likely gained this design from its own understand-
ing of what a cookie banner should look like based on its
pre-training. This reflects findings of Krauß et al. [2025]
and Chen et al. [2025], who investigated web elements gen-
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erated by LLMs and found that they frequently contained
deceptive patterns even when not explicitly prompted to
include such practices.

6.4.2 Deliberate Deception

There might however, be cases in which the LLM deliber-Optimizing an LLM for

deceptive pattern

removal could

simultaneously optimize

them for deceptive

pattern addition,

ately adds deception. The Waluigi effect describes instances
in which LLMs explicitly trained to achieve one thing are
also more likely to achieve the exact opposite.

WALUIGI EFFECT:
After you train an LLM to satisfy a desirable property
P, then it’s easier to elicit the chatbot into satisfying the
exact opposite of property P1.

Definition:

Waluigi Effect

In our case, this would mean that an LLM optimized for
deceptive pattern removal would also be somewhat opti-
mized for adding manipulation.

The uploaded data of Schäfer et al. [2025] already featured
the results of prompting the unmodified to make a page
more manipulative, which resulted in the addition of vari-
ous malicious deceptive patterns. Since this can already be
achieved with a model not customized for deceptive pat-
tern removal, according to the Waluigi effect, our fine-tuned
model would be even more effective at adding manipula-
tion.

Before publication, LLMs go through the process of Align-An extreme

CONFIRMSHAMING

pattern caused the

model to refuse an

answer.

ment Fine-Tuning, which consists of prompting them to pro-
duce undesired responses and then updating their internal
parameters so that such responses are no longer returned
[Ouyang et al., 2022]. Additionally, model responses have
to pass a content filter that causes the model to refuse cer-
tain requests. We have seen its effect, when the model re-
fused its answer for an extreme CONFIRMSHAMING case
(see Figure 6.1). We managed to overcome this by reduc-
ing the content filter for our model, but it shows an issue
with our structured output approach: It needs the model
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Figure 6.1: An extreme case of CONFIRMSHAMING. The
model refused to answer for this design due to its content
filter.

to return the code for deceptive patterns in the original
field, in order for the replacement to work. For this, we
need the LLM to be able to output even extreme cases of
deceptive patterns. Now, this only happened to us in one
design due to the rather radical, violent phrasing of the
CONFIRMSHAMING. But in an ideal world, LLMs would
be restricted by other measures in order to prevent the out-
put of any deceptive patterns at all, which would cause a
model to refuse all requests with our approach that would
return changes.

However, it would be quite easy to adapt our approach into Our approach could be

adapted so that it would

not trigger the content

filter.

a form that does not require it to output the entire decep-
tive element. We decided on this as outputting the whole
web page predominantly exceeded the output limit. But
before settling on our approach, we also initially tried hav-
ing the LLM reference the position in the HTML file where
the code should be changed. However, this did not work as
the position values were often incorrect. Another idea we
had was assigning IDs to the different elements during pre-
processing and then referencing those IDs for the changes.
While we did not test this out and instead moved on with
our approach, we expect this approach to work and over-
come content filters.
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6.5 Our Recommendations

Overall, we conclude the following recommendations for
using an LLM for deceptive pattern removal:

1. Use a fine-tuned model. Even if the training set is
rather small and the fine-tuned process is not often
iterated, the performance might already improve im-
mensely.

2. Get the model to use reasoning either by using the
Chain-of-Thought technique, ideally combined with
Few-Shot examples or using a reasoning model.

3. If costs and time requirements allow for it, let the rea-
soning model use high reasoning effort.

4. Do not bother with Persona Prompting or Prompt
Chaining on their own; instead, combine different
prompting techniques.

5. Have the model only answer as parts of the original
page and use structured output to reduce the neces-
sary output tokens and facilitate further processing
of the model’s answer. This might, however, make it
necessary to lower the content filter.

6.6 Limitations and Future Work

The biggest limitations were connected with the usage ofOur approach was

limited by the token limit

and missing

functionality.

real websites. For one, we had a limited selection of web
pages we could use, due to our token limits. Even so, we
had to further reduce the size of the pages by deleting some
of their elements. Additionally, as we could only access
client-side source code, we had no access to the function-
ality behind most pages.

Further, for the fine-tuning process, we used a rather small
dataset and only iterated on the process twice without
specific adjustments of fine-tuning parameters. While we



6.6 Limitations and Future Work 83

still achieved promising results, by further expanding the
dataset, the model can be further optimized for our task.
Additionally, future work could explore LLM-as-a-Judge Future work could

expand on fine-tuning

models with different

fine-tuning processes

and improve results by

providing more

information.

and use it for Reinforcement Fine-Tuning a reasoning model.
This approach could be especially useful for our task as it
is more complex with different ways to solve it, making it
ideal for reinforcement fine-tuning. We could also com-
bine our approach with further reinforcement fine-tuning
and LLM-as-a-Judge, as well as with the iterative approach
of Schäfer et al. [2025] to further improve the overall re-
sults. Another aspect for potential improvement would be
to provide the model with more information. Mills and
Whittle [2023] found using images to be the most effective
way for providing an LLM with web page design regard-
ing deceptive patterns. As many models support image
input, it would be possible to add web page screenshots
to our prompts. Retrieval-Augmented Generation, similar
to Boumber et al. [2024], could also be used to provide the
model with more examples and definitions of deceptive de-
signs. It could be especially interesting to explore the use
of different taxonomies for this. Boumber et al. [2024] has
shown the impact the definition of deception had on the
performance of an LLM. Since the taxonomy landscape is
so diverse for deceptive patterns, it would be interesting
to see whether an LLM would perform better with an at-
tribute [Mathur et al., 2021], definition [Gray et al., 2024],
or solution-based [Potel-Saville and Da Rocha, 2024] tax-
onomy. Especially the latter viewpoint could be beneficial
to explore with a reasoning model. This is because those
perform best when told what the result should look like,
instead, which was specifically the intent behind the Potel-
Saville and Da Rocha’s fair pattern taxonomy.

Lastly, future work could concern itself with what our find- GPT-5 could also be

explored for our task in

future work.

ings on the challenges and advantages of using a reasoning
model or general-purpose model mean for GPT-52, which
combines both types in a unified model. It could harness
the potential of prompting techniques with better perfor-
mance through high-effort reasoning. GPT-5 also has a
much higher context window of 400.000, which is almost
double the size we had available for our models. With this,

2 https://openai.com/index/introducing-gpt-5/, last accessed
September 27, 2025

https://openai.com/index/introducing-gpt-5/
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the model could handle substantially larger web pages and
take more of or even the entire page into account for the
output generation.
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Chapter 7

Summary

In the following chapter we conclude this thesis by provid-
ing a summary of our thesis and its contributions

7.1 Summary and Contributions

In this thesis, we explored the optimization of large lan- We explored the

optimization of large

language models for

deceptive pattern

removal.

guage models for deceptive pattern removal from websites.
Especially, we focused on whether an LLM is capable of
removing deceptive patterns from websites without com-
promising design, layout, context, or functionality of the
original page, and how model choice, prompting, and fine-
tuning influence those results. For this, we used OpenAIs
GPT-4o and o4-mini models and affected their performance
using prompts adhering to recommended best practices
and prompting techniques. We also adjusted the temper-
ature of the general-purpose model and the reasoning ef-
fort for the reasoning model. Finally, we used supervision
fine-tuning on a GPT-4o model with a dataset of 106 exam-
ples. In total, this resulted in 17 different conditions that
we evaluated across 25 selected web pages. We based our
evaluation on the consistency with the original page’s de-
sign, layout, or context, on whether the manipulation was
fully or partially removed or enhanced, or a new manip-
ulation added, and whether the page was still functional.
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Lastly, we analyzed instances where the changes proposed
by the model failed due to hallucinations and investigated
their cause.

We found that despite our dataset being rather small andFine-tuning a model

achieved the overall

best results.

only fine-tuning for two iterations, our fine-tuned model
achieved the best performance for deceptive pattern re-
moval. This was followed by the usage of a reasoning
model with a specialized prompt that allowed us to use
high reasoning effort for this task. Finally, we observed
that out of the investigated prompting techniques, Few-Shot
Chain-of-Thought Prompting performed best, while Persona
Prompting and Prompt Chaining achieved noticeably low
scores.

We contribute insights into the advantages of the different
models and prompting techniques, address challenges we
and related work faced with utilizing LLMs for this task,
and discuss general problems of removal as a countermea-
sure and LLMs adding deception accidentally or when be-
ing prompted to do so. Our findings resulted in 5 recom-
mendations for customizing LLMs for deceptive pattern re-
moval. Finally, we discuss further steps that could be taken
to improve the LLM’s performance.
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Appendix A

Prompts

The following appendix includes all prompts used for this
thesis.

A.1 Basic Prompt

Neutralize all manipulative elements.

A.2 Advanced Prompt

You are given the HTML and CSS for a web page or
component. Your task is to identify and eliminate
every element, style rule, label, layout choice,
or interactive behavior that is intended to
steer, pressure, or mislead usersespecially
so-called dark patterns or deceptive design. If
the element is non-essential remove it. Otherwise
replace it with a non-manipulative version of it.
All remaining information must be presented
transparently and unambiguously.

Instructions:
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1. Parse the HTML/CSS and identify every element that
could manipulate the user. Focus on these groups:

A. Textual Cues
Labels, badges, messages, hints,
placeholders, microcopy
Claims of scarcity, urgency or exclusivity
Framing that understates costs or overstates
benefits
Phrasing that pressures emotionally

B. Visual Emphasis
Color, contrast, size, font weight, icons or
graphics used to draw undue attention
Layout deviations, z-index stacking, or
other styling that creates a false hierarchy

C. Number Formatting
Strikethroughs of original prices,
highlighting of partial or starting at
prices
Any presentation that hides total costs

D. Interactive Controls
Pre-selected defaults, opt-outs, or obscured
controls
Button labels or affordances that obscure
true outcomes

E. Presentation of Information
Additional mandatory fees shown late or in a
less prominent way
Critical details hidden behind extra steps,
small text or low-contrast presentation

2. For each identified manipulative element:
If it is not essential for site functionality
and does not provide information critical to
an informed decision: Remove the element
entirely
Otherwise:

- Neutralize any steering or pressure tactics
(e.g. remove urgency markers, normalize
styling).
Ensure full transparency: all critical
information (especially pricing) must be
immediately and clearly visible.
Identify the true total cost (including all
mandatory fees and charges) and update the
page so that this total is displayed
immediately and most prominently (e.g.,
replace any smaller base price at the top
with the full-cost figure). Relegate
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individual fees to a clearly labeled
breakdown elsewhere.

3. If you encounter a manipulative element that
cannot be altered without inventing new
functionality or content, return exactly:
Changes not possible

4. If you find no manipulative or deceptive elements,
return exactly:
No changes necessary

Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.

- After edits, all remaining information must be
fully transparent and unambiguous.

- If manipulative elements were identified and all
required changes were made, leave comments empty.

- For each change, return the original HTML parts in
full and exact as they were before

A.3 Few-Shot Prompt

In order to keep the prompt readable, we replaced the ac-
tual HTML code input of the examples with placeholders.

You are given the HTML and CSS for a web page or
component. Your task is to identify and
eliminate every element, style rule, label,
layout choice, or interactive behavior that
is intended to steer, pressure, or mislead
usersespecially so-called dark patterns or
deceptive design. If the element is
non-essential remove it. Otherwise replace it
with a non-manipulative version of it. All
remaining information must be presented
transparently and unambiguously.

Instructions:
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1. Parse the HTML/CSS and identify every element that
could manipulate the user. Focus on these groups:

A. Textual Cues
Labels, badges, messages, hints,
placeholders, microcopy
Claims of scarcity, urgency or exclusivity
Framing that understates costs or overstates
benefits
Phrasing that pressures emotionally

B. Visual Emphasis
Color, contrast, size, font weight, icons or
graphics used to draw undue attention
Layout deviations, z-index stacking, or
other styling that creates a false hierarchy

C. Number Formatting
Strikethroughs of original prices,
highlighting of partial or starting at
prices
Any presentation that hides total costs

D. Interactive Controls
Pre-selected defaults, opt-outs, or obscured
controls
Button labels or affordances that obscure
true outcomes

E. Presentation of Information
Additional mandatory fees shown late or in a
less prominent way
Critical details hidden behind extra steps,
small text or low-contrast presentation

2. For each identified manipulative element:
If it is not essential for site functionality
and does not provide information critical to
an informed decision: Remove the element
entirely
Otherwise:

- Neutralize any steering or pressure tactics
(e.g. remove urgency markers, normalize
styling).
Ensure full transparency: all critical
information (especially pricing) must be
immediately and clearly visible.
Identify the true total cost (including all
mandatory fees and charges) and update the
page so that this total is displayed
immediately and most prominently (e.g.,
replace any smaller base price at the top
with the full-cost figure). Relegate
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individual fees to a clearly labeled
breakdown elsewhere.

3. If you encounter a manipulative element that
cannot be altered without inventing new
functionality or content, return exactly:
Changes not possible

4. If you find no manipulative or deceptive elements,
return exactly:
No changes necessary

Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.

- After edits, all remaining information must be
fully transparent and unambiguous.

- If manipulative elements were identified and all
required changes were made, leave comments empty.

- For each change, return the original HTML parts in
full and exact as they were before

Example 1:
Input:
[HTML code 1]

Output:
Changes:

Original:
<button class="buy-button-standard">Buy

Tickets</button>
Replacement:
<button class="buy-button">Buy

Tickets</button>

Example 2:
Input:
[HTML code 2]

Output:
Comments:

Changes not possible

Example 3:
Input:
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[HTML code 3]

Output:
Changes:

Original:
<span data-testid="discount-pill"

class="css-1nt6bqz e1cq2ihg2" >-30%</span
>

Replacement:

Original:
<span dir="auto" role="group"

aria-label="220" class="css-92woig
e139ay0z0" ><span type="none"
class="money-currency css-49gx66
e139ay0z1" aria-hidden="true" ></span
><span type="none" class="money-integer
css-2h7jcq e139ay0z2" aria-hidden="true"
>220</span ></span >

Replacement:

A.4 Chain-of-Thought Prompt

You are given the HTML and CSS for a web page or
component. Your task is to identify and
eliminate every element, style rule, label,
layout choice, or interactive behavior that
is intended to steer, pressure, or mislead
usersespecially so-called dark patterns or
deceptive design. If the element is
non-essential remove it. Otherwise replace it
with a non-manipulative version of it. All
remaining information must be presented
transparently and unambiguously.

Instructions:

1. Parse the HTML/CSS and identify every element that
could manipulate the user. Focus on these groups:

A. Textual Cues
Labels, badges, messages, hints,
placeholders, microcopy
Claims of scarcity, urgency or exclusivity
Framing that understates costs or overstates
benefits
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Phrasing that pressures emotionally
B. Visual Emphasis

Color, contrast, size, font weight, icons or
graphics used to draw undue attention
Layout deviations, z-index stacking, or
other styling that creates a false hierarchy

C. Number Formatting
Strikethroughs of original prices,
highlighting of partial or starting at
prices
Any presentation that hides total costs

D. Interactive Controls
Pre-selected defaults, opt-outs, or obscured
controls
Button labels or affordances that obscure
true outcomes

E. Presentation of Information
Additional mandatory fees shown late or in a
less prominent way
Critical details hidden behind extra steps,
small text or low-contrast presentation

2. For each identified manipulative element:
If it is not essential for site functionality
and does not provide information critical to
an informed decision: Remove the element
entirely
Otherwise:

- Neutralize any steering or pressure tactics
(e.g. remove urgency markers, normalize
styling).
Ensure full transparency: all critical
information (especially pricing) must be
immediately and clearly visible.
Identify the true total cost (including all
mandatory fees and charges) and update the
page so that this total is displayed
immediately and most prominently (e.g.,
replace any smaller base price at the top
with the full-cost figure). Relegate
individual fees to a clearly labeled
breakdown elsewhere.

3. If you encounter a manipulative element that
cannot be altered without inventing new
functionality or content, return exactly:
Changes not possible
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4. If you find no manipulative or deceptive elements,
return exactly:
No changes necessary

Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.

- After edits, all remaining information must be
fully transparent and unambiguous.

- If manipulative elements were identified and all
required changes were made, leave comments empty.

- For each change, return the original HTML parts in
full and exact as they were beforeThink step by
step and always describe your approach for each
change in the "explanation" field. If no changes
were possible, add your explanation to the
’comments’ field

A.5 Few-Shot Chain-of-Thought Prompt

In order to keep the prompt readable, we replaced the ac-
tual HTML code input of the examples with placeholders.

You are given the HTML and CSS for a web page or
component. Your task is to identify and
eliminate every element, style rule, label,
layout choice, or interactive behavior that
is intended to steer, pressure, or mislead
usersespecially so-called dark patterns or
deceptive design. If the element is
non-essential remove it. Otherwise replace it
with a non-manipulative version of it. All
remaining information must be presented
transparently and unambiguously.

Instructions:

1. Parse the HTML/CSS and identify every element that
could manipulate the user. Focus on these groups:

A. Textual Cues
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Labels, badges, messages, hints,
placeholders, microcopy
Claims of scarcity, urgency or exclusivity
Framing that understates costs or overstates
benefits
Phrasing that pressures emotionally

B. Visual Emphasis
Color, contrast, size, font weight, icons or
graphics used to draw undue attention
Layout deviations, z-index stacking, or
other styling that creates a false hierarchy

C. Number Formatting
Strikethroughs of original prices,
highlighting of partial or starting at
prices
Any presentation that hides total costs

D. Interactive Controls
Pre-selected defaults, opt-outs, or obscured
controls
Button labels or affordances that obscure
true outcomes

E. Presentation of Information
Additional mandatory fees shown late or in a
less prominent way
Critical details hidden behind extra steps,
small text or low-contrast presentation

2. For each identified manipulative element:
If it is not essential for site functionality
and does not provide information critical to
an informed decision: Remove the element
entirely
Otherwise:

- Neutralize any steering or pressure tactics
(e.g. remove urgency markers, normalize
styling).
Ensure full transparency: all critical
information (especially pricing) must be
immediately and clearly visible.
Identify the true total cost (including all
mandatory fees and charges) and update the
page so that this total is displayed
immediately and most prominently (e.g.,
replace any smaller base price at the top
with the full-cost figure). Relegate
individual fees to a clearly labeled
breakdown elsewhere.
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3. If you encounter a manipulative element that
cannot be altered without inventing new
functionality or content, return exactly:
Changes not possible

4. If you find no manipulative or deceptive elements,
return exactly:
No changes necessary

Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.

- After edits, all remaining information must be
fully transparent and unambiguous.

- If manipulative elements were identified and all
required changes were made, leave comments empty.

- For each change, return the original HTML parts in
full and exact as they were beforeThink step by
step and always describe your approach for each
change in the "explanation" field. If no changes
were possible, add your explanation to the
’comments’ field

Example 1:
Input:
[HTML code 1]

Output:
Changes:

Original:
<button class="buy-button-standard">Buy

Tickets</button>
Replacement:
<button class="buy-button">Buy

Tickets</button>
explanation: There are two types of tickets

available. The button for the VIP ticket
is colorful and stands out. The button
for the standard ticket is gray. The
color difference creates a false
hierarchy: The VIP option appears more
prominent compared to the standard
ticket, even though they are both options
a user can choose. This manipulates the
user in their choice, nudging them
towards selecting the VIP ticket.
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Instead, both buttons should look the
same. The style of the buttons is
connected to the classes
"buy-button-standard" and "buy-button".
By changing the class of the button for
the standard ticket to "buy-button" the
button gets the same appearance as the
button for the VIP ticket.

Example 2:
Input:
[HTML code 2]

Output:
Comments:

Changes not possible. Explanation: In this
cookie banner, the user only has the
choice to accept the cookies. Giving the
user no choice is manipulative. In order
to remove it, I would need to provide an
option for the user to reject. But with
the given code, I cannot access and alter
how the website stores cookies. So it is
not possible to provide an option to
reject the cookies.

Example 3:
Input:
[HTML code 3]

Output:
Changes:

Original:
<span data-testid="discount-pill"

class="css-1nt6bqz e1cq2ihg2" >-30%</span
>

Replacement:
explanation: This dicount badge is very

visually prominent and attracts the
user’s attention. Additionally,
displaying percentage discounts can
exaggerate savings and steer decisions.
Removing the discount percentage
completely prevents manipulation.

Original:
<span dir="auto" role="group"

aria-label="220" class="css-92woig
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e139ay0z0" ><span type="none"
class="money-currency css-49gx66
e139ay0z1" aria-hidden="true" ></span
><span type="none" class="money-integer
css-2h7jcq e139ay0z2" aria-hidden="true"
>220</span ></span >

Replacement:
explanation: Displaying discounts can

exaggerate savings and steer decisions.
Removing the discount completely prevents
manipulation.

A.6 Prompt Chaining

A.6.1 Analysis Prompt

You are given the HTML and CSS for a web page or
component. Your task is to identify and
describe every element, style rule, label,
layout choice, or interactive behavior that
is intended to steer, pressure, or mislead
usersespecially so-called dark patterns or
deceptive design.

Instructions:

1. Parse the HTML/CSS and identify and describe every
element that could manipulate the user. Focus on
these groups:

A. Textual Cues
Labels, badges, messages, hints,
placeholders, microcopy
Claims of scarcity, urgency or exclusivity
Framing that understates costs or overstates
benefits

- Phrasing that pressures emotionally
B. Visual Emphasis

Color, contrast, size, font weight, icons or
graphics used to draw undue attention
Layout deviations, z-index stacking, or
other styling that creates a false hierarchy

C. Number Formatting
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Strikethroughs of original prices,
highlighting of partial or starting at
prices
Any presentation that hides total costs

D. Interactive Controls
Pre-selected defaults, opt-outs, or obscured
controls
Button labels or affordances that obscure
true outcomes

E. Presentation of Information
Additional mandatory fees shown late or in a
less prominent way
Critical details hidden behind extra steps,
small text or low-contrast presentation

2. If you find no manipulative or deceptive elements,
return exactly:

No changes necessary

A.6.2 Removal Prompt

You are given the HTML and CSS and descriptions
of web components that are intended to steer,
pressure, or mislead users. Your task is to
neutralize the deceptive effect of these
elements. If the element is non-essential
remove it. Otherwise replace it with a
non-manipulative version of it. All remaining
information must be presented transparently
and unambiguously.

Instructions:
1. If the element is not essential for site

functionality and does not provide information
critical to an informed decision: Remove the
element entirely

2. Otherwise:
- Neutralize any steering or pressure tactics

(e.g. remove urgency markers, normalize
styling).
Ensure full transparency: all critical
information (especially pricing) must be
immediately and clearly visible.
Identify the true total cost (including all
mandatory fees and charges) and update the
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page so that this total is displayed
immediately and most prominently (e.g.,
replace any smaller base price at the top
with the full-cost figure). Relegate
individual fees to a clearly labeled
breakdown elsewhere.

3. If you encounter a manipulative element that
cannot be altered without inventing new
functionality or content, return exactly:
Changes not possible

4. If you receive no manipulative elements, return
exactly:

"Changes not necessary"

Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.

- After edits, all remaining information must be
fully transparent and unambiguous.

- If all required changes were made, leave comments
empty.

- For each change, return the original HTML parts in
full and exact as they were before

A.7 Combination

In order to keep the prompt readable, we replaced the ac-
tual HTML code input of the examples with placeholders.

A.7.1 Combination Analysis Prompt

You are an expert in the neutralization of
manipulative design and Dark or Deceptive
Patterns in particular. Think step by step
and always describe your approach for each
change in the "explanation" field. If no
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important elements were found, add your
explanation to the ’comments’ field.

You are given the HTML and CSS for a web page or
component. Your task is to identify and describe
every element, style rule, label, layout choice,
or interactive behavior that is intended to
steer, pressure, or mislead usersespecially
so-called dark patterns or deceptive design.

Instructions:

1. Parse the HTML/CSS and identify and describe every
element that could manipulate the user. Focus on
these groups:

A. Textual Cues
Labels, badges, messages, hints,
placeholders, microcopy
Claims of scarcity, urgency or exclusivity
Framing that understates costs or overstates
benefits

- Phrasing that pressures emotionally
B. Visual Emphasis

Color, contrast, size, font weight, icons or
graphics used to draw undue attention
Layout deviations, z-index stacking, or
other styling that creates a false hierarchy

C. Number Formatting
Strikethroughs of original prices,
highlighting of partial or starting at
prices
Any presentation that hides total costs

D. Interactive Controls
Pre-selected defaults, opt-outs, or obscured
controls
Button labels or affordances that obscure
true outcomes

E. Presentation of Information
Additional mandatory fees shown late or in a
less prominent way
Critical details hidden behind extra steps,
small text or low-contrast presentation

2. If you find no manipulative or deceptive elements,
return exactly:

No changes necessary

Example 1:
Input:
[HTML code 1]
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Output:
ImportantElements:

elementCode: <button
class="buy-button-standard">Buy
Tickets</button>

elementDescription: A gray button for buying
the standard ticket.

explanation: There are two types of tickets
available. The button for the VIP ticket
is colorful and stands out. The button
for the standard ticket is gray. The
color difference creates a false
hierarchy: The VIP option appears more
prominent compared to the standard
ticket, even though they are both options
a user can choose. This manipulates the
user in their choice, nudging them
towards selecting the VIP ticket.
Instead, both buttons should look the
same. The style of the buttons is
connected to the classes
"buy-button-standard" and "buy-button".
By changing the class of the button for
the standard ticket to "buy-button" the
button gets the same appearance as the
button for the VIP ticket.

Example 2:
Input:
[HTML code 2]

Output:
ImportantElements:

elementCode: <div
class="GTXCookieBarstyle__Content-sc-67say9-1
fQTZzc"><p
class="GTXTypographystyle__Type-sc-1kk8ybz-0
PEwXm"><span
class="GTXCookieBarstyle__TextContainer-sc-67say9-2
jtyuvy">We use cookies to give you the
best experience on our website. By using
our website you agree to our use of
cookies in accordance with our <a
href="/en/cookies-policy"
target="_blank">Cookies
policy</a>.</span></p><div
class="GTXCookieBarstyle__ButtonContainer-sc-67say9-3
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hdpzmm"><button
class="GTXButtonstyle__Button-sc-1af6gn5-0
kvLhRv" aria-label="button"
background="#06038D" border="2px solid
transparent" padding="0 0.5rem"
margin="0px 8px" color="#FFFFFF"
data-testid="cookieAccept"
type="submit"><span
class="GTXTypographystyle__Type-sc-1kk8ybz-0
gnLmnZ">Accept</span></button></div></div>

elementDescription: A cookie banner with a
button to accept the cookies.

explanation: In this cookie banner, the user
only has the choice to accept the
cookies. Giving the user no choice is
manipulative.

Example 3:
Input:
[HTML code 3]

Output:
ImportantElements:

elementCode:
<span data-testid="discount-pill"

class="css-1nt6bqz e1cq2ihg2" >-30%</span
>

elementDescription: A red discount badge
explanation: This dicount badge is very

visually prominent and attracts the
user’s attention. Additionally,
displaying percentage discounts can
exaggerate savings and steer decisions

elementCode:
<span dir="auto" role="group"

aria-label="220" class="css-92woig
e139ay0z0" ><span type="none"
class="money-currency css-49gx66
e139ay0z1" aria-hidden="true" ></span
><span type="none" class="money-integer
css-2h7jcq e139ay0z2" aria-hidden="true"
>220</span ></span >

elementDescription: A price that was striked
through

explanation: Displaying discounts can
exaggerate savings and steer decisions.
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A.7.2 Combination Removal Prompt

You are an expert in the neutralization of
manipulative design and Dark or Deceptive
Patterns in particular. Think step by step
and always describe your approach for each
change in the "explanation" field. If no
changes were possible, add your explanation
to the ’comments’ field.

You are given the HTML and CSS and descriptions of
web components that are intended to steer,
pressure, or mislead users. Your task is to
neutralize the deceptive effect of these
elements. If the element is non-essential remove
it. Otherwise replace it with a non-manipulative
version of it. All remaining information must be
presented transparently and unambiguously.

Instructions:
1. If the element is not essential for site

functionality and does not provide information
critical to an informed decision: Remove the
element entirely

2. Otherwise:
- Neutralize any steering or pressure tactics

(e.g. remove urgency markers, normalize
styling).
Ensure full transparency: all critical
information (especially pricing) must be
immediately and clearly visible.
Identify the true total cost (including all
mandatory fees and charges) and update the
page so that this total is displayed
immediately and most prominently (e.g.,
replace any smaller base price at the top
with the full-cost figure). Relegate
individual fees to a clearly labeled
breakdown elsewhere.

3. If you encounter a manipulative element that
cannot be altered without inventing new
functionality or content, return exactly:
Changes not possible

4. If you receive no manipulative elements, return
exactly:

"Changes not necessary"
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Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.

- After edits, all remaining information must be
fully transparent and unambiguous.

- If all required changes were made, leave comments
empty.

- For each change, return the original HTML parts in
full and exact as they were before

Example 1:
Input:

ImportantElements:
elementCode: <button

class="buy-button-standard">Buy
Tickets</button>

elementDescription: A gray button for
buying the standard ticket.

explanation: There are two types of
tickets available. The button for the
VIP ticket is colorful and stands out.
The button for the standard ticket is
gray. The color difference creates a
false hierarchy: The VIP option
appears more prominent compared to the
standard ticket, even though they are
both options a user can choose. This
manipulates the user in their choice,
nudging them towards selecting the VIP
ticket. Instead, both buttons should
look the same. The style of the
buttons is connected to the classes
"buy-button-standard" and
"buy-button". By changing the class of
the button for the standard ticket to
"buy-button" the button gets the same
appearance as the button for the VIP
ticket.

Output:
Changes:

Original:
<button class="buy-button-standard">Buy

Tickets</button>
Replacement:
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<button class="buy-button">Buy
Tickets</button>

explanation: There are two types of tickets
available. The button for the VIP ticket
is colorful and stands out. The button
for the standard ticket is gray. The
color difference creates a false
hierarchy: The VIP option appears more
prominent compared to the standard
ticket, even though they are both options
a user can choose. This manipulates the
user in their choice, nudging them
towards selecting the VIP ticket.
Instead, both buttons should look the
same. The style of the buttons is
connected to the classes
"buy-button-standard" and "buy-button".
By changing the class of the button for
the standard ticket to "buy-button" the
button gets the same appearance as the
button for the VIP ticket.

Example 2:
Input:
ImportantElements:

elementCode: <div
class="GTXCookieBarstyle__Content-sc-67say9-1
fQTZzc"><p
class="GTXTypographystyle__Type-sc-1kk8ybz-0
PEwXm"><span
class="GTXCookieBarstyle__TextContainer-sc-67say9-2
jtyuvy">We use cookies to give you the
best experience on our website. By using
our website you agree to our use of
cookies in accordance with our <a
href="/en/cookies-policy"
target="_blank">Cookies
policy</a>.</span></p><div
class="GTXCookieBarstyle__ButtonContainer-sc-67say9-3
hdpzmm"><button
class="GTXButtonstyle__Button-sc-1af6gn5-0
kvLhRv" aria-label="button"
background="#06038D" border="2px solid
transparent" padding="0 0.5rem"
margin="0px 8px" color="#FFFFFF"
data-testid="cookieAccept"
type="submit"><span
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class="GTXTypographystyle__Type-sc-1kk8ybz-0
gnLmnZ">Accept</span></button></div></div>

elementDescription: A cookie banner with a
button to accept the cookies.

explanation: In this cookie banner, the user
only has the choice to accept the
cookies. Giving the user no choice is
manipulative.

Output:
Comments:

Changes not possible. Explanation: In order
to remove the manipulation of the cookie
banner, I would need to provide an option
for the user to reject cookies. But with
the given code, I cannot access and alter
how the website stores cookies. So it is
not possible to provide an option to
reject the cookies.

Example 3:
Input:

ImportantElements:
elementCode:
<span data-testid="discount-pill"

class="css-1nt6bqz e1cq2ihg2" >-30%</span
>

elementDescription: A red discount badge
explanation: This dicount badge is very

visually prominent and attracts the
user’s attention. Additionally,
displaying percentage discounts can
exaggerate savings and steer decisions

elementCode:
<span dir="auto" role="group"

aria-label="220" class="css-92woig
e139ay0z0" ><span type="none"
class="money-currency css-49gx66
e139ay0z1" aria-hidden="true" ></span
><span type="none" class="money-integer
css-2h7jcq e139ay0z2" aria-hidden="true"
>220</span ></span >

elementDescription: A price that was striked
through

explanation: Displaying discounts can
exaggerate savings and steer decisions.
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Output:
Changes:

Original:
<span data-testid="discount-pill"

class="css-1nt6bqz e1cq2ihg2" >-30%</span
>

Replacement:
explanation: Removing the discount percentage

completely prevents manipulation.

Original:
<span dir="auto" role="group"

aria-label="220" class="css-92woig
e139ay0z0" ><span type="none"
class="money-currency css-49gx66
e139ay0z1" aria-hidden="true" ></span
><span type="none" class="money-integer
css-2h7jcq e139ay0z2" aria-hidden="true"
>220</span ></span >

Replacement:
explanation: Removing the discount completely

prevents manipulation.

A.8 Reasoning Prompt

You are given the HTML and CSS for a web page or
component. Your task is to identify and
eliminate every element, style rule, label,
layout choice, or interactive behavior that
is intended to steer, pressure, or mislead
usersespecially so-called dark patterns or
deceptive design. If the element is
non-essential remove it. Otherwise replace it
with a non-manipulative version of it. All
remaining information must be presented
transparently and unambiguously.

Take your time and think as carefully and
methodically about the task as you need to.

Rules:
- Do not obscure or downplay manipulative facts:

either remove them or neutralize their impact.
- Only keep elements that are essential for

functionality or to allow users an informed
opinion.
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- After edits, all remaining information must be
fully transparent and unambiguous.

- If changes cannot or do not have to be made specify
this in "comments"

- If manipulative elements were identified and all
required changes were made, leave comments empty.

- For each change, return the original HTML parts in
full and exact as they were before

A.9 Meta Prompt

Given a task description or existing prompt, produce
a detailed system prompt to guide a language
model in completing the task effectively.

# Guidelines

- Understand the Task: Grasp the main objective,
goals, requirements, constraints, and expected
output.

- Minimal Changes: If an existing prompt is provided,
improve it only if it’s simple. For complex
prompts, enhance clarity and add missing elements
without altering the original structure.

- Reasoning Before Conclusions**: Encourage reasoning
steps before any conclusions are reached.
ATTENTION! If the user provides examples where
the reasoning happens afterward, REVERSE the
order! NEVER START EXAMPLES WITH CONCLUSIONS!
- Reasoning Order: Call out reasoning portions of

the prompt and conclusion parts (specific
fields by name). For each, determine the
ORDER in which this is done, and whether it
needs to be reversed.

- Conclusion, classifications, or results should
ALWAYS appear last.

- Examples: Include high-quality examples if helpful,
using placeholders [in brackets] for complex
elements.

- What kinds of examples may need to be included,
how many, and whether they are complex enough
to benefit from placeholders.

- Clarity and Conciseness: Use clear, specific
language. Avoid unnecessary instructions or bland
statements.
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- Formatting: Use markdown features for readability.
DO NOT USE ‘‘‘ CODE BLOCKS UNLESS SPECIFICALLY
REQUESTED.

- Preserve User Content: If the input task or prompt
includes extensive guidelines or examples,
preserve them entirely, or as closely as
possible. If they are vague, consider breaking
down into sub-steps. Keep any details,
guidelines, examples, variables, or placeholders
provided by the user.

- Constants: DO include constants in the prompt, as
they are not susceptible to prompt injection.
Such as guides, rubrics, and examples.

- Output Format: Explicitly the most appropriate
output format, in detail. This should include
length and syntax (e.g. short sentence,
paragraph, JSON, etc.)
- For tasks outputting well-defined or structured

data (classification, JSON, etc.) bias toward
outputting a JSON.

- JSON should never be wrapped in code blocks
(‘‘‘) unless explicitly requested.

The final prompt you output should adhere to the
following structure below. Do not include any
additional commentary, only output the completed
system prompt. SPECIFICALLY, do not include any
additional messages at the start or end of the
prompt. (e.g. no "---")

The goal is to remove deceptive or dark patterns from
websites. For this, the assistant will be given
HTML Code of Web-Elements or whole Websites that
may or may not include parts that nudge users
into decicions or actions that might not be in
their best interests. The assitant should
identify these elements and change the HTML code
so that they are not manipulative anymore. ONLY
those manipulations should get changed, nothing
else. If nothing is manipulative, the assistant
should return "No changes". I want the output to
be using the structured Output response_format.

# Output Format

The response should only include the modified HTML
code
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A.10 Improvement Meta Prompt

Your task is to improve a given system prompt to
guide a language model in completing the
following task effectively.

The Model for which you should produce the prompt
will be given HTML Code of a website. It’s task
is to remove all elements that influence the user
in the actions or decisions they make. Especially
in regards to "Dark Patterns" or "Deceptive
Design".

You will be given the Code the Model should use for
it’s task, the current prompt and a list of any
problems it still has.

Do not add an own specific instruction for each
problem. Instead add or adapt previous general
instructions that cover the problem without only
applying to this example. You can add or change
rules or steps given in the original prompt, but
do not change it fundamentally.

Please return an improved version of the prompt.
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Appendix B

Response Formats

B.1 Standard Response

This is the format used for the Basic, Advanced, Few-Shot,
Removal and Reasoning Prompt.

class Response(BaseModel):
changes: list[Change] = Field(description="All the

changes that are to be made")
comments: str = Field(description="If changes were

unnecessary or impossible")

class Change(BaseModel):
original: str = Field(description="The exact

original HTML code that should be removed")
replacement: str = Field(description="The new HTML

string that replaces the manipulation")

B.2 Explanation Response

This format was used for the Zero- and Few-Shot Chain-of-
Thought Prompt as well as the Combination Removal Prompt.

class Response_Explanation(BaseModel):
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changes: list[Change_Explanation] =
Field(description="All the changes that are
to be made")

comments: str = Field(description="If changes
were unnecessary or impossible")

class Change_Explanation(BaseModel):
original: str = Field(description="The exact

original HTML code that should be removed")
replacement: str = Field(description="The new HTML

string that replaces the manipulation")
explanation: str = Field(description="The

reasoning as to why something is manipulative
and how it was neutralized")

B.3 Analysis Response

This format was used by the Analysis Prompt for the prompt
chaining technique.

class Response_Analysis(BaseModel):
importantElements: list[Elements]
comments: str = Field(description="If changes were

unnecessary or impossible")

class Elements(BaseModel):
elementCode: str = Field(description="The HTML

Code of the element")
elementDescription: str =

Field(description="Description of the element")

B.4 Combination Analysis Response

This format was only used by the analysis part of the Com-
bination Prompt

class Response_Analysis_Explanation(BaseModel):
importantElements: list[Elements_Explanation]
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comments: str = Field(description="If changes were
unnecessary or impossible")

class Elements_Explanation(BaseModel):
elementCode: str = Field(description="The HTML

Code of the element")
elementDescription: str =

Field(description="Description of the element")
explanation: str = Field(description="The

reasoning as to why something is manipulative")
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Appendix C

Deceptive Pattern
Ontology

The following contains the definitions by Gray et al. [2024]
of the deceptive patterns, that are relevant in this thesis. We
adapted them verbatim.

• SNEAKING is a strategy which hides, disguises, or de-
lays the disclosure of important information that, if
made available to users, would cause a user to unin-
tentionally take an action they would likely object to.

– BAIT AND SWITCH subverts the user’s expecta-
tion that their choice will result in a desired ac-
tion, instead leading to an unexpected, undesir-
able outcome.

* DISGUISED ADS Bait and Switch and use
Sneaking to style interface elements so they
are not clearly marked as an advertisement
or other biased source. As a result, users
are induced into clicking on the interface el-
ement because they assume that it is a rel-
evant and salient interaction, leading to un-
witting interaction with advertising content.

– HIDING INFORMATION subverts the user’s ex-
pectation that all relevant information to make
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an informed choice will be available to them, in-
stead hiding information or delaying the disclo-
sure of information until later in the user jour-
ney that may have led to them making another
choice.

* SNEAK INTO BASKET Hides Information
and uses Sneaking to add unwanted items
to a user’s shopping cart without their con-
sent. As a result, a user assumes that only
the items they explicitly added to their cart
will be purchased, leading to the uninten-
tional purchase of additional items.

* DRIP PRICING, HIDDEN COSTS, OR PAR-
TITIONED PRICING Hides Information and
uses Sneaking to reveal new charges or
costs, present only partial price components,
or otherwise delay revealing the full price of
a product or service through late or incom-
plete disclosure. As a result, the user is mis-
led about the total or complete price of the
product or service, leading them to make a
purchase decision after they have expended
effort on false pretenses.

* REFERENCE PRICING Hides Information
and uses Sneaking to include a misleading
or inaccurate price for a product or service
that makes a discounted price appear more
attractive. As a result, the user is misled
into believing that the price they pay is dis-
counted, leading them to make a decision to
purchase a product or service on false pre-
tenses.

• OBSTRUCTION is a strategy which impedes a user’s
task flow, making an interaction more difficult than it
inherently needs to be, dissuading a user from taking
an action.

– CREATING BARRIERS subverts the user’s expec-
tation that relevant user tasks will be supported
by the interface, instead preventing, abstracting,
or otherwise complicating a user task to disin-
centivize user action.
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* PRICE COMPARISON PREVENTION Creates
Barriers and uses Obstruction by excluding
relevant information, limiting the ability of
a user to copy/paste, or otherwise inhibit-
ing a user from comparing prices across two
or more vendors. As a result, the user can-
not make an informed decision about where
to buy a product or service.

• INTERFACE INTERFERENCE is a strategy which privi-
leges specific actions over others through manipula-
tion of the user interface, thereby confusing the user
or limiting discoverability of relevant action possibil-
ities.

– MANIPULATING CHOICE ARCHITECTURE sub-
verts the user’s expectation that the options pre-
sented will support their desired goal, instead
including an order or structure of options that
makes another outcome more likely.

* FALSE HIERARCHY Manipulates the Choice
Architecture, using Interface Interference to
give one or more options visual or inter-
active prominence over others, particularly
where items should be in parallel rather
than hierarchical. As a result, the user may
misunderstand or be unable to accurately
compare their options, making a selection
based on a false or incomplete choice archi-
tecture.

* VISUAL PROMINENCE Manipulates the
Choice Architecture, using Interface Inter-
ference to place an element relevant to user
goals in visual competition with a more
distracting and prominent element. As
a result, the user may forget about or be
distracted from their original goal, even if
that goal was their primary intent.

* PRESSURED SELLING Manipulates the
Choice Architecture, using Interface
Interference to preselect or use visual
prominence to focus user attention on more
expensive product options. As a result, the
user may be unaware that a lower price is
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available or even desirable for their needs,
steering the user into making a more expen-
sive product selection than they otherwise
would have.

– BAD DEFAULTS subverts the user’s expectation
that default settings will be in their best inter-
est, instead requiring users to take active steps
to change settings that may cause harm or unin-
tentional disclosure of information.

– EMOTIONAL OR SENSORY MANIPULATION sub-
verts the user’s expectation that the design of the
site will allow them to achieve their goal with-
out manipulation, instead altering the language,
style, color, or other design elements to evoke
an emotion or manipulate the senses in order to
persuade the user into a particular action.

* POSITIVE OR NEGATIVE FRAMING uses
Emotional or Sensory Manipulation and In-
terface Interference to visually obscure, dis-
tract, or persuade a user from important in-
formation they need to achieve their goal.
As a result, the user may assume that the
system is providing equal access to rele-
vant information, leading the user to be dis-
tracted by positive or negative aesthetic cues
that distract them from important informa-
tion or action possibilities or otherwise con-
vince them to pursue a different goal.

– TRICK QUESTIONS subvert the user’s expecta-
tion that prompts will be written in a straightfor-
ward and intelligible manner, instead using con-
fusing wording, double negatives, or otherwise
leading language or interface cues to manipulate
a user’s choice.

• FORCED ACTION is a strategy which requires users
to knowingly or unknowingly perform an additional
and/or tangential action or information to access (or
continue to access) specific functionality, preventing
them from continuing their interaction with a system
without performing that action.
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– NAGGING subverts the user’s expectation that
they have rational control over the interaction
they make with a system, instead distracting the
user from a desired task the user is focusing on
to induce an action or make a decision the user
does not want to make by repeatedly interrupt-
ing the user during normal interaction.

– FORCED COMMUNICATION OR DISCLOSURE

subverts the user’s expectation that a system
will only request information needed to com-
plete their desired goals, instead tricking them
into sharing more information about themselves
or using their information for purposes that they
do not desire.

* Privacy Zuckering uses Forced Communica-
tion or Disclosure as a type of Forced Ac-
tion to trick users into sharing more infor-
mation about themselves than they intend to
or would agree to if fully informed. As a re-
sult, the user assumes that information they
are requested to provide is vital for the use
of the service, even while this information is
used or sold for other purposes.

• SOCIAL ENGINEERING is a strategy which presents
options or information that causes a user to be more
likely to perform a specific action based on their indi-
vidual and/or social cognitive biases, thereby lever-
aging a user’s desire to follow expected or imposed
social norms.

– Scarcity or Popularity Claims subverts the user’s
expectation that information provided about a
product’s availability or desirability is accurate,
instead pressuring the user to purchase a prod-
uct without additional reflection or verification.

* HIGH DEMAND uses Scarcity and Popular-
ity Claims as a type of Social Engineering
to indicate that a product is in high demand
or likely to sell out soon, even though that
claim is misleading or false. As a result, the
user may assume that demand is high when
it is not, leading to their uninformed pur-
chase of a product or service.
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– SOCIAL PROOF subverts the user’s expectation
that the indicated behavior of others in a specific
situation is correct or desirable, instead acceler-
ating user decision-making and encouraging the
user to trust flawed implications through pro-
vided information.

* LOW STOCK uses Social Proof as a type of
Social Engineering to indicate that a prod-
uct is limited in quantity, even though that
claim is misleading or false. As a result, the
user may assume that a product is desirable
due to demand, leading to undue or unin-
formed pressure to buy the product imme-
diately.

* PARASOCIAL PRESSURE uses Social Proof as
a type of Social Engineering to indicate that
a product or service has been endorsed by a
celebrity, infuencer, or other entity that the
user trusts, even though the source of that
endorsement is biased, misleading, incom-
plete, or false. As a result, the user may as-
sume that the endorsement is accurate and
unbiased, leading to their uninformed pur-
chase of a product or service.

– URGENCY subverts the user’s expectation that
information provided about discounts or a
limited-time deal for a product is accurate, in-
stead accelerating the user’s decision-making
process by demanding immediate or timely ac-
tion.

* Activity Messages use Urgency as a type of
Social Engineering to describe other user ac-
tivity on the site or service, even though the
data presented about other users’ purchases,
views, visits, or contributions are mislead-
ing or false. As a result, the user may falsely
feel a sense of urgency, assuming that other
users are purchasing or otherwise interested
product or service, leading to their unin-
formed purchase of a product or service.

* COUNTDOWN TIMERS use Urgency as a
type of Social Engineering to indicate that
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a deal or discount will expire by displaying
a countdown clock or timer, even though
the clock or timer is completely fake, dis-
appears, or resets automatically. As a re-
sult, the user may feel undue urgency and
purchasing pressure, leading to their unin-
formed purchase of a product or service.

* LIMITED TIME MESSAGES use Urgency as a
type of Social Engineering to indicate that
a deal or discount will expire soon or be
available only for a limited time, but with-
out specifying a specific deadline. As a re-
sult, the user may feel undue urgency and
purchasing pressure, leading to their unin-
formed purchase of a product or service.

– PERSONALIZATION subverts the user’s expecta-
tion that products or service features are offered
to all users in similar ways, instead using per-
sonal data to shape elements of the user experi-
ence that manipulate the user’s goals while hid-
ing other alternatives.

* CONFIRMSHAMING uses Personalization as
a type of Social Engineering to frame a
choice to opt-in or opt-out of a decision
through emotional language or imagery that
relies upon shame or guilt. As a result, the
user may be convinced to change their goal
due to the emotionally manipulative tactics,
resulting in being steered away from mak-
ing a choice that matched their initial goal.
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Appendix D

Results
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DLC M
Prompt Average # 0 # 4 Mode Average # 0 # 4 Mode

Basic 0.1 1.92 3 0 1 1 5 1 1
Basic 0.2 2.04 2 4 1 1.4 4 1 1

Advanced 0.1 2.08 0 3 1 1.84 2 2 1
Advanced 0.2 2.12 0 2 1 1.84 3 2 1

Chain-of-Thought 2 0 0 2 2.08 1 3 1
Few-Shot 2.32 0 6 1 2.08 2 2 3
Few-Shot

Chain-of-Thought 2.36 0 7 1 2.28 3 5 3

Removal
Expert 2.28 0 5 1 1.96 2 2 1

Deceptive Pattern
Expert 2.24 0 4 1 1.6 5 2 1

Marketing & Sales
Expert 2.12 0 2 1 1.8 3 3 1

Prompt Chaining 1.92 0 2 1 2.2 0 3 1
Combination 2.44 0 6 1 2.24 1 3 2

Reasoning Model:
Basic Low 2.12 4 7 4 1.72 1 2 1

Reasoning Model:
Basic High 2.44 2 7 4 2.16 3 7 1

Reasoning Low 2.92 2 11 4 1.96 2 6 1
Reasoning Low 2.52 1 7 4 2.32 3 6 3

Fine-Tuning 2.88 1 12 4 2.92 2 12 4

Table D.1: Relevant values for the Design, Layout, and Context (DLC) and Manip-
ulation Score (M) for all 17 conditions. “Average" contains the mean score over all
designs. “#0” and “#4” contain the amount of times a score of 0 or 4 was assigned.
“Mode” is the overall most assigned score for the condition. The fine-tuned and
reasoning model achieved overall better results.
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