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Abstract

For four decades, user interfaces have been mainly designed for pointing input,
either with a mouse or a touchscreen. Pointing input abstracts from the human
to a location on the screen. Especially visual cues that make human-to-human
communication effective—like eye contact or head nodding—are ignored in this
abstraction. Mobile devices, in particular, suffer from the limits of pointing input,
as users cannot comfortably reach everything on the screen when using the device
one-handedly. We present implicit and explicit usages of facial tracking to make
mobile interactions more expressive and ergonomic.

We show the advantages of eye tracking using three interaction techniques. First,
our Attentive Notifications remove occlusion issues and accidental activations in mo-
bile interfaces. They determine a suitable screen edge for displaying notifications
by blocking the area around the user’s gaze at the moment of notification delivery.
Second, we show that eye tracking can enhance the perception of content in aug-
mented reality with our User-Aware Rendering. This technique provides enhanced
depth perception with good performance in scene exploration. Third, interfaces
can exploit that gaze input can reach anything nearby. Our GazeConduits concept
fosters collaboration in ad-hoc multi-device environments. This enables users to
interact with devices or meeting collaborators by looking at them.

However, eye tracking often comes with accuracy issues, especially when people
are moving, and suffers from the Midas touch problem. To overcome these chal-
lenges, two of our interaction techniques use head tracking instead. We present a
Head + Touch controlled cursor that increases the thumb’s reach during one-handed
smartphone use. This significantly reduces the overhead of touch-based reachabil-
ity techniques to under 100 ms. With our Headbang technique, menu selections are
also faster than with touch input.
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Überblick

Seit über 40 Jahren fokussieren sich Benutzeroberflächen auf Zeigereingaben, bspw.
mit Maus oder Touchscreen. Aus Sicht des Computers reduzieren Zeigegeräte fol-
glich den Menschen zu einem Bildschirmpixel. Während die zwischenmenschliche
Kommunikation auf die Interpretation von Augenkontakt und Gestik aufbaut, ig-
norieren Zeigegeräte billigend den sie bedienenden Menschen. Die Grenzen der
Zeigereingabe werden bei der einhändigen Verwendung von Mobilgeräten beson-
ders offensichtlich, da Nutzer ihren Daumen nicht frei über den ganzen Bildschirm
bewegen können. In dieser Arbeit stellen wir Interaktionstechniken vor, die durch
ihre explizite oder auch implizite Verwendung von Gesichtstracking dem Nutzer
mehr Ausdrucksstärke verleihen und somit Effizienz und Ergonomie verbessern.

Drei dieser Interaktionstechniken bedienen sich dem Eye-Tracking. Unsere Atten-
tive Notifications verringern Verdeckungsprobleme und versehentliche Aktivierun-
gen von Mitteilungsbannern auf mobilen Betriebssystemen. Diese neue Art von
Mitteilungen erscheint am jeweiligen Bildschirmrand der am weitesten von dem
Punkt entfernt ist, auf den der Nutzer zum Zeitpunkt der Benachrichtigung schaut.
Wir zeigen außerdem wie Eye-Tracking die Wahrnehmen von Inhalten in Aug-
mented Reality verbessern kann. Unser User-Aware Rendering hilft Nutzern bei
der Tiefenwahrnehmung des virtuellen Inhalts und Übersichtlichkeit bei der Ex-
ploration eben jenes. Weil Blicke eines Nutzers alles in der Umgebung erreichen
können, eignet sich die Blickerfassung auch zur Stärkung der Zusammenarbeit
in ad-hoc Mehrgeräteumgebungen. Beispielsweise können Nutzer in unserem
Konzept GazeConduits durch ihren Blick Meetingteilnehmer oder anderen Geräte
spezifizieren, mit denen sie interagieren möchten.

Schwächen von Eye-Tracking sind Genauigkeitsprobleme bei sich bewegenden
Nutzern und das Midas-Touch-Problem. Zwei unserer Interaktionstechniken über-
winden diese Schwächen durch die Verwendung von Head-Tracking. Mit unserer
Head + Touch Zeigersteuerung erweitern wir die Reichweite des Daumens bei ein-
händiger Smartphone-Nutzung mit einem Overhead von unter 100ms. Mit unserer
Headbang-Technik erfolgen auch Menüauswahlen schneller als mit Touch.
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Conventions

Throughout this thesis we use the following conventions:

• The thesis is written in American English.

• The first person is written in plural form.

• Unidentified third persons are described in female form.

Summaries and short excursuses are set off in colored
boxes.

EXCURSUS:
Excursuses are set off in orange boxes.

SUMMARY:
Summaries of own publications are set off in blue boxes.

Where appropriate, paragraphs are summarized by one or This is a summary of a

paragraph.two sentences that are positioned at the margin of the page.

We use the term facial tracking to summarize the visual
tracking of eyes and head.
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Chapter 1

Introduction

“When you walk up to your computer, does the
screen saver stop and the working windows reveal

themselves? Does it even know if you are there?
How hard would it be to change this?”

—Bill Buxton [1997]

The features of today’s user interfaces are derived from Current technology

especially receives

inputs using our fingers.

Our eyes and ears

perceive the output.

the inputs and outputs the current computing devices of-
fer: Typically, this is a pointing device, like a mouse or
touch digitizer, supplemented by a keyboard. O’Sullivan
and Igoe [2004] summarized these common modalities of
HCI in their illustration titled ‘‘how the computer sees us”. In
Figure 1.1, you see a single finger with an attached eye and
ears. The finger creates inputs by pointing, touching, or
clicking the mouse and keyboard. The eye and ears receive
the outputs made by the computer. Despite voice input,
the illustration does not contain a mouth. The omission of
a mouth probably emphasizes that speech interfaces are of-
ten perceived as awkward for users and passers-by, primar-
ily when used in public spaces [Baier and Burmester, 2019].

Even though this illustration might look bizarre initially, Reducing the human to

a 2D pointing action

discards information.

one must admit it caricatures the typical communication
between today’s computing interfaces and their users well.
Like a machine, the human is reduced to a closed system
that receives inputs and performs outputs. Reductions like
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Figure 1.1: How the computer sees us. This illustration char-
acterizes the human user by the input and output capabil-
ities detected by a computer. Image taken from O’Sullivan
and Igoe [2004].

these are common in many models across the field of HCI.
For instance, in the famous “human information processor”
by Card [1983], the task of the human is to use its visual in-
puts to make physical pointing actions. Reducing a human
to a pointing location, however, discards multiple pieces
of information: The actual pointing does not take place in
2D; it includes the bodily movement of different joints in
our 3D world. The computer does not capture the parts
of the interaction that do not occur on an interactive sur-
face. Other aspects of communication are also left behindBodily movements,

emotional states, and

context are ignored by

current systems.

during this reduction: For instance, the emotional state in-
dicated through facial expressions or other ongoing tasks,
e.g., whether the person is on the go or resting at home.

In contrast, human-to-human communication functionsThe combination of

audio-visual signals

makes communication

between humans

effective.

differently. When humans communicate with each other,
they benefit from the increased communication bandwidth
of multiple modalities. For instance, interpreting audio-
visual signals is essential for communication [Sebe, 2009].
Consider sitting in a room with three windows, and your
friend asks you to open the window. At first, this request
might sound ambiguous. Yet, the message’s intention be-
comes clear if this friend is concurrently pointing at one
specific window. Similarly, when many people stand to-
gether, we can reliably address a question to a specific per-
son simply by looking at them.
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Figure 1.2: Put that There was the first system to support
multimodal input. It allowed users to control a cursor by
pointing at a location on the screen. Voice commands were
used to select elements and activate other functionalities.
Image taken from Bolt [1980].

MULTIMODALITY:
Each of our senses—vision, audio, haptics, smell, and
taste—provides a unique mode of communication.
Multimodal systems receive input and provide output
via more than one of these modes. Bateman et al. [2017]
explains that “multimodality is a way of characterizing
communication situations [...] which rely upon com-
binations of different ’forms’ of communication to be
effective.” Multimodal systems supposedly provide
richer and more natural interactions. Moreover, the
overall bandwidth increases as each mode has its own
communication bandwidth.

Excursus:

Multimodality

The effectiveness of multimodality in human-to-human In HCI, the first

multimodal interactions

were presented as early

as 1980.

communication inspired seminal work in HCI as early as
the middle of the 20th century to add more senses to the
computer. The first working system that presented multi-
modal inputs was “Put that There” by Bolt [1980]. It allowed
users to control a cursor on a wall-sized screen with their



4 1 Introduction

finger and initiate actions by speaking voice commands.
At this time, however, voice commands only supported a
fixed set of phrases. Also, while point-and-speak is techni-
cally multimodal, it makes only limited use of the new in-
put modes and instead borrows from the mouse metaphor
[Oviatt, 1999]. Therefore, it would be exaggerated to call
the interaction of Put that There natural.

Since Put that There, HCI researchers strived to enrich in-For interaction

designers, it is

important to consider

possible input and

output modalities, as

well as their

communication

bandwidths.

teractions with user interfaces. This requires the computer
to understand its user’s multimodal cues better, just as a
human can read another human. Thus, Wendy Ju [2015]
stated the importance of an interactive system to under-
stand its user across all modalities it can perceive and de-
duce inputs. She, therefore, recommends interaction de-
signers ask themselves “How do you do? How do you feel?
How do you know?” [Verplank, 2009] both from the user’s
and system’s point of view. The quality of answers to these
questions is ultimately limited to the overall communica-
tion bandwidth, i.e., the amount of data that can be com-
municated via the supported modalities.

COMMUNICATION BANDWIDTH:
Information theorists quantify data-transfer rates not
only for digital media but also for information pro-
cessed inside humans. The amount of data humans can
perceive via the communication channels of the differ-
ent modalities varies notably. Zimmermann [1989] cal-
culated communication bandwidths of 107 bit/s for vi-
sion, 106 bit/s for haptics, 105 bit/s for for audio and
smell, and 103 bit/s for taste. In other words, our eyes
communicate with our brain at Ethernet speed.
Further proof that humans are optimized for visual pro-
cessing can be found in our nervous system: Out of all
modalities, visual information activates the most areas
in our cortex.

Excursus:

Communication

Bandwidth

The importance of high communication bandwidths be-Remote

human-to-human

communication became

richer through higher

bandwidth.

comes apparent in remote human-to-human communica-
tion: Consider the differences between a letter, a phone call,
and a video call. The simple exclamation “Good for you!”
will switch between a nice or sarcastic and rude meaning
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based on intonation. In letters, the intonation of the mes-
sage is entirely in the reader’s disclosure. Yet, this ambigu-
ity is removed in phone calls, and hearing the other person
simultaneously helps interpret their emotional state. Lastly,
communication is also possible nonverbally in video calls:
People can read each other’s moods by analyzing facial ex-
pressions, body language, mimics, and gestures.

Jakob Nielsen [1994] also knew the impact of communica- In history, novel

interfaces of higher

dimensionality were

enabled through new

technologies.

tion bandwidth on a computing system. The dimensional-
ity of user interfaces he coined as a term in his book “Us-
ability Engineering” explains how, in history, the usability
of computers was enhanced by using new input methods.
For reference, early computers provided a one-dimensional
interaction: Line-oriented interfaces process one command
at a time, display its outcome, and wait for the follow-
ing user input. The succeeding full-screen textual inter-
faces were two-dimensional: Users could enter text in mul-
tiple lines instead of just one, which, e.g., made form-
filling dialogues easier. However, the focus of textual in-
terfaces remained on the commands. Graphical user inter-
faces (GUIs) with overlapping windows, denoted as two-
and-a-half-dimensional, shifted from this function-oriented to
an object-oriented paradigm, in which one window corre-
sponds to one file. This jump from text-based to pointing- The mouse allowed

2.5D interfaces with

better usability

characteristics than

textual interfaces.

based interfaces led to the widespread adoption of comput-
ers, as 2.5D interfaces have better usability characteristics.
This was enabled by increasing the communication band-
width of both input and output. On the input side, the
mouse made it easier for humans to communicate their ob-
jects of interest to the computer. On the output side, the
raster graphics display allowed for a flexible presentation
of the new data-centered windows.

At the time of writing this book, Nielsen envisioned the
future three-dimensional interfaces to include more media
types, be highly portable and personal, and achieve tight
connectivity through new technologies. While this defi- In recent years, we are

approaching the area of

Nielsen’s 3D interfaces.

nition remained vague, we must acknowledge that smart-
phones and wearable devices provide a variety of sensors
and cameras that drive new personal communication meth-
ods and experiences, such as augmented reality. However,
like the mouse was vital for 2.5D interfaces, new input
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methods will also be required to achieve 3D interfaces. Yet,
what could this new type of input be?

Considering the importance of seeing and reading ourAdding a visual input

sense to the computer

could be the next step

toward 3D interfaces.

conversation partner in human-to-human communication,
adding the visual sense to a computer seems to be a promis-
ing candidate for three-dimensional interfaces: Making the
computer see its user adds a lot of communication band-
width for new interaction techniques. Visual tracking of-
fers many capabilities: It can identify what a person is do-
ing, detect gestures, and even determine what the user is
looking at. Since visual information processing is so deeply
wired into our brains, gaze tracking can be a reliable indi-
cator of what somebody focuses on. This makes tracking
the user’s gaze, in particular, an important area of research.

In psychology, gaze was studied as early as 1879, be-Gaze is an indicator of

attention. ginning with analyzing eye movements and saccades
[Duchowski, 2002]. It quickly became apparent that vi-
sual information is crucial to human information process-
ing. This makes gaze an essential indicator of what the
user is paying attention to in her environment [Kahne-
man, 1973]. In a broader sense, the head posture of a userOur head orientation

follows our gaze. provides a piece of similar information, as our heads fol-
low our gaze to achieve comfortable eye positions [Stiefel-
hagen et al., 1999]. At the same time, head gestures also addHead gestures also

convey cultural

meanings.

to communication as their meaning follows explicit social
conventions. According to Kettner and Carpendale [2013],
infants learn to nod and shake their heads before they are
18 months old.

HCI researchers also explored the use of gaze tracking forGazing can be used to

infer areas of interest

on screens.

novel interaction techniques. The World of Windows by
Bolt [1981] used gaze as an indicator of the user’s attention:
If users gazed at a window over a longer time, it would in-
crease in size. In contrast, not looking at a window for some
time would make it disappear.

One early work that explored gazing in WIMP interfacesControlling UI elements

with gaze comes from Jacob [1990]. He discovered that the naive ap-
proach of activating on-screen elements simply by looking
at them does not work out. The problem is that neither
the system nor the users themselves can tell which gazes
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should be used as input and which not. This is what Jacob The Midas touch

problem arises when

using gaze as direct

input: One cannot look

anywhere without

triggering commands.

called the Midas touch problem: If every gaze is used as di-
rect input, one cannot look anywhere without continuously
triggering commands. Jacob also considered using blinking
to make selection more explicit and ran into a different is-
sue, as blinking is a subconscious process to keep the eyes
moist. If a user wants to control her blinking, this results in
a conscious intervention, making the interaction less natu-
ral. Instead, he proposed resting the gaze on a specific item
or pressing an explicit button as an explicit selection mech-
anism. He also presented appropriate gaze-based interac-
tion techniques for UI elements of WIMP interfaces: select-
ing and moving objects, activating and selecting elements
in popup menus, and scrolling lists by gazing at arrows be-
neath the list.

One strength of gaze tracking in interfaces is that it allows Advantages of gaze

interactions are speed

and reachability of

distant objects.

for significantly faster interaction times. For instance, in a
study by Sibert and Jacob [2000], participants selected both
synthetic targets and specific letters in texts faster with their
gaze than with a mouse. Gaze interactions also provide
advantages beyond the confined space of the display: In a
VR user study by Tanriverdi and Jacob [2000], participants
could select items significantly faster by gaze than by point-
ing. This effect was even more prominent with distant vir-
tual content.

Since this early work, various interaction techniques us-
ing gaze have been explored, more recently in combina-
tion with touch. From an evolutionary point of view, using Touch input is natural

and widespread on

mobile devices.

hands and fingers is the most natural way for a human to
interact with an object [Kivell, 2015]. Since smartphones,
everybody knows how widespread and intuitive touch in-
put is. In combination with gaze, touching a handheld de-
vice allows easy control to make gaze selections explicit.
For instance, Stellmach and Dachselt [2012] projected the Touch input can reliably

be used to make gaze

inputs explicit, solving

the Midas Touch

problem.

local touch inputs onto a distant screen to perform actions.
Their evaluation shows that touch is an appropriate input
for explicitly confirming intended actions that apply to the
gazed-on object. Pfeuffer et al. [2014] presented gaze-touch
interactions on the touchscreen itself. By leveraging the
gaze target, they mapped touch inputs either directly or
indirectly, depending on whether the user looked toward
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her finger or away. Possible advantages of this interaction
include eliminating the fat finger problem, resulting in no
occlusion, and making content accessible across the whole
screen.

One challenge of working with gaze input is that it is in-Gaze is a noisy input

due to eye movements

and tracking errors.

herently jumpy. Interaction techniques using gaze as in-
put must be robust against short fixation durations as low
as 180 ms [Rayner, 2009] before the gaze jumps to a new
location. Yet, determining the three-dimensional orien-
tation is also challenging from the hardware perspective.
Niehorster et al. [2020] found that even with dedicated eye
tracking hardware the gaze estimation will be off by up to
3.1° if the user is speaking or making facial expressions. In
the context of mobile devices, where both the user’s face
and the devices move a lot, these errors amplify, and gaze
tracking can be unreliable [Lei et al., 2023]. Therefore, head
tracking could be a promising substitution depending on
the purpose of gaze tracking. As our heads tend to followDepending on the

usage context, head

tracking is a promising

substitution for eye

tracking.

our gaze, the early work of Stiefelhagen et al. [1999] already
showed that head orientation alone can be used to approx-
imate a user’s visual target of attention. The head also
bears the advantage of making less subconscious move-
ments, and it is visually easier to identify in the camera
feed. As head tracking provides additional unique pieces
of information on the user, we summarize eye and head
tracking under the term facial tracking in this thesis.

Today’s increasingly powerful mobile devices contain ad-The smartphone has

become the most used

computing device,

making research for

these devices

especially relevant.

vanced camera systems and extensive calculation capabil-
ities, making on-device processing of facial tracking and
novel interaction techniques using this data possible. The
technical possibilities and the continuous increase in smart-
phone usage make them an exciting area of research. Since
2019, mobile devices have a higher market share than desk-
top computers1. This makes it no surprise that in a sur-
vey by Statista conducted in September 20232 96% of 5,990
consumers ranked the smartphone as their most used con-
sumer electronics device. Globally, the numbers look simi-

1 https://gs.statcounter.com/platform-market-share/desktop-
mobile-tablet/worldwide/2019. Accessed April 2024.

2 https://statista.com/forecasts/998677/most-used-consumer-
electronics-in-germany. Accessed April 2024.

https://gs.statcounter.com/platform-market-share/desktop-mobile-tablet/worldwide/2019
https://gs.statcounter.com/platform-market-share/desktop-mobile-tablet/worldwide/2019
https://statista.com/forecasts/998677/most-used-consumer-electronics-in-germany
https://statista.com/forecasts/998677/most-used-consumer-electronics-in-germany
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lar: Datareportal presented usage statistics with data from Smartphone usage

continues to grow

globally, while desktop

computer usage

declines.

GWI and We are social in October 20233: Their data shows
that 93.4% of consumers worldwide use their smartphone
to access the internet, a slight year-on-year change of +2.6%.
On the other hand, they measured that only 54.5% of the
global population use a personal desktop or laptop com-
puter. Computer usage declined by –8.6% when compared
year-on-year. While these usage trends make research on
mobile interaction techniques relevant, the plethora of sen-
sors built into smartphones also makes them an exciting
platform for exploring multimodal capabilities.

Designing interaction techniques for mobile devices, how- Smartphones are used

across different mobile

contexts.

ever, comes with additional challenges irrelevant to desk-
top interactions. Firstly, the input of a single touch is even
less expressive than mouse input, as it lacks the hovering
state [Buxton et al., 1985]. Secondly, the devices are used
in a different context, often on the go. Therefore, users can
only pay reduced attention to the device as they, e.g., might
have to look out for traffic while walking. Thirdly, their
hands might be occupied because they are carrying a bag.
This makes hands-free interactions relevant.

As the portability of smartphones affords using the device Possible interactions

realized through a

smartphone can target

both screen-space and

world-space content.

in different environments, it also becomes exciting to apply
facial tracking to different types of content: Of course, like
in the seminal work of gaze interactions, one can identify
what a user is looking at on the screen or allow her to con-
trol elements in the UI and perform actions. Those types of
screen-space interactions all revolve around actions in the UI
itself, e.g., input in addition to or as a replacement of touch.
In the broader sense, however, facial tracking can also be
applied to contents around the user and her device. For in-
stance, Nagai et al. [2022] combined the camera feeds of the
front and back-facing cameras in a smartphone to identify
objects of interest that a user is looking at inside a room. We
denote remote content—physical or virtual—like other de-
vices or augmentations in mixed reality as world-space con-
tent.

3 https://datareportal.com/reports/digital-2023-october-
global-statshot. Accessed April 2024.

https://datareportal.com/reports/digital-2023-october-global-statshot
https://datareportal.com/reports/digital-2023-october-global-statshot
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1.1 Research Questions

The work in this thesis revolves around the effects of the
computer no longer perceiving its user as in Figure 1.1, fo-
cussing on mobile handheld experiences due to their om-
nipresence and continuously growing usage in our every-
day lives. The presented interaction techniques in this the-
sis were driven by the following questions:

• Which aspects of facial tracking, i.e., eyes or head, are
appropriate as input under which conditions?

• Should facial tracking be used as an explicit or im-
plicit input?

• Is facial tracking differently suitable to world-space
and screen-space content?

1.2 Hypotheses

H1 Facial tracking enhances ergonomic one-handed use of mo-
bile devices. Users cannot reach everything on the
screen with their thumb when holding their phone
in one hand. Gazing is suitable for reachability tech-
niques as it is not physically limited in the same way.

H2 Facial tracking enhances perception of virtual content. In
the real world, the composition of our visual field
changes with every slight movement of our eyes and
head. However, virtual content in augmented reality
remains static without displacing the handheld de-
vice. Thus, facial tracking could enhance how virtual
content is rendered on screen.

H3 Facial tracking leverages multi-device environments. As
we can visually target any object in an entire room,
facial tracking has the potential to effortlessly reach
and control contents that are out of the arm’s reach of
the user. This could be especially beneficial in meet-
ings with multiple users and devices.
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H4 Facial tracking allows designing for distraction. Notifica-
tion banners often result in undesired content over-
lap. When a device knows where the user is looking
on the screen, it could place alerts at a specific dis-
tance from the locus of attention.

To verify these hypotheses, we designed a variety of inter-
action techniques presented in this thesis. They can be char-
acterized based on their mapping and controlled content.

screen-space world space

explicit
Headbang
▷ Chapter 3

GazeConduits
▷ Chapter 5

HeadReach
▷ Chapter 4

implicit
Attentive Notifications
▷ Chapter 7

User-Aware Rendering
▷ Chapter 6

Table 1.3: The interaction techniques presented in this the-
sis explore interaction techniques utilizing face tracking
with both implicit and explicit mappings across content
that is either part of the GUI on-screen or contents sur-
rounding the user (world-space).

These interaction techniques are presented in artifact con- Chapters 3–7 contain

artifact contributions

evaluated using

controlled experiments.

tributions. As established in the community, we conducted
empirical studies for evaluation. For novel interaction tech-
niques, in particular, controlled experiments are required to
precisely measure the benefit to human performance. For
an overview of the research types in HCI and their eval-
uation methods, we recommend the reader to refer to the
work of Wobbrock and Kientz [2016].
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1.3 Outline

The remainder of this thesis is structured as follows. Chap-
ter 2 presents the foundations of the different research do-
mains associated with this thesis. We present two explicit
screen-space interactions in Chapters 3 and 4 that support
ergonomic smartphone use. Chapter 5 revolves around ex-
plicit world-space interactions and presents how to utilize
gaze tracking to leverage ad-hoc cross-device interactions.
Chapters 6 and 7 present implicit interactions for screen-
and world-space content, combining facial tracking with
augmented reality rendering and notification placement.
Chapter 8 summarizes the thesis and presents future per-
spectives.
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Chapter 2

Foundations

Visual tracking allows a computer to see its user and the This chapter presents

different research

domains in HCI that

added a visual sense to

an interactive system

and closes with three

preliminary studies that

evaluate the facial

tracking software used

in the own work.

world around it. Concretely, the user’s gaze target and
head orientation were commonly tracked features in the re-
lated work. This chapter contains the background knowl-
edge required for the work presented later in this thesis. It
also provides a quick and shallow overview of the different
research domains that use visual tracking. We first exam-
ine early research prototypes using the user as input in the
field of proxemics and then continue with the field of gaze
analysis. The third section derives prevailing conditions
from the intrinsics of visual facial tracking. The fourth and
fifth sections provide an outlook on other research domains
that use visual tracking of facial features, such as intelligent
user interfaces or immersive 3D visualizations. The chap-
ter closes with techniques to track facial data on mobile de-
vices and three preliminary studies in which we evaluate
the accuracy of the facial tracking software we used for our
research prototypes in the following chapters.

This chapter only provides foundational related work that
commonly fits all own artifacts presented in this thesis. Ad-
ditional related work regarding specific research questions
is presented in each of the following five chapters.
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Figure 2.1: An example of spatially aware proximity-based
interaction: When an iPhone is held close to a HomePod, it
displays an interface to transfer music playback and control
the speaker. On the other hand, the iPhone itself is spatially
aware of its user and prevents the screen from turning off
while somebody is looking at it.

2.1 Proxemic Interactions

In 1991, Mark Weiser [1991] formulated his vision of ubiq-Ubiquitous computing

envisions a future in

which technology

disappears and is

interwoven with

everyday life. One

requirement for

enabling simple data

transfers between

devices is some

awareness of their

surroundings.

uitous computing, a future in which technology disappears
and weaves itself into our everyday lives. Today, three
decades after this vision, we use many computing de-
vices of different sizes every day: Smartwatches, smart-
phones, tablets, and computers complement a variety of
smart home and IoT devices. Yet, only in recent years have
our devices become more interwoven, with seamless data
transfers between different devices. While the integration
of cloud services can partially explain this trend, the more
critical technical improvement was that our devices became
aware of other devices around them. For example, the de-
vices depicted in Figure 2.1 use ultra-wideband connectiv-
ity and other sensors to enable seamless interactions.

Nonetheless, most of today’s devices still are agnostic ofProxemic interactions

are enabled by device

awareness of the

environment.

what the users are doing in front of them. The research field
of proxemics explores different interaction techniques that
rely on devices being aware of their user through various
sensors.
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While proxemic interactions can be based on information of Lean and Zoom

increases comfort while

working with digital

media by tracking the

distance between user

and screen to adapt the

size of on-screen

contents.

various dimensions, already measuring the very rudimen-
tary distance between the user and the screen can greatly
enhance the interaction. For example, based on the idea
that users naturally move their head closer to the screen
to inspect some content in detail, Harrison and Dey [2008]
created Lean and Zoom. This technique uses the camera
feed of a webcam to estimate the distance between user
and screen. As seen in Figure 2.2, this measurement is then
used to magnify on-screen content like websites when the
user leans forward. In a user study, participants perceived
the interaction technique as highly intuitive and that it in-
creased comfort while working with visual media.

PROXEMIC INTERACTIONS:
Systems that react to the spatial presence of their users
allow for proxemic interactions.

Distance Orientation Movement Identity Location

Graphic taken from Greenberg et al. [2011].

Greenberg et al. [2011] characterized the five proxemics
dimensions depicted above.
In a nutshell, the spatial distance between two entities
(human or technology) is the most fundamental cate-
gory, and it is often classified into discrete zones. Ed-
ward Hall [1966] initially established the term proxemics
as an area of study on the human use of space. He de-
fined four distinct zones of interpersonal distances: in-
timate (< 0.5 𝑚), personal (< 1.2 𝑚), social (< 3.7 𝑚),
and public (up to 7.6 𝑚). Software could use these cate-
gories to enable different interaction modes.
Orientation adds more meaning to the distance mea-
sure by determining with which angle an entity faces
another. By capturing distance and orientation over
time, one yields movement. Identity identifies a spe-
cific entity. Location denotes the physical context in
which the interactions happen.

Excursus:

Proxemic Interactions
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Figure 2.2: In Lean and Zoom, the computer reacted to the
proximity of its user to change the content scale. Images
taken from [Harrison and Dey, 2008].

An essential characteristic of handheld devices is that theyTracking the orientation

of a handheld device

relative to its user

allows for around-body

interactions. For

instance, to show

different keyboards or

adapt notification

behavior.

afford to be displaced frequently. Thus, distance, orienta-
tion, and identity become promising dimensions for new
interactions. Chen et al. [2014] presented different interac-
tion techniques for around-body interaction. The small foot-
print of mobile devices limits the room for displaying but-
tons in the UI. Tracking a device’s posture can substantially
enlarge the interaction space of mobile devices. They pro-
pose to make the software keyboard aware of the posture
and show the most common keys while the user holds the
device in front of the body, and less frequently keys like
numbers when the device is held sideways. Around-body
interaction also allows for increased context awareness. For
instance, notifications are only visible while the device is
held close to its owner.

Proxemic systems also enable novel interactions when mul-Large shared screens

could switch between

different modes

depending on what the

people in front of them

are doing.

tiple users try to interact with one system simultaneously.
For instance, Ballendat et al. [2010] explored how large
screens can benefit from the awareness of their surround-
ings. Their system provides split-screen views if multi-
ple users are present, pauses movie playback when peo-
ple are talking with each other or making a phone call, and
presents touch controls only while somebody is standing in
front of the screen.

When people get together in meetings, they bring manyProxemic interactions

aware of the spatial

device arrangement

allow for new

collaboration

techniques.

devices with them. Rädle et al. [2014] presented interac-
tion techniques that foster collaboration by enabling ad-
hoc data exchange between devices. One possible use case
is peephole navigation, in which the whole table contains
a large content, and the respective area covered by a de-
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vice is displayed on its screen, resulting in a large shared
screen. On the other hand, separating a device from the
others could provide a unique UI to provide annotations.
However, their system requires an external tracking device
known as HuddleLamp. It is a camera integrated into a desk
lamp in the middle of the shared space and provides track-
ing for 0.6 𝑚2.

The design of the available cross-device interactions di-
rectly impacts the collaboration. Homaeian et al. [2018]
evaluated two different interaction techniques to connect
independent tablets to shared content. In their study, par- Collaborative settings

pose a tradeoff between

individual comfort and

transparency of actions

to collaborators.

ticipants had to select an area of interest via touch on a
shared or independent personal device. Their results show
that either approach has advantages and disadvantages.
Touching on a shared surface communicates to others what
someone is working with, which can enhance collabora-
tion. On the other hand, selecting content from the per-
sonal device was more comfortable and less distracting for
others. In conclusion, in collaborative settings, interaction
designers should not only optimize the interaction of the
individual user but also need to assert transparent commu-
nication of their actions to collaborators.

All of the presented proxemic techniques provide richer in-
teractions by obtaining knowledge of the spatial constella-
tion between devices and users. However, proxemics are
only one step toward capturing the user in detail. For in-
stance, the orientation of a user’s body already provides
a rough direction of what she is facing. However, to un-
derstand what a user focuses on exactly, we also need to
analyze her eyes and head.

2.2 Gaze Analysis

Vision is our primary input modality. The first interaction Humans point their

gaze toward any

element in the vicinity

that relates to what is

going on in their mind.

with an object is usually looking at it [Zhai, 2003]. With
around 10 million bit/s, our gaze has a bandwidth roughly
corresponding to an ethernet connection [Koch et al., 2006].
The information gained from looking is so deeply wired in
our brains that people will look at an object of thought even
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if it does not provide valuable visual information. Kahne-
man [1973] placed different line drawings in front of his
study participants while conducting an interview. When
participants were, for instance, asked to list different car
makes, they pointed their gaze toward a vehicle drawing
despite the absence of a brand logo or type label.

The fast and nearly effortless movement of our gaze andIn HCI, gaze was

studied as early as the

1980s in the hope of

providing a fast

selection method.

the fact that we can quickly look at objects out of our arm’s
reach made it attractive for HCI researchers to evaluate
gaze as an input modality as early as in the 1980s [Ware and
Mikaelian, 1987; Starker and Bolt, 1990]. Since then, gaze
has proven itself to offer promising input for pointing tasks
or attention analysis. For instance, with MAGIC pointing byResearchers frequently

used gaze to specify

targets in pointing

tasks.

Zhai et al. [1999], one can quickly warp the cursor to a dif-
ferent screen area by gazing. To overcome accuracy issues,
subsequent refinement of cursor location and clicking is
performed using familiar mouse interaction. Alternatively,
like in the work of Strapper et al. [2017], one could mag-
nify the gazed screen area to make targets larger and thus
easier to hit. Even multitouch gestures can be applied to
gazing targets. For instance, Stellmach and Dachselt [2012]
presented methods to pan and zoom content on a remote
screen by tilting or touching a handheld device.

While gaze input seems promising as it is fast, requires
no effort, and can reach any object in the vicinity, differ-
ent challenges occur. The first challenge is that gaze track-Challenge 1:

Gaze input is jittery. ing is inherently jittery. The simple fact that people cannot
recall specifically where they looked [Clarke et al., 2017]
already shows that subconscious processes influence eye
movements. Even during fixations, our eyes do not re-
main still, exposing microsaccades and ocular drift [Krau-
zlis et al., 2017]. One reason for frequent eye movements
is the composition of our retina, which influences the acu-
ity of different areas in our visual field. Humans do not
notice blurriness in their vision despite their paracentral
vision covering less than 5% of the horizontal visual field
only due to frequent fast eye movements.
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HUMAN EYE:
Our eyes perceive visual inputs. They translate light in
our environment into electrical impulses that create an
image inside the brain. On its way to the optical nerve,
the light passes through multiple layers of the eye: It
enters our eyes through the cornea, a protective outer
layer, and is then bundled by the lens whose focal point
is controlled by the iris. After passing through the vitre-
ous chamber, the light reaches the retina.
The retina contains two types of photoreceptors, rods
and cones. Both react to light differently. Cones allow us
to see in color as they react to red, green, or blue wave-
lengths. Conversely, rods measure light intensity, i.e.,
whether it is bright or dark.
The fovea—the center of our visual field—contains large
amounts of cones. This results in a high-resolution im-
age in the central area. In comparison, in the slightly
pigmented macula around the fovea, the density of
cones is already lower. The farther away a location
on the retina is from the fovea, the more it consists of
cones rather than rods. Thus, the visual acuity deteri-
orates toward the edges of our visual field [Campbell
et al., 2011].

Cornea

Iris

Pupil

Lens

Vitreous chamber

Retina

Fovea

Optic nerve
Graphic modified from Ling et al. [2016].

Excursus:

Human Eye

Gaze trackers have to estimate the three-dimensional posi- Challenge 2:

Tracking and calibration

errors

tion of the eye based on a camera feed. This makes slight er-
rors in the orientation angles likely. As the gazing location
can only be identified based on the eye orientation, the in-
tercept theorem makes it evident that errors will grow with
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increasing distance between eyes and what they are look-
ing at. Especially in the context of cursors on screens, even
slight errors in gaze tracking will result in an infinite loop
of the user correcting her gaze to match the cursor only for
the cursor to change its position again [Jacob, 1995]. Thus,
algorithmic stabilization of gaze quickly became an area of
research. For instance, Zhang et al. [2008] evaluated dif-
ferent approaches to stabilize gaze inputs by progressively
snapping the gaze input to possible targets.

EYE SACCADES AND FIXATIONS:
Eye movements are split into two alternating phases:
saccades and fixations. During a saccade, the eye shifts
the center of the visual field in a fast ballistic movement.
During a saccade, the eye can move with speeds up to
500°/s when the change in focus exceeds 10–30°. For
smaller movements, the minimum duration of a sac-
cade is 20–30 ms [Binder et al., 2009]. While reading,
a single saccade takes about 30 ms [Abrams et al., 1989]
during which it jumps about eight character spaces or
2°of visual angle [Rayner, 1978].
The eye rests in between saccades to perceive the world
around us. Depending on the current task, these fix-
ations can take between 180 and 330 ms. For instance,
the eyes make the fastest movements during visual
search and perform larger and slower movements dur-
ing scene perception. When reading silently, fixations
typically take 225 and 250 ms [Rayner, 2009].

The quick brown lamb jumps over the lazy sheep.

Fixations

Skipped word

Saccades

Regression

Excursus:

Eye Saccades and

Fixations

Gaze interaction is also prone to what Jacob [1990] calledChallenge 3:

The Midas touch

problem

the Midas Touch problem: If one uses gaze as both input
and output modality, one cannot look at anything without
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activating it. Therefore, gaze interactions use dwelling or
an additional mode for explicit confirmation.

While concurrent usage of gaze as input and output modal- One can use gaze

tracking to derive what

a user is paying

attention to.

ity is problematic, and accuracy issues exist, using gaze
only as the user’s output channel provides a helpful indica-
tor of areas of attention. Humans are trained to infer what
someone is paying attention to just from their eye gaze.
Frischen et al. [2007] found that children already learn at
ages between three and five to interpret other people’s gaz-
ing as directional information for objects of interest. As this
information is obtained from head and pupil orientation, it
becomes more salient if multiple people look at the same
object. The urge to look at something that crowds of other
people also look at is denoted as collective gaze by psychol-
ogists [Sweeny and Whitney, 2014].

HCI researchers integrated gaze tracking to infer the at- Highlighting the gazing

of others can positively

impact teaching.

tention of an audience. For example, Sauter et al. [2023]
evaluated different approaches to highlight classroom at-
tention in online learning formats. Their results indicate
that instructors prefer a simplified ellipse over a heat map
as it combines suitable precision with an unobtrusive vi-
sualization. Vice versa, students value a visualization of
their instructor’s gaze and pointing on the slides [Wagner
et al., 2023].

Head orientation is not only an essential aspect of deter-
mining an object of interest for another human. As it is
uncomfortable to look at objects at an angle, our head fol-
lows our gaze. In fact, head orientation can reliably be Head tracking alone is

sufficient to determine

what somebody is

paying attention to.

tracked as a substitute to identify the focus of attention,
as presented by Stiefelhagen et al. [1999]. In their study,
a Hidden Markov Model identified the focus of attention
with 98% accuracy based on head orientation alone. Sim-
ilarly, Esteves et al. [2017] found that object selection with
smooth pursuit tracking feels just as natural as with gaze.
Multiple of their study participants could not tell the differ-
ence between gaze and head tracking as their movements
were tightly coupled. Even so, head tracking has been used
less commonly than gaze tracking in research so far.
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VISUAL FIELD:
The visual field describes the visually perceivable area
in front of our face. For adults, the visual field extends
up to 214◦ horizontally. Vertically, it is a little smaller
[Strasburger, 2020]. The inner 90◦ of the human visual
field are perceived by both eyes and allow stereoscopic
depth vision.
The visual system has multiple levels of acuity. The
fovea only perceives 5◦ of the inner visual field at our
line of sight. The irregular distribution of rods and
cones on the retina results in high-resolution perception
of only the tiny foveal part of the visual field. The visual
acuity at 2◦ is already halved compared to foveal vision.
Contents at most 30◦ away from the line of sight
still belong to near peripheral vision. After that,
color perception and acuity deteriorate even faster
[Anstis, 1998; Abramov et al., 1991].Excursus:

Visual Field

2.3 Characteristics of Facial Tracking

Multiple physical restrictions affect the visual tracking of
the eyes and head equally. While some are intrinsic to the
human eye or gaze as a modality, others are external, like
usage posture or camera occlusion. We identified six com-
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mon characteristics of visual tracking that we needed to
consider when designing our own artifacts.

Understanding usage posture. Boccardo [2021] evalu- People hold their

smartphone

approximately 26.8 cm

away from their face

ated how 233 people hold their smartphones while read-
ing content on the display. She found that, on average,
people held the display 36.8 cm away from the display
(SD = 6.6 cm), with the visual distance tending to be slightly
closer when sitting and slightly farther away while stand-
ing. According to Lei et al. [2023], the distance to the dis-
play is typically smaller when lying in bed. Considering
that text is everywhere in UIs, we assume these findings
adapt well to general smartphone usage.

Visibility of on-screen content. Knowing the typical vi- Therefore, the

smartphone fills a visual

angle of 23.8° inside its

users visual field

sual distance between the smartphone and the user’s face,
we can calculate the acuity with which it fits in the user’s
visual field. As acuity decreases toward the borders of our
visual field, the visual angle of the smartphone in front of
the user becomes relevant. The approximate visual angle
of a modern phone of around 23.8° means that most of the
phone fits is perceived with relatively sufficient acuity. The
edges of the phone, however, bleed into near-peripheral vi-
sion, and reduced color perception needs to be considered
in these areas.

Visibility of the user. While we can assume the user has In a study by Khamis

et al., the face of

smartphone users was

only visible half of the

time while standing or

walking.

good device visibility, this does not apply to the inverse di-
rection. Of course, for visual tracking to work, the device
needs to see its user, not only in lab settings but also in the
wild. Khamis et al. [2018] conducted a two-week study in
which 11 participants were frequently photographed with
the selfie camera of their phone in everyday situations
while using their phone. The authors analyzed the 25,726
captured images regarding their face visibility. They found
that the faces of their participants were fully visible only
29% of the time. However, this number increases to about
50% while people are standing or walking. A full face was
seldom visible in the camera when lying or sitting. How-
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ever, the eyes were often still visible in these cases. The au-
thors could also find differences in face visibility across app
types, as different apps often have varying usage postures.

VISUAL ANGLE:
The visual angle 𝑉 describes the angular size of an ob-
ject inside the human visual field. For an object of a di-
ameter 𝑆 and a distance 𝐷, the visual angle is calculated
as follows:

𝑉 = 2 × 𝑎𝑟𝑐𝑡𝑎𝑛( 𝑆

2𝐷
) (2.1)

For example, nowadays, a standard smartphone dis-
play size is 6.1” (= 15.5 cm). This results in a visual angle
of 23.8° at a usage distance of 36.8 cm. For reference, the
edges of macular vision that span the inner 17° of our
visual field are considered the boundary to peripheral
vision. The graphic below tries to visualize the reduced
acuity and color perception toward the screen edges
when looking precisely at the phone’s center at the typ-
ical usage distance. For reference, the screen contents
of the visual angles of foveal, paracentral, and macular
vision are highlighted.

Excursus:

Visual Angle
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Figure 2.3: The dataset collected by Khamis et al. shows how smartphones see their
user in the wild. In their study, the full face was only visible 29% of the time. Image
taken from Khamis et al. [2018].

While the overall time the user’s face is visible seems This seems less of an

issue with explicit

usages of facial tracking

in the interface.

relatively low in this work, it is important to remember
that facial tracking was not used as an input modality in
this study. In particular, implicit usages of face tracking
must expect a frequent lack of facial data. This problem
likely does not transfer to explicit interactions. Face ID on
iPhones does not have visibility issues, as users understand
that their faces need to be visible to unlock their devices.

Intrinsics of eye tracking data. As pointed out above, the Gaze requires minimal

effort, but our eyes also

make subconscious

movements.

advantage of gaze is that we can move our eyes fast with lit-
tle conscious effort. This quickly becomes a disadvantage
when it comes to tracking our eyes. Noninvasive visual
tracking requires deriving the inherently jittery eye pos-
tures from a camera image. As the pupil is only a small part Eye tracking errors are

likely amplified with

increasing distance to

the gazed-on surface.

of this image, even a small error of 1 px can lead to errors.
Yet more importantly, as the eye orientation is not a mean-
ingful input alone, ray casts against interactive surfaces are
required. The further away this surface is from the eye, the
larger the error becomes. For interfaces that are supposed
to be operated primarily via gaze, the target size becomes
an essential factor to consider [Ware and Mikaelian, 1987].

Intrinsics of head tracking data. While head movements Head tracking provides

a more stable input feed

than gaze tracking.

require more effort than gazing, head orientation as input
has the advantage of being more stable than gazing. First,
intrinsic data noise is lower as the head makes no subcon-
scious ballistic movements like the eye. Second, from an
external standpoint, the head is more straightforward to
track as it is a larger object in the camera feed with multi-
ple unique features. The information of tracking head and
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gaze movements is interconnected. For instance, Lanman
et al. [1978] observed monkeys performing object tracking.
While having more variability, both head and eye move-
ments could be used to identify the tracked object. Also, in
the already mentioned study by Stiefelhagen et al. [1999],
head orientation alone was sufficient to identify the focus
of attention.

The unique strengths of gaze and head tracking become ev-People might prefer

head-based selections

over gaze-based

selections if this omits

additional steps for the

interaction.

ident in the study by Kytö et al. [2018], who compared se-
lection times and accuracy across these two modalities for
HMD AR use cases. In their study, gaze was faster than
head-based input.However, the lower precision of gaze
required an additional refinement technique using head-
or hand-based control. Notably, their participants found
head-based inputs easier to control, as they have less cali-
bration error and data noise.

Reaching and selecting contents beyond the screen.
Both gaze and head tracking are great for selecting targetsBoth head and gaze

tracking allow to select

elements anywhere in

the vicinity of the user.

that are out of reach, as they can target any object in the 3D
space in front of the user. With gaze, however, where the
eye serves as both input and output modality to the user, a
new problem related to the Midas touch appears. Namely,
it is impossible to use interface elements like a slider to
control continuous input parameters, as one cannot look
at the slider to perceive its boundaries without specify-
ing a value. Stellmach and Dachselt [2012] used gaze in
combination with touch to overcome this issue. They pre-
sented different interaction techniques using a handheld
device to interact with distant content. For instance, usersIntroducing an

additional modality like

touch for confirmation

helps with Midas touch

issues.

would look at an item on the distant screen and tap on
the touchscreen to select it. Similar to the refinement in
MAGIC pointing, every action that cannot be performed
via gaze is then performed via touch. For instance, drag-
ging the finger to refine selections or applying familiar mul-
titouch gestures to gaze-selected distant objects [Stellmach
and Dachselt, 2013]. Please note that using head tracking
to control a slider would also solve the double role of gaze:
One can gaze-shift the slider to see its boundaries without
side effects in controlling its value with head orientation.
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2.4 Immersive Computer Graphics

Not only interaction with GUIs but also with virtual 3D
content can benefit from tracking the user’s face and gaze.
Rendering techniques can increase the realism of the vir-
tual content by synchronizing the user’s head with camera
frustums that converge into the user’s eyes.

CAMERA FRUSTUM:
In computer graphics, a virtual camera moves through
the 3D scene and renders it into a planar image we can
see on the screen. The so-called camera frustum, a cut-
off pyramid in front of the virtual camera, specifies the
visible area of the camera and its perspective distortion.
Mathematically, the two properties of a virtual camera
that influence its frustum are the transformation ma-
trix and the projection matrix: The transformation matrix
specifies the location and orientation of the camera in
the scene, i.e., what the user sees on the screen. The
projection matrix, on the other hand, defines how a point
inside the frustum is mapped to the planar image plane.

Excursus:

Camera Frustum

No matter whether one looks at CAVE systems with wall- User-perspective

rendering is used in

different setups to

increase the realism of

the virtual content.

sized displays or head-mounted displays, allowing users
to change what they see based on their physical movement
is achieved by synchronizing the transformation matrix be-
tween the user’s head and the virtual camera. When the
projection matrix is additionally determined so that the ren-
dered image on the output surface fits naturally into the
user’s natural visual field, this is called user-perspective ren-
dering (UPR).

UPR promises more natural experiences of virtual content. UPR provides correct

alignment and size of

virtual content and

motion parallax effects.

It makes understanding what is visible on screen easier, as
the content correctly aligns in space with the user’s natural
visual field: a window into a parallel world. UPR also helps
observers estimate the size of virtual content and adds mo-
tion parallax effects that help with depth perception.
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USER-PERSPECTIVE RENDERING:
A generic camera frustum is symmetric and imitates
the idealized vision cone, as the human visual field
is also symmetric. This is suitable when interpreting
the virtual scene as a self-contained world. For exam-
ple, following the player’s character with a symmetric
frustum makes sense in a game observed from a third-
person perspective. However, when the visual output
of the virtual world interacts with its user’s natural vi-
sual field, the frustum becomes only a part of the user’s
overall frustum. Hence, a symmetric frustum is only
correct if the screen is centered in front of the user’s
face. User-perspective rendering, therefore, calculates
the camera frustum so that it expands across the frac-
tion of the user’s natural visual field that contains the
output screen.

UPR defines the transformation matrix so that the cam-
era is moved into the location of the eye. The projec-
tion matrix 𝑃 is calculated by inserting the distances of
the intersection point of the normal to the camera to the
screen edges:

𝑃 =



2𝑛
𝑟−𝑙 0 𝑟+𝑙

𝑟−𝑙 0

0 2𝑛
𝑡−𝑏

𝑡+𝑏
𝑡−𝑏 0

0 0 𝑛+ 𝑓

𝑛− 𝑓

2 𝑓 𝑛
𝑛− 𝑓

0 0 −1 0


(2.2)

For a detailed formula explanation, see Kooima [2009].

Excursus:

User-Perspective

Rendering
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Figure 2.4: The Varrier system is a tiled semicircular dis-
play array. Each display aligns the content to match the
user’s natural visual field for its respective area with a
unique UPR frustum. Note how the content of the outer
displays seems stretched from the photo’s perspective.
That is because the visualization only makes sense from the
user’s perspective. Image taken from Kooima [2009].

Cave automatic virtual environment (CAVE) systems are CAVE systems use

head tracking

information and

user-perspective

rendering to render

virtual content in the

natural visual field of

the users.

prominent examples of head tracking in combination with
rendering virtual worlds. A CAVE is a VR environment
in which the walls, floor, and ceiling display the rendered
virtual world through projectors or displays. While HMDs
artificially restrict the visual field of their users as they can-
not address a full 214° FOV the human eye can perceive,
this limitation does not apply to CAVEs, where users per-
ceive the virtual world through their natural vision. To dis-
play an image that correctly immerses the users into the
virtual world, what is depicted on each side of the room
needs to be calculated dynamically based on the location
of the user’s head and, thus, eyes. This means that the
virtual content is rendered in user-perspective (previous
page). The system calculates offset renderings for the user’s
eyes and uses shutter glasses to create the 3D perception
of the virtual world. Cruz-Neira et al. [1992] presented the
first CAVE system. At this time, the system still had notable
processing delays and only worked for a single user. For
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Figure 2.5: pCubee was a handheld cube with five small
LCDs. The use of UPR created the illusion of a 3D ob-
ject residing inside of the cube. Image taken from Stavness
et al. [2010].

instance, Lebiedź and Mazikowski [2021] show how active
shutter glasses can deliver different images to two users in-
side one CAVE.

While their spatial arrangement of screens differs, fish tankFish tank VR and VR

experiences on WSDs

also rely on

user-perspective

rendering.

VR and immersive visualizations on wall-sized displays
(WSDs) present similar tracking and rendering concepts.
The original Varrier by Sandin et al. [2005], for instance,
consisted of 35 LCD panels arranged semicircular around
the user, enabling a FOV over 120°. An extended version of
the Varrier is depicted in Figure 2.4.

Different research tried to bring the advantages of user-pCubee was one of the

first handheld

prototypes using

user-perspective

rendering.

perspective rendering to handheld devices. For instance,
the pCubee by Stavness et al. [2010] consisted of five small
LCDs that together formed a cube. Combined with addi-
tional head tracking hardware, the system calculated dy-
namic camera frustums for each visible screen to create an
immersive depth effect. As the head tracking and continu-
ous calculations of camera frustums have high computing
costs, early systems were still wired to a PC. UPR rendering
on mobile hardware was only possible multiple years later,
e.g., in the work by Yang et al. [2018].

When combining UPR with handheld augmented reality,In combination with

handheld AR, UPR

allows for true magic

lenses.

one obtains “true” magic lenses in which the device be-
comes virtually transparent. However, integrating the cam-
era feed required for AR to UPR adds more computa-
tional complexity. Therefore, early systems imposed multi-
ple restrictions on usage. For instance, the system by Hill
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et al. [2011] consisted of two cameras attached to a graphics
tablet connected to a PC. However, the achievable frame
rate was relatively low (up to 30 fps), and the technique
only worked at a specific fixed distance between the user
and the display. Likely due to the prevailing hardware Hardware limitations

made stable UPR

experiences on

handheld devices

impossible during the

last years.

limitations in processing power and camera resolution, we
could not find stable AR prototype systems using UPR run-
ning on smartphones. For example, Andersen et al. [2016]
presented three alternative implementations of a handheld
UPR display, all having unique shortcomings.

2.5 Adjacent Research Domains

Facial features are also tracked in other research domains.
Two interesting research areas related to this work are in-
telligent user interfaces, as well as accessibility and medical
applications.

2.5.1 Intelligent User Interfaces

Beyond static GUIs, a variety of research domains in HCI
use additional user inputs to create interfaces that adapt
to users’ goals and needs. One prominent example is in-
telligent user interfaces (IUIs). IUIs leverage a variety of IUIs can use additional

inputs like eye tracking

to adapt their

functionality or provide

interventions.

inputs, from the conventional pointing and keying inputs,
the user’s task performance, their location or physiological
state, e.g., heart rate, their gazing and facial expressions,
and more. By monitoring these inputs over time, IUIs can
identify commonly used actions and adapt their function-
ality to provide easier access to them. This can help users
to perform routine tasks [Lavie and Meyer, 2010].
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INTELLIGENT USER INTERFACES:
An adaptive or intelligent user interface (IUI) monitors the
users’s inputs over time and uses a recommendation
system to identify how it could help its user. Rothrock
et al. [2002] summarized the variety of IUI definitions
in literature into the following: “An adaptive interface
autonomously adapts its displays and available actions
to current goals and abilities of the user by monitoring
user status, the system task, and the current situation.”
IUIs can also proactively deliver recommendations at
opportune moments in time.
One early and infamous example of
an IUI is Clippy, part of Microsoft
Office applications between 1996
and 2006. Microsoft conducted us-
ability studies over 25,000 hours
[Horvitz, 1998] and carefully de-
veloped an algorithm to identify
opportune moments to notify the
users about Clippy’s recommenda-
tions [Horvitz et al., 1999]. Ac-
cording to Whitworth [2005], many
users disliked Clippy because it did
not respect the rules of polite com-
puting.

Screenshot of Clippy in Office 2000,
used with permission from Microsoft.

Excursus:

Intelligent User

Interfaces

In recent times, the recommendations in IUIs rely on ma-Proactive intervention

of IUIs is especially

promising to increase

user safety.

chine learning and artificial intelligence, for instance, to dis-
play frequently used apps on the home screen of a smart-
phone. Since Clippy, developers have implemented proac-
tive interventions of IUIs only with deep considerations.
One area where the proactive intervention of an IUI actu-
ally makes sense is when it comes to safety, for instance, in
the context of cars.

The survey of Wells-Parker et al. [2002] showed that a
driver’s emotional state influences driving style. Angry
drivers perform dangerous maneuvers more frequently,
which increases their likelihood of being involved in an
accident. Thus, lowering the aggression of car drivers in-
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creases the safety of all road users. Braun et al. [2019] ex- Braun et al. were able

to infer the emotional

state of a car driver by

analyzing gaze

trajectories.

plored different communication strategies with angry or
sad drivers. While their main finding is that proactively ap-
proaching drivers works better with a voice assistant than
with standard UI or ambient lighting, it is notable that the
gazing trajectories of their participants differed between
emotional states. This shows that gaze tracking is also a
promising modality for deriving emotional states.

2.5.2 Accessibility and Medical Applications

Finally, facial tracking also has promising potential in the
areas of accessibility techniques and medical applications.

Silent speech input (SSI) is one of these novel input tech- Silent speech input

uses visual tracking of

lip movements to allow

hands-free text input,

which is less disturbing

in public environments.

niques from which both disabled and able-bodied users can
benefit from tracking facial features. Acoustic speech in-
put provides a comfortable hands-free input technique in
private settings. Yet, in public, it can be too exposing for
users, annoying for bystanders, or unreliable in loud envi-
ronments. Instead, SSI visually tracks lip movements with
the front-facing camera. A study by Pandey et al. [2021]
suggests that SSI is perceived as better socially acceptable
than loud speech input.

Paraplegic patients also rely on special input techniques to Head tilting or gazing is

commonly used to

control motorized

wheelchairs of

paraplegic users.

control their motorized wheelchairs. Facial tracking pro-
vides a promising alternative input mode in comparison
to a chin-controlled joystick. For example, Lu et al. [2007]
used head tilt as input, and Araujo et al. [2020] used gaze
tracking to specify the driving target.

Gaze tracking could also have potential in future medical Gazing trajectories of

looking at images could

be used to detect

functional psychoses in

the future.

applications, e.g., for detecting functional psychoses. Ev-
idence for that can be found in the work of Bestelmeyer
et al. [2006], who observed that gazing patterns of
schizophrenic people differ from those of healthy patients
when looking at images. Among others, their gaze fixa-
tions are prolonged and at different locations than the ones
of the control group. What is more, Phillipou et al. [2015]
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found out that people with Anorexia Nervosa have shorter
fixation times when viewing faces than healthy people.

2.6 Facial Tracking on Mobile Devices

Accurately estimating the user’s head orientation and gazeIncreasing the accuracy

of visual facial tracking

is an ongoing research

topic.

target from the front-facing smartphone camera is an on-
going research topic. While earlier models tried to map
the camera image directly to eye geometry, newer mod-
els use machine learning techniques to provide accurate re-
sults under more circumstances.

The EyePhone system by Miluzzo et al. [2010] was one ofThe gaze-interaction of

EyePhone could

differentiate between

nine different screen

areas.

the first systems that allowed gaze-based interaction on un-
modified mobile devices. With EyePhone, users moved the
phone relative to their face so that their left eye was in one
of nine possible positions in a 3×3 element grid and then
blinked to trigger input.

Model-based approaches try to map the camera image toModel-based

approaches map the

camera image to an eye

model to infer their

position and orientation.

a 3D eye model by identifying specific features of the eye.
These features can use the outline of the iris or pupil. For
example, Wood and Bulling [2014] used the RGB camera in
an unmodified commercial tablet and Alberto Funes Mora
and Odobez [2014] used an RGB-D camera. The depth data
of these cameras made it easier to identify the location of fa-
cial landmarks, which increased the accuracy of head pos-
ture tracking. Goswami et al. [2014] improved gaze track-
ing accuracy by using this data to geometrically model the
user’s face and eyes. However, model-based approaches
require clear images in order to work reliably. Thus, out-
side of lab settings, their accuracy is limited.

On the other hand, appearance-based approaches try toThe calculation of

appearance-based eye

tracking approaches

omits the detour of

mapping the image to a

model.

map the camera image directly to gaze direction and lo-
cation vectors. The required trackable features of the eye
to identify the gaze direction can vary heavily between
different people and even fluctuate depending on their
head postures. Supervised machine learning on large gaze
datasets helps to make gaze estimation more reliable in-
dependent of user appearance. One early example is
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Krafka et al. [2016], who estimated gaze with an end-to-
end appearance-based approach using deep learning. In a Most recent gaze

tracking research uses

an appearance-based

approach in

combination with a

CNN.

survey by Lei et al. [2023], 25 of 27 appearance-based gaze
estimation models published between 2015 and 2023 use
convolutional neural networks (CNN). In fact, CNN-based
gaze tracking is quite reliable even with low-resolution im-
ages and can, therefore, also be used outside the lab [Bao
et al., 2021]. The recent methods by Cheng et al. [2022] and
Bao et al. [2021] show that fusing facial and eye features
instead of concatenating them can further increase the ac-
curacy of gaze tracking.

In the past, gaze tracking systems needed extensive cali- Gaze tracking required

specific and expensive

hardware in the past.

bration, used specific hardware, or had a high price tag
[Khamis et al., 2018]. Yet modern smartphones contain a
variety of sensors, including RGB-D cameras, and allow
developers comfortable access to their data. This makes it
possible for off-the-shelf phones to perform facial tracking
and use this data for novel interactions.

For iOS devices, Apple introduced facial tracking as part of Today, modern

smartphones allow

developers to track the

user’s face as part of

their standard API.

ARKit1 in 2019. ARKit visually tracks the user in the feed
of the front-facing camera and creates a three-dimensional
mesh of the face topology located relative to the device.
This provides information on head location and orienta-
tion relative to the device, as well as facial expressions
(Figure 2.6). Moreover, based on the pupils in the cam-
era image, the system also individually infers a location
and orientation specifying the optical axis for each eyeball.
These APIs are optimized for the mobile chipsets they run
on and offer appropriate performance without needing to
outsource calculations to an external computer.

1 https://developer.apple.com/documentation/arkit

https://developer.apple.com/documentation/arkit
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Figure 2.6: ARKit tracks both the facial features as well as eye and head positions.
The right side of the figure shows a face mesh with the accuracy of 1220 vectors and
how it is mapped to a grimace. The left side shows the origin and orientation of
each eye and the head. The tracked coordinates are either the center of the eyeballs
or the center of the head. The blue rays show how the gazing lines cross the pupil.

2.7 Evaluating Facial Tracking in ARKit
for Head and Gaze Interactions

As even with specialized hardware gaze and head track-We evaluated head and

eye tracking accuracy in

three preliminary

studies.

ing contains errors, we first had to evaluate the accuracy
achievable with the native eye and head tracking capabil-
ities of iPhones. We conducted three preliminary studies
to evaluate whether the spread and error of data are accu-
rate enough to leverage novel interaction designs. The first
study determined in which area in front of the phone the
user can be tracked. The second study evaluated the preci-
sion of users performing head rotations of arbitrary angles
using head tracking. As we knew from related work that
gaze estimations could be influenced by the usage posture,
we evaluated gaze tracking within a radius of 40 cm around
the device in the third study.

Publications: The three studies in this section were published as parts of papers published at
MobileHCI 2020 [Hueber et al., 2020] and CHI 2020 [Voelker et al., 2020]. The author of this thesis
implemented the software artifacts used in the studies, which he also conducted and evaluated.
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2.7.1 Determining the Tracked Area

The tracking range and accuracy depend on the camera We measured the part

of the frustum that

supports head and eye

tracking.

frustum and resolution. Therefore, we conducted a prelimi-
nary study to determine the boundaries of reliable tracking.
Five people of both genders and with different haircuts par-
ticipated in this quick test.

We placed an iPhone X on a camera stand and asked par- Along the 𝑧-axis, facial

tracking works when the

user’s head and phone

are between 10 and

88 cm apart.

ticipants to move their heads away from the phone slowly.
We measured the distance from the participant’s nose to the
phone using a laser distance meter at the farthest point the
phone could still detect the user’s head. The results show
that the phone could track the user’s head at a distance be-
tween 10 and 88 cm (SD = 3.2 cm).

Using the same approach, we measured the frustum an- Facial tracking was

functional within a

frustum of 30°.

gle that supports face tracking by asking the participants to
move their heads left, right, up, and down while maintain-
ing their distance to the phone. We found that face tracking
is functional within a frustum of 30° (SD = 2.1°) in both the
horizontal and vertical directions.

Lastly, we asked participants to rotate their heads in front of The facial tracking was

robust against head

rotations of up to 30°

vertically and 35°

horizontally.

the device to find out how far users could turn their heads
away from the smartphone while still being tracked by the
phone. We found that users could turn their heads by about
35° (SD = 3.5°) horizontally and about 30° (SD = 2.3°) verti-
cally.

2.7.2 Quantifying Visual Head Tracking

As our previous findings supported that facial tracking on We can map both head

and eye tracking data to

a two-dimensional

location by ray casting.

the iPhone X was appropriate for the typical usage postures
(Section 2.3) we aimed to measure the accuracy of using
the head as actual input next. Both head and eye tracking
result in three-dimensional locations paired with a three-
dimensional orientation. ARKit provides these vectors in a
coordinate system that originates at the front camera of the
device. However, for the graphical UI, we need to convert
this into a two-dimensional location on the display. The dis-
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Figure 2.7: We convert head orientation to a location on the device by intersecting a
ray from the head with a plane defined by the camera’s orientation vector as normal
(right). The initial intersection point and a buffer of up to 60 recent intersection
points are stored to determine the head tilt. The point with the farthest distance
from the initial point (left, magenta colored) is used for the angle calculation.

play can be modeled as a plane at the coordinate origin that
uses the camera’s orientation vector as normal. By shooting
a ray cast from the head onto this plane, one obtains an in-
tersection point that is controlled by the head’s rotary yaw
and pitch.

For our first evaluation of head tracking as input we de-Head tilting allows to

make controls with

relative head

movements.

cided to focus on head tilting. Head tilting suits the modal-
ity of head position well: As the virtual ray cast from the
head is invisible to the user, blindly specifying an absolute
location on the intersection plane will be hard. However,
humans are trained to make relative head movements, e.g.,
to adjust their visual field. This makes relative head input
easy to control and accurate.

To determine the angle of head tilting, we analyze the tra-Buffering up to one

second of head

orientations provides

stable tracking and

allows users to correct

themselves.

jectory of the interaction point on the device plane (see
Figure 2.7). We store the point measured when the inter-
action started and a buffer of the 60 most recent points. As
ARKit uses a 60 Hz sampling rate, our buffer can store up to
one second of head movement. The point in the buffer with
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the farthest distance to the starting point is then used to cal-
culate the angle on the device, converting the 3D rotation
into a 2D one. This approach allows users to change the
angle they want to specify while it is being calculated. We
could track continuous clockwise or counterclockwise ro-
tations without a noticeable delay in our preliminary tests.
We found the measured data stable enough not to need fur-
ther filtering, which would slow down tracking.

For two reasons, we calculated the intersection point on a Intersecting the ray shot

from the head with the

device plane has

usability advantages

over a plane that is

orthogonal to the head.

plane along the device instead of a plane orthogonal to the
head. First, when holding their phone comfortably in one
hand, users do not align the phone perfectly straight with
their head, and the phone is tilted around the 𝑧-axis. Using
the device plane allows us to keep the mapping of angles
intact and avoid misconceptions about angles. Second, in
a typical posture holding a smartphone, users slightly bow
their heads toward the phone. This limits head rotations
toward the chin more than any other direction. The inter-
section point on the device plane, however, counters this
by requiring less movement to specify a point toward the
bottom of the screen.

We conducted a study with 8 participants (22–28 years,
M = 25.25, SD = 1.75, three female) to determine the de-
viation of measured angles.

Apparatus and Task

The participants were asked to hold an iPhone X at a typi- In this study, we

evaluated the precision

of head tilt for the

smooth pursuit of a dot

moving on the screen.

cal location where they usually hold their phone. The study
software displayed a white line ranging from the center of
the screen to its border, specifying an arbitrary angle. A
small dot at the center of the screen would begin to move
linearly along the line with a speed of 2.4 cm/s once the par-
ticipant touched the screen. While the mapping of the dot
to a head movement remained subjective, it assisted par-
ticipants in smoothly pursuing a visual target. We tested
all multiples of 10° in a random order with two repetitions,
i.e., 72 trials per participant.
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Figure 2.8: To evaluate the precision of head-based rotary
input, participants had to tilt their heads along the indi-
cated line in the interface (left). The rotary angle specified
by the line in the interface clearly defines a change in the
yaw and pitch of the head (right). Rotation is specified
clockwise starting at 3 o’clock.

Participants were asked to target the dot with their heads,
touch and hold anywhere on the screen, and follow the dot
along the path with their heads. Once the measured inter-
section point moved farther than 4.8 cm, the system gave
haptic feedback. Participants then lifted their fingers and
continued to the next angle. The interface is depicted in
Figure 2.8.

Results

Since we wanted to evaluate the feasibility of head rota-Without feedback and

including the human

interpretation as error

source, the error of the

specified angle was

11.67°.

tion as input, we measured the achievable accuracy with
this system without feedback, including the human as er-
ror factor. The movement speed required to follow the dot
was left for participant interpretation. However, trials al-
ways took less than two seconds to complete. The average
offset between the targeted angle and the angle measured
from our system was 11.67°. The spread of the data had a
large standard deviation of 8.13°. While a sixth of the mea-
sured samples had a very high accuracy of less than 3°error,
the maximum error we measured was 35.4°.
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2.7.3 Quantifying Visual Gaze Tracking

One strength of gaze is that objects do not need to be within In this study, we

measured how reliable

the gaze prediction is

for targets in an area of

0.5m2 around the

device without

additional calibration.

our arm’s reach to see them. Therefore, for our investiga-
tion of gaze accuracy, we decided to evaluate not only the
screen but also locations around the device within a radius
of 40 cm. Similarly, as in the previous study, we calculated
where a ray cast intersected a plane to specify an input
location. However, this time, we used the positions and
orientations of the tracked eyes instead of the head, and
the plane was specified by the table instead of the screen.
The gyroscope inside the device determines the relation be-
tween the table and the phone. Again, we used an iPhone
X in this study. To determine the uncalibrated accuracy of
the phone’s gaze prediction toward targets on the table, we
conducted a study with 10 participants (23–42 years, M =
32.73, SD = 2.31, four female).

Apparatus and Task

One iPhone X in a stand was placed on the table at a dis- Participants had to look

at nine targets on the

table for five seconds

while rotating their

heads.

tance of 60 cm from the table edge. We defined the bottom
of the phone as the origin of the coordinate system (0, 0),
and highlighted nine target locations around the phone on
the table as depicted in Figure 2.9. The locations distances
(in cm) of the gaze targets from the coordinate origin were
(0, 0), (−40, 0), (40, 0), (0,−40), (0, 40), (−20,−20), (20, 20),
(−20, 20), and (20,−20). Participants were asked to look
at each of the targets for five seconds. During this time,
they were asked to move their head around while keep-
ing their eyes on the target position. Throughout each trial,
the phone recorded the intersection points of both gaze and
head vectors with the table plane 30 times per second. This
allowed us to analyze the difference between head and gaze
tracking.
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tracking-areas.pdf

Gaze tracking area
Target

Figure 2.9: To analyze tracking accuracy, participants were
asked to fixate each target for five seconds. The blue el-
lipses represent the gaze targets on the table calculated by
the phone. Their spread can be explained by participants
rotating their heads during their fixation times. For com-
parison, the green boxes represent the size of a 9.7” tablet.

Results

To evaluate the accuracy of the smartphone’s gaze estima-
tion, we measured the distance between the estimated gaze
location on the table and the marked location at which par-
ticipants were looking. Our results show that the averageEven without calibration

and under difficult

tracking conditions,

gaze predictions were

precise enough to

identify objects with the

size of a tablet.

distance over all participants and all targets was 2.5 cm on
the 𝑥-axis and 9 cm on the 𝑦-axis. However, the data spread
had a large standard deviation of 8.1 cm on the 𝑥-axis and
11.5 cm on the 𝑦-axis. Using this approach, the smartphone
can detect if a user is looking at a specific table area with a
size of 20×25 cm, which is roughly the size of a tablet.

2.7.4 Summary

Head and eye tracking enables novel multimodal inter-Facial tracking on

smartphones enables

new interaction

techniques.

action techniques. However, this required complicated
setups and expensive specialized hardware in the past.
Therefore, researchers could not explore the impact of facial
tracking in mobile contexts. Modern smartphones provide
facial tracking using their front-facing RGB-D camera. In
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three preliminary studies, we showed that this technology
is precise enough for HCI research.

Using ARKit on an iPhone X, we found that the user’s
face is trackable within a 30° FOV of the camera. Tracking
was functional when holding the device close to the face or
with an extended arm. Using head orientation for smooth Head tracking was

reliable without

calibration.

pursuit tracking, we measured an average error of 11.67°
even without feedback. Gaze tracking of targets on a ta-
ble spread across an area of 0.5 m2 had an average error of
2.5 cm horizontally and 9 cm vertically. Please note that all User calibration of gaze

tracking applications

should increase

accuracy.

of these measurements were made without a previous cal-
ibration. The plot in Figure 2.9 clearly shows that the error
systematically enlarges the farther a target is away from the
phone. Thus, both calibrating the system with a few known
locations in advance or limiting gaze tracking to the screen
bounds will increase accuracy.

After examining existing interaction techniques and the
foundational data of our preliminary studies, we will
present new techniques that use facial tracking as input. We
will start with a discretization of head gestures that adds
semantics to concurrent touch input.
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Chapter 3

Allowing Quick Menu
Actions with Head
Gestures

SUMMARY:
The increasingly powerful mobile devices allow users to apply a variety of tools
to on-screen content. However, they lack screen space to display many menu
items at once. Inspired by social facial expressions like nodding and shaking
the head, we present Headbang, an interaction technique that enriches touch in-
put on handheld devices through slight head movement gestures. This way,
users can easily execute shortcuts, like Copy, Paste, or Share, to on-screen tar-
gets while touching them.
We compared Headbang in two studies against device tilting interaction and
touch interaction. The interaction technique can be reliably used while sitting
and walking and offers a similar accuracy as touch interaction. Depending on
the number of elements in a menu, Headbang could be operated even faster
than touch input.

Publications: The work presented in this chapter was done in collaboration with Christian Cherek,
Philipp Wacker, Jan Borchers, and Simon Voelker. The author of this thesis developed the research
idea and relevant research questions, including the motivation of the work. Furthermore, he designed
and implemented all experiments and the presented use cases. Most of this work has been published
in the Proceedings of ACM MobileHCI 2020 [Hueber et al., 2020]. The author of this thesis is the main
author of the paper. Most sections in this chapter are taken from the paper publication.
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3.1 Motivation

Touch input is prevalently used in mobile devices. How-The limited screen

space and touch input

expressiveness result in

time-based inputs for

context menus.

ever, its expressiveness is limited. Simple inputs such as
tapping and swiping are usually already occupied with the
semantics of selection and scrolling. Options that are fa-
miliar from desktop interaction, such as right-click or key-
board shortcuts, do not exist, and many everyday tasks
require longer sequences of selections that hardly benefit
from multitouch [Li, 2010]. The limited screen space on
mobile devices amplifies this issue, as there is insufficient
space to present large toolbars. Therefore, modern smart-
phone operating systems make use of long press gestures
to show context menus. This comes at the cost of slowing
down the interaction.

A variety of touch techniques have emerged to alleviateRelated attempts to

increase the

expressiveness of touch

input include stroke and

multitouch gestures,

force, and tilting input.

this issue. They aim to provide an additional seman-
tic dimension to the touch input, which can be tempo-
ral or physical. Temporally, both stroke gestures [Appert
and Zhai, 2009] or multitouch gesture sequences [Hinrichs
and Carpendale, 2011] can be performed faster than long
presses. Physically, one can use the force applied to the fin-
ger while touching the screen [Corsten et al., 2018] or utilize
further sensors built into smartphones and tablets, such as
motion sensors for tilt input [Baglioni et al., 2011].

With facial tracking, one can augment the touch input with-Discretized head tilt is a

promising and reliably

trackable input to

increase the

expressiveness of

touch.

out requiring time-based input or additional screen space.
As the first step in our research, we wanted to use a rudi-
mentary, clearly defined, and discrete input. The head tilt-
ing accuracy we measured in our preliminary study (Sec-
tion 2.7.2) suggests that one can reliably differentiate up to
16 states. These different head states while touching could
then be used, for example, to perform shortcuts on specific
items or enhance one-handed use by removing the need for
specific menu buttons on the screen edges.

Head movement is a standard social communication method
[Kettner and Carpendale, 2013; McClave, 2000] that has
also been used to interact with interactive systems. For ex-
ample, to move a cursor on a desktop computer [Gorod-
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A B

C D

Figure 3.1: (a) To share an image to a social media application with a Headbang
gesture, a user touches an image with his finger and (b) immediately moves his
head slightly away from the device and back again. (c) When the gesture is de-
tected, an indicator above the image displays the selected action. (d) To confirm
this action, the user lifts the finger from the image.
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nichy and Roth, 2004], as command gestures while usingHCI researchers used

head movement as an

input across desktops,

mobile platforms, and

head-mounted devices.

head-mounted displays [Yan et al., 2018], or to interact with
mobile devices [Crossan et al., 2009]. However, earlier re-
search required additional external hardware to realize the
head tracking. Visual head tracking omits the need for ad-
ditional hardware on a smartphone. It can reliably track its
user as she already focuses the screen and points her head
toward the device while using it.

In this chapter, we present Headbang, an interaction tech-Our Headbang

technique allows users

to trigger actions with

head rotations.

It requires no additional

hardware and saves

screen space.

nique that allows users to trigger actions by slightly ro-
tating their heads in different directions. Headbang does
not require additional hardware as it works with the visual
input from the built-in front-facing camera. While users
make their head input, the possible actions are visible in
a compact menu. This saves valuable screen space that
would otherwise be occupied by toolbars. After discussing
related work, we present our Headbang interaction tech-
nique and its implementation in more detail. In our studies,
Headbang gestures were detected reliably while sitting and
walking, offering a promising alternative to context menus.
We close with a discussion and a collection of use cases for
the Headbang interaction technique.

The key contributions of this chapter are as follows: First,We evaluated

Headbang in two user

studies.

we present the Headbang interaction technique to increase
the expressiveness of touch input and propose different use
cases. Second, we provide a quantification of head tracking
precision on a commodity smartphone and its robustness
against walking. Third, we provide a comparison of Head-
bang with alternatives such as device tilting.

3.2 Related Work

The fat finger problem and limited screen space of mobileCommon app designs

require mode switches

to access all their

features.

devices make it unfeasible to present all app features in
toolbars like desktop applications. On the other hand, the
limited expressiveness of touch input also does not allow
for a secondary click. Therefore, mobile apps commonly
implement context menus accessed by mode switches, e.g.,
a long press.
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3.2.1 Touch Gestures

A variety of different touch techniques have been intro- Touch gestures add

new semantics to touch

input. For instance,

stroke gestures that can

be performed with

single-touch input could

be shortcuts to certain

functionalities. They are

even easier to recall

than keyboard

shortcuts.

duced to mitigate the issue of the limited expressiveness
of touch input. Several interaction techniques use single-
point stroke gestures to access menus or shortcuts. Appert
and Zhai [2009] presented the use of stroke gestures instead
of keyboard shortcuts to access menu entries in a desktop
interface. One advantage of stroke gestures was that their
participants could recall the stroke gestures better than key-
board shortcuts. For handheld devices, Li [2010] envi-
sioned Gesture Search: It provided a full-text search func-
tionality of apps, contacts, or media stored on the user’s
phone by stroking the characters of the search term any-
where on the screen. The feature was well received by
over 100 study participants. A similar concept by Zhang
et al. [2016] even allowed users to define custom stroke pat-
terns to launch applications. However, swiping and flick-
ing have become standard system gestures for navigation
and interaction by now. Therefore, the gestures mentioned
above cannot be used to access additional shortcuts any-
more easily. On another note, the menus themselves re-
quire screen space that is large enough for every item to
allow reliable touch selection.

Another common way to customize interaction is While multitouch

gestures are intuitive,

they are often not

feasible in the mobile

context.

to use multi-finger touch gestures [Hinrichs and
Carpendale, 2011]. These gestures are intuitive but
not feasible in many situations: Especially users on the
go often interact with their smartphones using only the
thumb for input [Karlson et al., 2008].

Touch interfaces usually only use the location of the finger The shape of the finger

on the screen or the

force it applies adds

more properties to

touch input.

as input. Boring et al. [2012] also used the extent of the
finger tracked on the touch digitizer and interpreted it for
input mode switches. While the shape of a touch on the
digitizer already enlarges when applying more force, one
can also use the applied force for mobile interactions. For
example, Corsten et al. [2018] used force input and thumb
rolling to select values in picker menus. However, force However, force input

requires significant

learning.

input requires significant learning [Corsten et al., 2019], is
difficult to control while moving [Wilson et al., 2011], and
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is unavailable on most smartphones. Chen et al. [2014] ex-
plored the combination of touch and in-air input. However,
additional hardware makes these concepts challenging to
use in a real-world scenario.

3.2.2 Tilting Interfaces

As most smartphones include gyroscopes to switch be-In contrast, the

hardware required to

detect tilting input is

built into most

smartphones.

tween portrait and landscape views when turning the de-
vice, tilting inputs are possible without additional hard-
ware. One of the first systems using tilt input on a handheld
device was developed by Rekimoto [1996]. Tilting does not
need a display for input, so it can be used on small devices
and is especially promising for smartphone UIs with small
screen space.

As device tilt inherently makes the most sense along twoTilting input is

especially suitable for

devices with small

screen space. In

previous studies, pie

menus could be

controlled well using

device tilt.

axes, Rekimoto [1996] used it to control pie menus. They
provide a straightforward mapping between the intended
input direction and UI. Similarly, Tian et al. [2008] used pie
menus to provide a UI that could be controlled by tilting
the stylus on a touch surface. Tilting also allows for com-
monly used actions even without an explicit UI. Baglioni
et al. [2011] successfully used quick back-and-forth tilting
inputs on mobile devices in up to nine directions. One use
case is eyes-free music playback control, where tilting the
device sideways skips songs.

Device tilt can be mapped to more than just triggeringWhile tilt input is

effective in triggering

discrete actions, it is

outperformed by touch

for continuous actions.

discrete actions. Oakley and O’Modhrain [2005] and Sad
and Poirier [2009] used tilting to scroll through lists. Re-
searchers also created tilt-based text entry systems for small
devices like TiltType by Partridge et al. [2002] and TiltText by
Wigdor and Balakrishnan [2003]. However, the use cases of
scrolling and text entry are outperformed by touch input
on smartphones.
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3.2.3 Head Tracking

Modern mobile devices support facial tracking without ad- Head tracking has

advantages over gaze

tracking when users are

moving.

ditional hardware. However, especially the tracking of
the eyes can become inaccurate when people are moving
[Khamis et al., 2018]. Different research projects used head
input instead, as the head tilt can be controlled reliably
while walking [Crossan et al., 2009].

Head gestures are a common communication method While head gestures

are commonly used in

human-to-human

communication, they

were primarily used for

accessibility use cases

in HCI.

when people interact with each other. For example, nod-
ding and shaking are used to express yes or no [Kettner
and Carpendale, 2013], or more complex messages such as
acknowledgment or disinterest [McClave, 2000]. In HCI,
head gestures were also explored to be used as input tech-
nique [LoPresti et al., 2000], especially for users with lim-
ited arm mobility. For example, Craig and Nguyen [2005]
attached tilt sensors to the heads of motor-impaired peo-
ple. The tilting data was then processed on a PDA to con-
trol their motorized wheelchairs. Lu et al. [2007] used a less
intrusive hardware setup by registering the head tilting via
a webcam.

Still, head movement can also be a useful additional in- For able-bodied users,

head input could allow

completely hands-free

input.

put method for able-bodied users. Mardanbegi et al. [2012]
used a head-mounted eye tracker to detect head gestures
that allowed users to interact with screens around them.
One of their proposed interactions is iRecipe, a digital cook-
book in which users can switch the steps hands-free while
cooking.

Yan et al. [2018] conducted an elicitation study exploring Quick back-and-forth

movements are the

preferred type of head

gestures.

what kind of head gestures could be used to create hands-
free input while wearing an HMD device. They found
that users preferred head gestures that involved turning the
head in one direction and back again, which can be reliably
distinguished from normal head movement.

Head tracking has also been used as continuous input to Previous applications of

head input include

cursor control and

changing viewports.

move the cursor on desktop computers. For example,
Gorodnichy and Roth [2004] coupled the mouse cursor to
the user’s nose in the camera feed of the webcam. Jacob
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et al. [2016] explored using head control to change the view-
port in a 3D application. In their study, the participants
solved a docking faster with head controls than with mouse
and keyboard.

Discrete operations are also promising application areas for
head gestures. One example is HeadTurn by Nukarinen
et al. [2016], which allows users to change numeric values
by rotating their heads left or right. In follow-up work,Head tilt should be

mapped directly, not

time- or rate-based.

Špakov et al. [2016] compared different mappings of the
head tilt to input. Their results indicate that time-based and
rate-based controls perform worse than directly mapped
inputs in this context.

HeadPager by Tang et al. [2017] enabled users to turn pagesHead tracking was often

used for short inputs,

like turning pages,

closing a dialogue

window, or entering

short texts.

by leaning their heads to the left or the right area, and
HeadNod by Morency and Darrell [2006] allowed users to
quickly answer yes or no in a dialogue by nodding or shak-
ing their head. Even text entry is feasible to a certain degree
via head tracking, as explored by Gizatdinova et al. [2018].

Head-mounted devices can use the tracked head positionPrevious work shows

that head tracking can

surrogate eye tracking

while providing higher

accuracy.

in many ways. For instance, Yi et al. [2016] envision au-
thenticating users based on their head gestures. For object
selection, Esteves et al. [2017] show that head tracking can
reliably surrogate eye tracking for smooth pursuit selection
of moving targets by following their trajectories. According
to Kytö et al. [2018], head-based selection is easy to con-
trol and more accurate but slower than eye-based selection
while using an AR headset.

Head movements have also been explored on handheld de-Research on head input

on handheld devices

showed that absolute

controls perform better

than velocity-based

ones. Moreover, head

tilt is similarly accurate

to wrist or device tilt.

vices. Crossan et al. [2009] explored how accurately users
can select a target on a smartphone while walking when us-
ing head tilting to control the cursor. They found that abso-
lute cursor control was faster and more accurate than veloc-
ity cursor control in a static context but significantly worse
while moving. Williamson et al. [2013] used shake sensors
and compared head gestures with wrist and device tilting
gestures and showed that head gestures have similar accu-
racy to wrist or device motion gestures. However, they also
showed that users felt uncomfortable making head gestures
while in a conversation with other people. The aforemen-
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tioned mobile device approaches, however, require track- In contrast, visual

tracking requires no

additional hardware.

ers that are attached to the user to detect head movement.
This additional hardware makes these approaches difficult
to use in the real world. In our preliminary study in Sec-
tion 2.7.2, we measured an error of 11.67° in head input
without feedback. Therefore, we conclude that the mobile
head tracking is accurate enough to discriminate up to 16
discrete directions of head gestures.

3.3 Headbang Interaction Technique

Headbang allows you to trigger an action on a specific ob- Headbang allows to

trigger actions on

objects in the interface

by making a

back-and-forth gesture

with the head.

ject, such as sharing a photo on social media, by rotating
the head slightly. To do so, the user touches the photo
she wants to share (Figure 3.1.a) and then immediately ro-
tates her head slightly away from the screen and back again
(Figure 3.1.b). The connected action is then displayed on
the screen (Figure 3.1.c), and the user can lift the finger to
perform the action (Figure 3.1.d).

Since touch interfaces typically trigger actions upon lifting Headbang can co-exist

with common

touch-based

interactions since it

specifies the object of

interest on touch-down

events.

a finger from an object rather than touching it, the Head-
bang interaction sequence does not overload the existing
interaction concept of handheld touch devices. Thus, it can
co-exist with common touch-based interaction techniques
such as tap, long press, swipe, or drag. As most swipe ges-
tures have become standard system commands so far and
multitouch is not feasible in one-handed situations, Head-
bang adds further actions without relying on any of them.
As users only have to move their heads slightly, they can Slight head rotations

can be performed easily

while keeping the eyes

on the screen.

still keep their eyes on the screen and maintain their visual
context. Furthermore, the back-and-forth movement can
be easily performed and distinguished from normal head
movement [Yan et al., 2018].

The head gesture takes place between tapping and releas- Both feedback and

feedforward can be

integrated into

Headbang interactions.

ing the object. This makes it possible to give information
about the currently determined action before the user con-
firms it by releasing the finger. In Figure 3.1, for example,
tapping and holding an image and performing the head
gesture already shows a popout indicating that ‘Share to X’
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has been detected. If this is the action the user wants to per-
form, she can lift her finger. Alternatively, it is possible toChanging the selection

by dragging the finger

allows to cancel the

Headbang interaction.

cancel the action by sliding the finger outside the selected
image before lifting it, similar to canceling a button press
on current mobile operating systems. This provides an easy
way to cancel unwanted actions and also enables new users
to use this system without the risk of immediately perform-
ing unwanted actions. Expert users do not have to wait
for the visual indication. Instead, they can touch a target,
perform the head gesture, and release the finger from the
screen before the head gesture is detected. However, using
this faster mode of Headbang prevents users from cancel-
ing their actions.

Various natural mappings are promising for Headbang in-Both spatial and cultural

mappings allow for a

meaningful

arrangement of

Headbang actions.

puts. Cultural mappings can imitate common head ges-
tures: A down movement can be used to confirm a message
as it imitates a nod; a sideways gesture could be used for re-
jections. Spatial mappings can be inspired by the direction
of the action or their typical icon representation in the UI.
For example, forwarding, replying, sharing, or printing an
email with head gestures to the right, left, top, or bottom.

We implemented Headbang with different numbers of di-
rections and evaluated the performance in the two follow-
ing user studies. Furthermore, we implemented several ex-
ample applications using this technique and present them
in Section 3.6 “Use Cases” (p. 66).

3.4 Study 1: Investigating Tracking Ro-
bustness

To understand how well our envisioned interaction tech-In Study 1, we

investigated the

robustness of

Headbang in the mobile

usage context.

nique works, we conducted a study in which participants
triggered Headbang actions with 4 and 8 directions both
while sitting and walking. We recruited 12 people between
19 and 65 years old (M = 36.3, SD = 14.9, 5 female) who
participated in this study.
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3.4.1 Apparatus and Task

We used an iPhone X with our tracking software described Participants performed

Headbang gestures

using an iPhone X while

sitting and walking an

obstacle course.

in Section 2.7.2 “Quantifying Visual Head Tracking” (p. 37).
Participants were asked to perform back-and-forth Head-
bang gestures without feedback while sitting and walking.
Similar to the walking condition by Crossan et al. [2009],
our participants were instructed to walk a figure-of-eight
across a 3×4 m rectangle. We placed obstacles for them to
walk around to ensure they still had to pay attention to
where they were walking. Each participant performed each
gesture twelve times. As we investigated both 4 and 8 di- We used a

counterbalanced

within-subjects study

design.

rections, this resulted in 288 gestures across all four con-
ditions for each participant. Conditions were assigned in
a Latin square design to counterbalance possible learning
effects.

Our participants were asked to perform Headbang gestures Participants had to

apply Headbang

gestures to buttons at

pseudorandom

locations in the UI. An

arrow specified the

direction of the gesture.

We did not provide

feedback.

in the direction of an arrow in the UI. Feedback was deac-
tivated for the study. At the start of each trial, users were
shown a button in the bottom third of the screen with an ar-
row pointing to the direction of the gesture they should per-
form. The button position varied among four different po-
sitions. The different gestures were pseudorandomly dis-
tributed over the buttons to mimic a more natural interac-
tion. We made sure that all buttons could be easily reached
in one-handed portrait mode. To start a trial, users had to
press and hold the button and then perform the Headbang
gesture. After performing the gesture, users had to release
the button to start the next trial.

3.4.2 Variables

Since we were mostly interested in how reliable the sys- The independent

variables were the

activity CONTEXT, the

number of AREAS and

their Headbang gesture

DIRECTION.

tem could distinguish in which direction the users turned
their heads, we used CONTEXT [sitting, walking] and AR-
EAS [four, eight] as independent variables. Additionally,
we analyzed whether the detection rate differed between
the different areas. We used DIRECTION as an additional
independent variable for that. In the four area condition
the directions were defined by multiples of 90°, i.e. right,
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Figure 3.2: Success [%] by AREAS × CONTEXT. Whiskers
denote 95% CI.

bottom, left, and top. We used multiples of 45° in the eight
area condition respectively. As dependent variables, weWe measured Success

and Time as dependent

variables.

measured Success [0,1] if the system was able to identify
the correct area and the task completion Time [s] for each
trial.

3.4.3 Results

The overall success rate was 95.22% (SD = 8.38%) with anOn average, Headbang

gestures took 1.39 s

and were detected with

a 95.22% success rate.

average task completion time of 1.39 s (SD = 0.73 s) across
all trials and users. For a more detailed analysis, we used
McNemar and Cochran’s Q tests for the dichotomous Suc-
cess data. We conducted a repeated-measures ANOVA on
the log-transformed Time data.

CONTEXT had a significant main effect on SuccessSuccess was higher

while sitting than

walking.

(Q(1) = 5.19, p <.023). The success rate in the sitting con-
dition (96%) was significantly higher than in the walking
condition (94%). Also, the AREAS had a significant main
effect on Success (Q(1) = 6.47, p <.011). The success rate inSuccess was also

better when detecting

only four AREAS.

the four-area condition (96%) was significantly higher than
in the eight-area condition (94%). There was also an AREAS



3.4 Study 1: Investigating Tracking Robustness 57

0 s

0.5 s

1 s

1.5 s

4 Areas 8 Areas Sitting Walking

sig. difference

Figure 3.3: Time by number of AREAS (left) and by CON-
TEXT (right). Whiskers denote 95% CI.

× CONTEXT interaction effect (Q(3) = 13.71, p <.003). Post
hoc tests revealed that the four-area sitting condition (97%)
had a significantly higher success rate than the eight-area
walking condition (94%). Figure 3.2 shows the results for
this interaction.

In the four-area condition, DIRECTION had a significant Participants had

significantly less

Success when

performing downwards

gestures.

main effect on Success (Q(3) = 48.303, p <.001). Post hoc
tests revealed that the bottom direction had a significantly
lower success rate (91%) than the other direction (top: 99%,
left: 98%, right: 100%). Also in the the eight-area condition
DIRECTION had a significant main effect on Success (Q(7)
= 74.220, p <.001). Post hoc tests revealed that the bottom-
right (45°) direction (86% success rate) had a significantly
lower success rate than the other directions.

CONTEXT had a significant main effect on Time (F1,3441 = Both CONTEXT and

AREAS had a significant

effect on Time. The

effect sizes were,

however, smaller than

70 ms.

30.518, p <.001). Users were significantly faster in the
four-area condition (1.29 s) than in the eight-area condition
(1.35 s). Also AREAS had a significant main effect on Time
(F1,3441 = 31.602, p <.001). Users were significantly faster in
the walking condition (1.28 s) than in the sitting condition
(1.35 s). Figure 3.3 shows the results of both main effects.
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3.4.4 Discussion

With an overall success rate above 95%, the evaluation con-Headbang gestures

were registered with

high accuracy across

conditions.

firms that Headbang gestures can be used reliably for in-
put. However, we found significant differences in the suc-
cess rate between the conditions. The higher success rates
in the four area conditions had to be expected, as the cone
of a single section is twice as large as in the eight-area con-
dition. Likewise, the difference in success between the sit-
ting and walking conditions is no surprise. In the sitting
condition, both the device and the user are static, which al-
lows the system to track the user’s head more accurately.
Nonetheless, the effect sizes of both are negligible on their
own. Only when combining multiple elements with walk-
ing did the accuracy drop significantly to 92%.

The bottom direction’s slightly lower success rate in theAs our participants

already pointed their

heads down to the

phone while using it, it

was hard for them to

trigger downward

Headbang gestures.

four-area condition can be explained by how the users hold
and look at the device. We observe that users hold their
smartphones not directly in front of their heads but much
lower to maintain a comfortable arm position. This means
that the users already rotate their heads downward to look
at the content displayed on the smartphone. An even fur-
ther downward rotation of the head to select the bottom
area could be limited due to the neck muscles or discomfort
for the users. Therefore, participants overshoot to the top
when performing a back-and-forth gesture. A similar ef-
fect, however not significant, also appears in the eight-area
condition. Here, all three bottom directions have a lower
success rate than the other areas. However, only the lower
right direction differed significantly from the other areas.
This could be because most of our participants (10 out of
12) were right-handed and, therefore, held the device on
the right side. In this case, participants had to move their
heads further to the right to select the lower bottom direc-
tion.

The study also showed significant differences in task com-
pletion times between the conditions. While walking, par-
ticipants were around 30 ms faster than while sitting. This
could be because they shifted their attention away from the
phone earlier to avoid tripping over an obstacle while walk-
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ing. However, this difference is minimal and probably not
noticeable in a real-world use case.

3.5 Study 2: Using Headbang to Trigger
Actions in Menus

As we have seen, Headbang can reliably be used to trigger While an on-screen

context menu adds

feedforward to the

Headbang interaction,

the head gestures’

spatial intrinsics help to

recall menu entry

locations. Thus,

Headbang is a good

match for radial context

menus.

actions on items of interest. However, we did not include
any visual feedforward that presents the user with all avail-
able actions in Study 1. Due to the limited screen space
on mobile devices, actions are often selected from context
menus. The size of these menus can become quite large.
On iOS 17, for instance, we can find context menus with
13 items in the Files app, nine items in the Mail app, or
11 items in the Music app. In touch interaction, tapping
and swiping are already occupied, so holding an item of
interest for a specific duration is required to bring up the
menu. As users can quickly recall spatial positions [Scarr
et al., 2013], Headbang seems to be a promising modality
for menu items. Thus, we wanted to compare Headbang
with touch and tilting input for menus.

Headbang menu. Our Headbang menu is a pie menu The headbang menu is

a 3 cm wide circular

menu that saves

valuable screen space

compared to

conventional list-style

menus.

whose selected item is controlled by tilting the head. Upon
putting a finger on an item on the screen, the camera sys-
tem activates. When tilting the head slightly, i.e., by ap-
proximately 10°, a pie menu appears and the item corre-
sponding to the current angle is highlighted. The selection
is changed by rotating the head and confirmed by lifting the
finger. With a diameter of 3 cm the pie menu offers a com-
pact menu visualization that takes less screen space than
the list menu at the cost of omitting labels. However, labels
will fit into the menu when there are at most seven menu
items. For more extensive menus, labels can be placed in-
side the pie by increasing its diameter. However, they are
still smaller than a complete list and occupy around 25% of
the phone screen.
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Figure 3.4: Pie menu segments were equally sized and oriented so that four seg-
ments were exactly aligned with the horizontal and vertical axis, i.e., the 90° steps.

For a fair comparison in our evaluation, we also imple-
mented a pie menu for device tilt and touch input. The de-
vice tilt condition behaves exactly like the Headbang menuIn Study 2, we

compared Headbang

for context menu

selections with device

tilt and touch input.

and shows up when holding an item and tilting the de-
vice. As recommended by Teather and MacKenzie [2014],
we used the absolute device rotation for input. In the touch
condition, the menu appeared after a long press of 400 ms,
which is 20% faster than the iOS default. The selection in
the menu was then selected by swiping in the direction of
the item and confirmed by lifting the finger inside or out-
side of the menu.

As a baseline, we implemented a list-style menu with touchAs the default context

menu style on mobile

OS is a touch-controlled

list menu, we added this

style as a baseline

condition.

targets that are 28×7 mm large, adopting the same size as
the system menus in iOS. While users often have to scroll
through the menu in real-world applications, we made sure
that all items were always visible on screen, limiting the
maximum number of items in this condition to 16. We used
a new set of twelve participants in this study aged between
20 and 31 years (M = 25.5, SD = 3.34, 3 female).

3.5.1 Apparatus and Task

For the study, we continued to use the iPhone X from theWe used the same

hardware as in the

previous study.

previous study but extended our implementation with the
different menu techniques as described above.
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The interface presented the participant with an emoji and The study interface

showed participants an

emoji and directional

hint. They had to select

this emoji in a context

menu of a target as

large as an app icon.

a red box with the size of an app icon (1 cm2) in whose
context menu the depicted emoji had to be selected. More-
over, an arrow next to the emoji pointed to where it would
appear in the menu once it became visible. This hint was
provided to mitigate the search time during the interaction
and to consider that users create muscle memory for ac-
tions they perform frequently. We asked our participants to
select the menu items as quickly as possible without com-
promising accuracy while using only one hand to operate
the phone.

While all presented techniques work with an arbitrary We used a

counterbalanced

within-subjects study

design.

number of items, we picked three different menu sizes with
8, 12, and 16 elements for evaluation. We found 12 items
to be a reasonable number from our observation of system
menus and due to its benefit of a mapping known from
the hour marks of a clock. For each menu size, we se-
lected 8 different items at the representative angles 35°, 80°,
120°, 167°, 210°, 260°, 305°, and 350° (see Figure 2.8). With
three repetitions we measured a total of 288 selections from
each participant (8 items × 3 menu sizes × 3 repetitions × 4
menu types). We used Latin squares for both the menu size
and input conditions to counterbalance possible learning
effects. Participants tested all four input conditions with
the same menu size before switching to another one. The
new menu size then had a new order of input conditions.

Participants ranked their preference between the four tech- Participants filled out

post hoc questionnaires

during the study.

niques for each menu size before switching to the next
study phase. Further questions were filled out at the end.
Participants were allowed to test the input techniques be-
fore each trial. There was no monetary compensation for
participation.

3.5.2 Variables

As we conducted the study to find out whether Headbang The independent

variables were four

INPUT TECHNIQUEs

and three MENU SIZEs.

can be used as a reliable modality for selecting menu ac-
tions, we used the INPUT TECHNIQUE [Headbang, Device
Tilt, Touch Pie, Touch List] and the MENU SIZE [8, 12, 16] as
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Figure 3.5: Time [s] by INPUT TECHNIQUE × MENU SIZE. On average, it took our
participants 1.5 s to open the menu and select an item. Conditions using pie menus
were operated faster. Whiskers denote 95% CI.

independent variables. As dependent variables, we mea-
sured Success [0,1] if the correct item was selected, and the
task completion Time [s] for each trial.

We also measured the angles obtained from the head or de-We measured the Time

and Success, as well as

information on the

rotary Offsets when

initiating and

committing the menu

selection.

vice tilting when initiating the gesture, i.e., before feedback,
and on selection, i.e., when feedback was visible. When cal-
culating the offset to the angle representing the center of the
target menu segment, this results in A Priori Offset [°] and
Post Hoc Offset [°] respectively. From the questionnaires,
we obtained a forced Preference ranking [1–4].

3.5.3 Results

We used repeated-measures ANOVAs to evaluate our mea-The INPUT TECHNIQUE

had no significant effect

on the speed of the

interaction.

surements. In this study, we were most interested in the
participants’ performance depending on the INPUT TECH-
NIQUE used. However, we were not able to find a signif-
icant effect of INPUT TECHNIQUE on Time (F3,2833 = 1.755,
p = .154).
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Figure 3.6: Success Rate [%] by INPUT TECHNIQUE × MENU SIZE. When using pie
menus, the success rate decreased with larger menu sizes. We did not observe this
effect in the list menu. Whiskers denote 95% CI.

MENU SIZE, on the other hand, had a significant main ef- On average, doubling

the MENU SIZE resulted

in 29% slower input

times.

fect on the log-transformed Time (F2,2833 = 43.856, p < .001).
Tukey HSD post hoc pairwise comparisons were all signifi-
cant. Menus containing 8 items were the fastest (1.27 s). On
average, menus with 12 items were 15% slower (1.47 s), and
16 items were 29% slower (1.65 s) than menus with 8 items.

There was also a MENU SIZE × INPUT TECHNIQUE inter- Looking at the

interaction effect, the

Headbang menu with

16 elements was only

significantly slower than

Device Tilt and Touch

Pie with half as many

menu elements.

action effect on Time (F6,2833 = 3.901, p < .001). Again, we
used Tukey HSD post hoc pairwise comparisons for fur-
ther analysis. On average, Device Tilt with 8 menu items
was the fastest condition (1.09 s), and it was significantly
faster than all other conditions except for Headbang with 8
menu items and Touch Pie with 8 menu items. Larger menu
sizes took longer to operate, ranging from 1.64 s (Touch Pie)
to 1.67 s (Headbang). However, Headbang with 16 menu
items was only significantly slower than Device Tilt with 8
menu items and Touch Pie with 8 items. When comparing
Headbang with the Touch List there were no significant dif-
ferences independently of the menu size. Figure 3.5 shows
the measured times for all conditions.
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For the analysis of the Success values, we calculated the
Success rate as the share of successful trials per condition
and user. We then conducted a repeated-measures ANOVA
on the calculated success rates.

MENU SIZE had a significant main effect on the SuccessAcross conditions,

doubling the MENU

SIZE significantly

lowered the

success rate.

Rate (F2,99 = 9.004, p < .001). Tukey HSD post hoc pairwise
comparisons revealed that the success rate significantly
drops from 98.5% to 94.0% when the number of menu items
is doubled from 8 to 16.

INPUT TECHNIQUE also had a significant main effect onOur participants were

significantly more

accurate using

Headbang than Device

Tilt.

Success Rate (F3,99 = 7.997, p < .001). Tukey HSD post hoc
pairwise comparisons show that Device Tilt (92.2%) was
significantly worse than Headbang (97.5%) and Touch List
(99.2%). Furthermore, the Touch List also had a signifi-
cantly higher success rate than Touch Pie (95.4%). We did
not find a significant MENU SIZE × INPUT TECHNIQUE in-
teraction effect on Success Rate (F6,99 = 1.227, p = .299).

3.5.4 Discussion

Overall, we measured similar times to activate (with an ini-Headbang provided

both a quick and

reliable input modality

for context menus.

tial tilt or a long press) and select an item across all tech-
niques. The slowdown in interaction with growing menu
size in any condition is no surprise, as the target segments
become smaller with more elements in the pie menu. Like-
wise, a larger distance must be traveled with the thumb in
a list menu. Notably, apart from Device Tilt, all input tech-
niques delivered high success rates, making them feasible
to use on mobile devices.

In addition to the similar performance, the rankings of ourOur participants found

Headbang similarly

unconventional to

Device Tilt, but not

awkward.

participants were unsettled, too: The Likert scale data from
the questionnaires, including preference, comfort, and eas-
iness, yielded similar ratings across all conditions, with no
significant effects found by using a Friedman test. In con-
trast to the findings of Williamson et al. [2013], our partic-
ipants did not perceive the head-controlled input as awk-
ward but rather similarly unconventional to device tilt.
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This might result from Headbang requiring only subtle
head rotations for input.

When using Headbang, items at the bottom and top of the Headbang triggers

vertical targets faster

than horizontal ones.

pie menu, which are selected with nodding gestures, were
selected around 400 ms faster than items at the left and
right, i.e., shaking gesture items. We presume this origi-
nates in users looking at the phone downwards and thus
already performing a rotary pitch in their resting position.

The qualitative feedback we received from our participants Our participants found

that Headbang requires

less homing than

Device Tilt as the head

rests in a more neutral

position.

on what they liked and disliked about the techniques was
similar, too. Four participants enjoyed that Headbang re-
quires less homing than Device Tilt, as the head is typically
in a more neutral position when initiating the gesture than
the wrist. However, three participants also stated that they
found reaching the upper targets with Headbang less com-
fortable than with Device Tilt. Five participants perceived
16 items as too many with all input conditions.

The low success rate measured in the Touch Pie was sur- Interestingly, pie menus

decreased performance

when controlled with

touch only.

prising, as it was possible to swipe the finger out of the
menu, achieving large target sizes that should have been
used reliably. In conclusion, we recommend using the
Touch List over the Touch Pie for touch-only systems.

While the effect of feedback was noticeable, the study fur- The use of feedback

noticeably increased

the precision of the

Headbang interaction.

ther supports that Headbang can be used without feedback.
The average Post Hoc Offset we measured across all trials
was 6.59° (SD = 5.08°). The average A Priori Offset was
four times as large (20.49°). This matches our findings from
Study 1, as this corroborates with eight possible actions in
the menu without feedback.

In conclusion, the cost of implementing Headbang as menu Even without training,

our participants made

selections faster with

Headbang than with

Touch List in small and

medium-sized menus.

technique is quite low with its high accuracy and while not
being slower than touch. One advantage of Headbang over
the Touch List is the reduced screen space needed, thus de-
creasing occluded content. Moreover, all participants were
familiar with touchscreen menus but not with head input.
Even though our participants were untrained and unfa-
miliar with the interaction, Headbang was already slightly
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faster in small and medium-sized menus than Touch List.
We expect users to become even faster with training.

Therefore, Headbang is a helpful menu selection techniqueHeadbang seems

promising when screen

space is scarce, or

users cannot freely

move their hands.

in scenarios where users cannot reach the whole screen,
e.g., one-handed smartphone and tablet use or in-car con-
trols operated while driving. It allows for compact menus
with many options that preserve the context, which is fa-
vorable for apps such as drawing and image editing.

3.6 Use Cases

Headbang is an interaction technique that can be used in
various application domains and use cases. To underscore
its utility, we envisioned and developed several fascinating
use cases and applications.

Content Sharing. Sharing digital content between differ-Headbang could speed

up content sharing by

leveraging spatial recall

when specifying the

target application.

ent applications is a common task on a smartphone. An ex-
ample of this is to share an image from the image library
with a social media application such as Twitter or Insta-
gram. To do so, users typically have to first select the image,
click the share button, and then select the app to which the
image should be shared. With Headbang, users select the
image and perform a Headbang gesture to directly share
the image with the designated application (Figure 3.1).

Text Editing. We also developed a simple text editor,In the context of text

editing, Headbang

could be used to format

the marked text quickly.

shown in Figure 3.7, that enables the user to use Headbang
to trigger actions on selected text or the current text cursor
location. For example, to copy selected text, she performs
the gesture to the top; to replace the text with another text,
she performs the gesture to the bottom. She can also make
the text bold, underlined, or italics via Headbang gestures
in different directions.
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Figure 3.7: In this example, the user selected a part of the
text that he wants to cut. After selecting the text with his
finger (left), he performs a Handbang gesture to the left
(middle) to cut the text (right).

Pasteboard Management. Headbang gestures can also be Headbang could make

multi-level pasteboards

more accessible.

used for a multi-level pasteboard where users can store
digital objects by selecting them and performing a Head-
bang gesture in the direction in which the object should
be stored. This approach allows users to use their spatial
memory to retrieve in which direction they stored which Objects could be copied

into and pasted from

different memory slots

around the head.

object. To retrieve the item, users repeat the same Head-
bang gesture while placing a finger on an add button or an
area where the object should be placed.

Accessibility Features. Another use case for the Head- Headbang could

support tremor patients

by increasing touch

target sizes and making

selections of actions

using the head.

bang interaction technique is to use it as an accessibility
feature for users with tremors who have difficulties typing
on an on-screen keyboard [Wacharamanotham et al., 2011].
For this use case, we developed an on-screen keyboard with
three large buttons that are much easier to select than the
typical keyboard buttons (Figure 3.8). Each button encodes
nine characters: eight for the Headbang gesture and one
(the middle) for touching and releasing the button without
performing a gesture. This can be used to type letters by
selecting one of the buttons and then performing the Head-
bang gesture in the direction of the designated letter.
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Figure 3.8: In this example, the user uses an accessibility
keyboard for users with tremors who have difficulties se-
lecting small buttons. To type the letter G, the user touches
the left button (left) and then performs a Headbang gesture
to the lower left (middle). After lifting the finger from the
button, the selection is confirmed (right).

Hands-free Controls. We also envision hands-free useHeadbang could also

be used to trigger

global actions without

specifying an object of

interest.

cases in which the users perform Headbang gestures to
trigger actions that are not applied to a currently selected
object but rather global actions. A simple example of that is
using Headbang gestures to turn a page in a digital cook-
book while preparing a meal. To execute this gesture, the
user has to look directly at the device and then execute the
Headbang gesture. The same approach can be used for a
variety of different use cases in which the users would like
to interact with the device hands-free.

3.7 Future Work

In future work, we want to explore the Headbang inter-An evaluation with

tremor patients could

further refine Headbang

and how it handles

accidental activation.

action technique in more detail and investigate its use as
an accessibility feature based on the already presented use
cases. An evaluation with users who have tremors will
help us understand how the Headbang interaction tech-
nique can be further improved. Like most user interfaces,
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Headbang can also suffer from accidental activation. While
it is already possible to discard the menu by swiping to pre-
vent accidental selections, mechanisms to prevent acciden-
tal activation remain a relevant area of further work.

Moreover, our implementation of Headbang is currently Always-on hands-free

control using Headbang

requires investigating

the ideal selection

method.

activated by touch input, which also limits the camera sys-
tem’s power consumption. The opportunities Headbang
offers to accomplish completely hands-free system navi-
gation still need to be uncovered. We want to investigate
different selection methods for a hands-free interaction, in-
cluding dwell-time-based head resting, blinking, other fa-
cial gestures, and voice input. These approaches have their
own caveats, including battery consumption, user accep-
tance, and accuracy issues. We also want to explore the so- Uncertainties with the

social acceptance of

head-based inputs

remain.

cial acceptance of interacting with a smartphone using head
gestures in public spaces further, although our participants
had no bias against this input modality.

3.8 Conclusion

With Headbang, we presented an interaction technique We designed and

evaluated a new

interaction technique,

called Headbang, that

lets users perform

actions typically found

in context menus by

performing slight

back-and-forth head

movements.

that increases the expressiveness of touch input by using
head gestures as an additional input channel. Our stud-
ies showed that a commodity smartphone can reliably de-
tect the Headbang technique while the users are sitting or
walking with a success rate of over 95%. We have seen that
the number of menu items influences the execution time of
a head gesture, whether the user is walking or standing,
and the target location. In our studies, Headbang was not
slower than touch input, so its use is low-cost while offer-
ing the advantage of needing less screen space and enhanc-
ing one-handed use. This enables Headbang gestures to
be used in various everyday tasks to select elements from
menus, perform shortcuts without visual feedforward, or
as an accessibility feature for users with difficulties select-
ing small targets on a touchscreen.
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We made a foray into visual facial tracking as an inputHeadbang used head

tracking to make

discrete selections in a

one-dimensional list of

choices. Next, we will

map the head input into

the two-dimensional

space.

source with Headbang. The input domain of Headbang,
however, remained relatively small: We discretized head
tracking data into a selection from a one-dimensional list
of actions. As our evaluations of Headbang proved suit-
able precision of the head input, we were motivated to in-
crease the size of the input domain with two-dimensional
controls. In the next chapter, we will directly link a cursor
on the screen to the user’s head as a reachability technique
for any object.
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Chapter 4

Solving Reachability
Issues on Large Phones
with Head Control

SUMMARY:
People often operate their smartphones with only one hand, using just their
thumb for touch input. With today’s larger smartphones, this leads to a reach-
ability issue: Users can no longer comfortably touch everywhere on the screen
without changing their grip. We investigate using head tracking in modern
smartphones to address this reachability issue. We developed three interaction
techniques, Pure Head (PH), Head + Touch (HT), and Head Area + Touch (HA), to
select targets beyond the reach of one’s thumb. In two user studies, we found
that selecting targets using HT and HA had higher success rates than the de-
fault direct touch (DT) while standing (by about 9%) and walking (by about
12%) while being moderately slower. HT and HA were also faster than one of
the best touch-based techniques, BezelCursor (BC) (by about 20% while stand-
ing and 6% while walking), with the same success rate.

Publications: The work presented in this chapter was done in collaboration with Simon Voelker,
Christian Corsten, and Christian Remy. The author of this thesis developed the research idea and
relevant research questions with his co-authors. Furthermore, he designed and implemented the pre-
sented head-based interaction techniques and study software. Most of this work has been published
as a paper in the Proceedings of ACM CHI 2020 [Voelker et al., 2020]. The author of this thesis is
one of the principal authors of the paper. Most sections in this chapter are taken from the paper
publication.
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4.1 Motivation

Ever since their introduction, our smartphones have be-The increasing display

size of smartphones

amplifies reachability

issues during

one-handed usage.

come bigger and bigger. For reference, the first genera-
tion iPhone from 2007 had a 3.5” screen, and the 2024 Sam-
sung Galaxy lineup contains screens ranging from 6.2” to
6.8”. Consequently, today’s smartphone screens are nearly
four times as big as those of 2007. While these larger
screens allow for displaying more content, users often in-
teract with their smartphones using just one hand [Boring
et al., 2012; Kim et al., 2012], using only the thumb for in-
put [Karlson and Bederson, 2008]. This introduces reach-
ability issues, as users cannot reach all parts of the screen
comfortably anymore without having to re-grasp the de-
vice [Corsten et al., 2019].

Several techniques have been proposed to address thisExisting reachability

techniques introduce

cursors or apply screen

transformations. The

latter results in a

reduction of screen real

estate.

problem: BezelCursor by Li and Fu [2013], ForceRay by
Corsten et al. [2019], and MagStick by Roudaut et al. [2008]
create a cursor that is activated via touch to select targets
beyond the reach of the user’s thumb. Other techniques in-
troduce mode changes to transform the on-screen content
to make it reachable. For instance, Kim et al. [2012] shifted
the interface to the lower half of the display, and Chang
et al. [2014] completely resized it closer to the thumb. While
these approaches address the reachability problem, they re-
quire explicit mode switching or reducing the screen real
estate.

The inputs of facial tracking could address the issues men-Facial tracking adds

expressiveness to the

touch input without

occluding on-screen

content.

tioned above by increasing the communication bandwidth
from user to smartphone. Early explorations of head and
gaze tracking features built into smartphones have be-
gun to uncover this potential, creating interactions such
as browsing through photo albums using gaze tracking
[Zhang et al., 2013] or unlocking the phone using eye ges-
tures [Khamis et al., 2017]. Using the head as input has the
benefits that users can reach the entire screen just by rotat-
ing their head and that the head control does not occlude
content on the screen.
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In this chapter, we explore how head tracking can address We designed and

evaluated three

interaction techniques

that use head tracking

to select objects on the

screen.

the reachability problem on smartphones. We designed
interaction techniques that use head tracking to select ob-
jects on a smartphone touchscreen in three different ways,
which are also the conditions of our evaluation: Pure Head,
Head + Touch, and Head Area + Touch.

We use only the head for target selection in the Pure Head Pure Head selects the

target only using head

input. Our other two

techniques allow for the

selection to be refined

via touch.

condition. Head + Touch combines head tracking and touch
by letting the user adjust the head selection with a brief
touch gesture. Head Area + Touch selects a quadrant of the
screen via head tracking, after which the target is selected
via indirect touch. We compare these and two baseline con-
ditions, Direct Touch and BezelCursor.

Since our head tracking techniques are designed especially We found that these

head-based reachability

techniques resulted in

higher success rates

than Direct Touch both

when our study

participants were

standing and walking.

for one-handed smartphone use, we evaluated the five con-
ditions with participants (n=15) standing rather than sit-
ting. That is because single-handed smartphone use is
more likely while standing than sitting in practice. Our
results show that Head + Touch and Head Area + Touch selec-
tions while standing were only 5% and 7% slower than Di-
rect Touch, but have a 9% respectively 8% higher success
rate. For added realism and ecological validity of our find-
ings, we also investigated the viability of all five techniques
while walking [Wilson et al., 2011] with ten additional par-
ticipants. Here, both Head + Touch and Head Area + Touch se-
lection were 24% and 25% slower than Direct Touch, but had
a significant higher success rate (97% and 94% vs. 82%). We
discuss our findings and the usefulness of the various tech-
niques in different application contexts and provide rec-
ommendations for developing mobile input techniques on
larger mobile devices that rely on one-handed interaction.

The main contributions in this chapter are the design and Our Head + Touch and

Head Area + Touch

techniques enable

accurate one-handed

target selections.

the evaluation of Head + Touch and Head Area + Touch selec-
tion. Both new input techniques address the reachability
issue in one-handed smartphone use by combining head
tracking and touch input with promising performance.
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4.2 Related Work

Our goal of this work was to explore the use of facial track-
ing to extend thumb reach on smartphone touchscreens.
Thus, this section discusses related work in reachability
techniques. It also highlights previous use cases of head
tracking to provide some background for our implementa-
tion.

4.2.1 Reachability Techniques

Bergstrom-Lehtovirta and Oulasvirta [2014] developed aThe model of

Bergstrom-Lehtovirta

and Oulasvirta

calculates the small

parabolic area of the

smartphone that the

thumb can reach.

model that predicts which areas of the phone screen a user
can comfortably reach with her thumb depending on the
hand size and orientation. When the thumb is opposed to
the palm, the possible thumb movements limit the reach-
able area to a parabolic shape. Hence, the simplest way
to solve the reachability problem would be to constrain in-
put GUI elements of a smartphone to the region within
comfortable reach of the user’s thumb. However, this ap-
proach restricts the space in which interactive objects can be
placed to the lower area of the screen, ignoring the remain-
ing space. Instead, reachability techniques provide manip-
ulations that transiently allow specifying touch targets out-
side the thumb’s reach or moving them to the thumb tip.

A design space to classify reachability techniques was de-The design space of

reachability techniques

differentiates between

screen transform, proxy

region, and cursor

techniques.

veloped by Chang et al. [2015]. This design space classi-
fies techniques based on two dimensions: Their trigger and
selection mechanisms. Some techniques use explicit mode
switching gestures, while others are always active or only
activate when dragging the finger over the screen. To help
select a target, some techniques apply a screen transform,
while others provide a proxy region or a cursor. For our
discussion of related work, we follow this taxonomy and
present techniques using each targeting mechanism.
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Screen Transformation Techniques

Screen transformation techniques can be found in the stock UI transformations

result in contents that

are either hidden or

hard to read because of

their reduced size.

user interfaces of Apple’s and Samsung’s recent smart-
phones. On an iPhone, swiping down across the bot-
tom edge of the screen slides the screen downwards so
that the user’s thumb can reach the upper targets. How-
ever, this still leaves targets on the far side opposite the
thumb unreachable, and context information is lost. On
many Android devices, such as Samsung and Asus smart-
phones, triple-tapping the home button scales down the en-
tire screen to the lower corner near the thumb. This brings
all targets into reach but impedes readability and targeting
because of reduced content size.

In HCI research, several projects have proposed alternative Screen transformations

of the whole UI were

triggered in different

HCI prototype systems

by tilting and sliding

gestures on the front

and back of the device.

screen transformation techniques to address the reachabil-
ity problem: Similarly to Android devices, TiltReduction by
Chang et al. [2015] scales down the interface when the user
tilts the device. Sliding Screen by Kim et al. [2012] moves the
screen diagonally closer to the thumb by a swiping gesture.
Alternatively, it is also feasible to use device tilt to trigger
this reachability method, as explored by Chang et al. [2015].
Tsai et al. [2016] used a swiping gesture along the screen
edge to activate the reachability technique, thus giving the
user more control over how far the screen should move to-
ward the thumb. Le et al. [2016] allowed users to shift the
screen contents downwards by sliding their index finger
across a touchpad at the back of the device to trigger this
transformation.

Instead of manipulating the whole screen, some techniques Less frequently,

researchers applied

transformations to only

specific UI parts, e.g.,

just the keyboard.

are applied only to parts of the user interface. For instance,
Eardley et al. [2017] observed that users tilt the phone to-
ward their thumb while aiming at targets that cannot be
comfortably reached with the thumb. This motivated them
to use device tilt as an activation method to shift, among
others, the keyboard to one side of the screen. Future
interfaces could also adapt to the user’s handedness and
shift the UI toward that hand. In this context, Löchtefeld
et al. [2015] showed that one can detect usage handed-
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ness from the finger movements made while unlocking the
phone.

However, these interaction techniques hide parts of the dig-Disadvantages of these

techniques include

concealing information

and, in the case of

tilting, also looking at

the screen at an angle.

ital content, conceal context information, or scale down the
interface, making objects challenging to read and select.
Some of them need additional hardware, and others use
tilting. Tilting, however, comes with the caveat that read-
ing content on screen at an angle is difficult. Moreover, ac-
cording to Spelmezan et al. [2013], tilting is also prone to
overshooting.

Proxy Region Techniques

ThumbSpace is a reachability technique for PDAs by Karl-Using a proxy of the

entire display has the

drawback of small touch

targets, which are

difficult to hit.

son and Bederson [2007]. This technique creates a pop-up
view around the thumb’s touch location that represents the
entire screen. While this offers a straightforward mapping
where each corner of the pop-up also corresponds to one
corner of the PDA’s screen, it also means that the already
small touch targets in the UI become even smaller and more
difficult to hit. As the technique highlights the selected UI
element on touchdown, users can drag to adjust their selec-
tion and confirm it by releasing the finger.

TapTap by Roudaut et al. [2008] allows disambiguating pre-Using the TapTap

technique the whole

screen serves as a

proxy. Thus, selections

now require the two

inputs of coarse and

fine selection.

viously performed touch input in a pop-up view. With this
technique, each input requires two taps. The first tap only
coarsely specifies the intended touch area. A pop-up view
then shows the magnified screen area around this tap. To
make the selection, a user taps again inside the pop-up.
A clear drawback of this technique is that it doubles the
amount of inputs required to control the interface.

Yoo et al. [2015] used back-of-device touch input with theBack-of-device proxies

exploit that the index

finger rests behind the

screen corner that the

thumb cannot reach.

index finger in addition to the thumb’s direct touch. When
using the phone in the right hand, the index finger typically
rests behind the upper left screen corner. Exactly this area
is hard to reach with the thumb. While such techniques
require additional sensing hardware, they can increase the
thumb’s reach by 15%.
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Hasan et al. [2016] developed an approach that uses the
mid-air space above the touchscreen as a proxy region or
to control a virtual joystick. However, this method requires Mid-air proxy regions

suffer from an

unintuitive mapping.

an external tracking system, and mapping an imaginary
curved proxy surface to the planar screen under it is per-
spectively unintuitive.

Cursor Techniques

Cursor techniques provide a digital cursor that reaches tar- Cursors can reach any

element in the interface,

but system gestures

already occupy many of

the activation gestures

used in research

prototypes.

gets outside of their thumb’s reach. Li and Fu [2013] pre-
sented BezelCursor, an accelerated cursor that is activated
by swiping from the bezel of the device and controlled by
continuous dragging. In recent versions of mobile oper-
ating systems, however, flicks starting at the screen edge
trigger many system-wide actions. There exist further simi-
lar interaction techniques with different activation gestures:
For example, ExtendedThumb by Lai and Zhang [2015] is ac-
tivated by double tapping; TiltCursor by Chang et al. [2015]
activates from tilting the device.

Corsten et al. [2019] explored using force touch to aim at The inclusion of force

input can solve this

activation problem but

lacks precision while

walking.

out-of-reach targets. With ForceRay, a cursor moves along
a ray that crosses the touch location and the closest screen
corner. Applying more pressure moves the cursor further
away from the touch location. As small touch movements
can alter the ray, the thumb can remain at a comfortable lo-
cation while using this technique. However, as presented
by Wilson et al. [2011], force input with an absolute map-
ping is imprecise and difficult to use while walking.

As the cursors are controlled by thumb movement, this can Some cursor

techniques steer the

cursor in the opposing

direction of the thumb

or automatically snap to

possible targets.

also lead to occlusion problems. Both MagStick by Roudaut
et al. [2008] and Extendible Cursor by Kim et al. [2012] ad-
dress this issue by steering the cursor in the opposite direc-
tion of the thumb movement. Instead of using one larger
dragging gesture, which could also require thumb stretch-
ing, 2D-Dragger by Su et al. [2016] lets users step through
objects with small dragging operations. Yet, a technique
like this becomes tedious with many potential targets on
screen.
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Yu et al. [2013] presented two reachability techniques thatTechniques that simplify

the reachability of

targets at the screen

edge come at the cost

of less accurate

selections at the center

of the screen.

focus on the outermost targets on screen: BezelSpace lets
users reach targets at the screen’s edge using a cursor con-
trolled by small thumb movements, and CornerSpace places
a remote cursor at the corners of the screen to access them
quickly. However, both these techniques make the selection
of objects outside the corners or edges of the screen less ac-
curate.

Another way of avoiding occlusion while controlling a cur-Cursors that are

controller by

back-of-device touch

input require additional

hardware.

sor could be back-of-device input, which was explored by
Yang et al. [2009] and Löchtefeld et al. [2013]. With these
techniques, users move their index finger over a touch sur-
face on the back of the device to control the cursor location.
However, these techniques require additional hardware.

While many of these techniques successfully address someHead input could

overcome the

drawbacks of the

different existing

reachability techniques.

of the problems such as occlusion and offer viable alterna-
tives for cursor selection, they introduce drawbacks. Such
drawbacks include a decreased success rate, discomfort for
the thumb, or fatigue. We seek to explore whether head
input can address the reachability problem while avoiding
some of these issues, also in combination with other tech-
niques.

4.2.2 Head Input on Mobile Devices

The related work of Headbang presented in Section 3.2.3 al-Previous use cases of

head input cover

accessibility, games,

and gestures-based

actions.

ready covered different uses of head tilting. In a nutshell,
previous work used head tilt as an accessibility technique,
in games, and to operate gesture-based controls. For ac-
cessibility purposes, users with limited arm mobility can
make inputs via head movement, e.g., to steer the power
wheelchairs presented by Craig and Nguyen [2005] and
Lu et al. [2007]. In addition, the work of Gorodnichy and
Roth [2004] evaluated using head movement to control the
cursor on a desktop computer. Head movement as input
in games was explored with continuous control and detec-
tion of facial expressions by Ilves et al. [2014]. In contrast,
Williamson et al. [2013] used discrete actions in their game.
Noteworthy, however, is that their study participants felt
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uncomfortable performing head gestures during conversa-
tions with other people. Examples of UI controls that react
to head movements are steppers for numeric values like in
the work of Nukarinen et al. [2016] and turning pages like
in the work of Tang et al. [2017].

The already in Section 3.2.3 presented work by Crossan Absolute vs. velocity

cursor control using

head input perform

differently when moving

and when stationary.

et al. [2009] showed that head tilting can be used to control
a 1D-cursor on a smartphone while walking. They found
that absolute cursor control, compared to velocity cursor
control, was faster and more accurate when stationary but
significantly poorer when users moved.

The presented previous work required the use of addi- Using the tracking

capabilities of modern

smartphones allows the

evaluation of input

techniques in more

natural settings.

tional hardware. We, however, wanted to use the tracking
functionalities of recent smartphones to address the reach-
ability problem. One advantage of this reduced hardware
complexity is that the system can be better evaluated out-
side the seated lab context, as people also tend to use their
smartphones while walking.

4.3 Head Reaching Techniques

We designed three head tracking techniques for reaching We designed three

reachability techniques

that use head tracking.

This means they do not

face the accuracy of

issues of gaze tracking

in mobile scenarios.

elements on the smartphone screen outside of thumb reach
in three different setups: Pure Head tracking, Head + Touch,
and Head Area + Touch. While mobile gaze tracking tech-
nology has improved significantly and a plethora of con-
tributions has highlighted its potential for use in mobile
settings [Dalton et al., 2015; Franchak et al., 2011; Höller
et al., 2009; Khamis et al., 2017], one shall not overrate
gaze accuracy, especially in the mobile context. Even when
using dedicated hardware, gaze tracking accuracy signifi-
cantly deteriorates when the user’s face moves [Niehorster
et al., 2020]. Therefore, we intentionally decided to employ
head tracking exclusively instead of gaze tracking.

Several caveats and disadvantages significantly constrain
the real-world applicability of gaze tracking in mobile sce-
narios. Most of the applications of gaze above utilize
head-mounted eye-tracking hardware, limiting the feasi-
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bility of using them on the go. While eye tracking hasEspecially walking

causes reliability issues

with eye tracking.

become available on mobile devices, applications of eye
tracking for target selection experience have severe limi-
tations outside controlled lab settings [Lappi, 2015]. Even
small body movements such as head re-positioning inter-
fere with eye tracking, rendering its results unstable and
unreliable as soon as the head is not in a fixed position any-
more [Lappi, 2015]. More active movement, such as walk-
ing, further complicates eye tracking as gaze and foot are
connected [Matthis et al., 2018]. The problem of the im-
pact of walking on eye and head tracking has been the sub-
ject of investigation for several decades, and early studies
proved that eye tracking becomes increasingly unreliable,
especially during walking [Mcdonald et al., 1983]. Addi-
tionally, Kytö et al. [2018] showed that head-based selec-
tions are easy to control and have a higher success rate than
gaze-based selections while being slower, and Gizatdinova
et al. [2018] highlighted that this is especially true for small
targets. For these reasons, as our goal was to identify a reli-
able and stable interaction technique that can be used when
users are on the go, we chose to rely on head tracking rather
than eye tracking.

To track the user’s head and face, we used an iPhone XSOur cursor

implementations build

on our previously

presented head

tracking pipeline.

Max and our tracking software described in Section 2.7.2
“Quantifying Visual Head Tracking” (p. 37). The intersec-
tion point determined by this software is then processed to
control the cursor. Below, we detail the specific implemen-
tations of our three different interaction techniques.

4.3.1 Pure Head Selection

Our Pure Head (PH) technique uses head tracking only forWe use force input to

activate our reachability

techniques as a

quasi-mode.

target selection. To activate this technique, the user touches
somewhere on the screen and applies a light amount of
force to enter the head tracking mode. This temporary
quasi-mode [Raskin, 2000] via force allows the system to
differentiate between regular touch events and our inter-
action technique, making it more applicable in real-world
scenarios. Force as a quasi-mode is an established tech-
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nique on mobile devices [Corsten et al., 2019, 2018; Roudaut
et al., 2008].

While users interact with a smartphone, their heads typi- When initiating head

control, the cursor

begins at the center of

the screen.

cally face their phones. However, in a preliminary study we
found that the head is typically directed at a point 20–30 cm
above the screen, with users looking downwards with their
eyes. For this reason, we assume that when a user enters the
head tracking mode, she looks at the screen, and we display
a virtual cursor at its center. Then, the user’s relative head Users move the cursor

with relative head

movement and confirm

their selection by lifting

the finger.

movements move the cursor. For example, to select a target
in the top right-hand corner, she slightly rotates her head
in this direction. As soon as the cursor is above a target,
it is highlighted to indicate the current selection. Once she
releases her thumb from the screen, the currently selected
target is confirmed, completing the interaction.

To improve the success rate of this selection, we used A sigmoid transfer

function increases

precision on the center

area of the screen.

a similar transfer function approach as described by
Kjeldsen [2001]. He used a sigmoid transfer function for the
user’s head movement in a multi-screen desktop environ-
ment that allowed users to perform fast yet accurate cursor
movements. Since a smartphone screen provides much less
screen real-estate than a multi-screen desktop environment,
it is even easier to reach items at the edge of the screen.
However, more precise control for the middle area of the
screen is needed.

The position the user faces on the device is inferred from Both head position

relative to the device

and its rotation need to

be tracked for our

implementations.

the head’s Euler angles 𝛼 and distance to the device, which
is obtained from the magnitude of the positional vector 𝑣.
The vector 𝑣 goes from the center of the screen to the center
between the user’s eyes, right at the root of the nose bone.
We transfer head rotations to positions in a resolution-
independent coordinate system ranging from −0.5 to +0.5,
i.e., the origin is located at the screen’s center. Prior to scal-
ing, the measured point 𝑢 on a screen with the physical
size 𝑠 is calculated as follows:

𝑢 =
©­­«
|𝑣 |×𝑡𝑎𝑛(𝛼𝑦)

𝑠𝑥

|𝑣 |×𝑡𝑎𝑛(𝛼𝑥)
𝑠𝑦

ª®®¬ (4.1)
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We then scale the point 𝑢 with a sigmoid function, where
𝑜 is the point that was measured at the time when the user
initiated the head control:

𝑟 =
©­­«
−1.4 × ( 1

1+𝑒7(𝑢𝑥−𝑜𝑥 ) − 0.5)

−1.4 × ( 1
1+𝑒7(𝑢𝑦−𝑜𝑦 ) − 0.5)

ª®®¬ (4.2)

We explored multiple transfer functions and scale factors in
preliminary studies and discovered that this function was
the most effective.

Lastly, we convert the relative point 𝑟 into a pixel coordi-
nate 𝑝 by multiplying it with the screen resolution 𝑧:

𝑝 =
©­­«
𝑧𝑥
2 × (1 + 𝑟𝑥)
𝑧𝑦
2 × (1 + 𝑟𝑦)

ª®®¬ (4.3)

At a head-to-phone distance of 20 cm (a typical value weOnly small head

rotations are required to

control the cursor.

measured for the given task), users have to move their head
by 9.6° horizontally and 19.9° vertically to select targets in
the corners of the smartphone. As the system depends on
the perspective, these angles decrease with an increased
distance between the user and the device. With a distance
of 40 cm, for instance, head rotations of 4.8° and 10.5° are
sufficient.

4.3.2 Head + Touch Selection

The Head + Touch (HT) selection technique combines headHead + Touch allows to

refine the cursor

location via touch.

tracking and touch input by allowing the adjustment of the
head-selected target with a brief touch gesture. This inter-
action technique extends the pure head technique, as the
user activates and selects targets in the same way. To im-
prove the selection accuracy, the user can momentarily in-
crease the force of the thumb press to lock the head cur-
sor, switching into an adjustment mode. In this mode, a
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(A) (B)

(C) (D)

Figure 4.1: A user wants to select the image in the upper right corner, which is
inconvenient to access without changing his device grip. The Head + Touch inter-
action technique enables selection by combining head and touch input: (A) The
technique is activated by applying a small amount of force anywhere on the screen.
(B) Above a certain force threshold, a virtual cursor is displayed at the center of
the screen. (C) The user can now control the cursor by rotating his head. (D) For a
more fine-grained selection, he increases the force momentarily to lock the cursor
in place and then drags his finger to adjust the cursor position. Releasing his finger
confirms the selection.
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small indicator at the center of the head cursor appears, and
dragging the thumb will draw a line in the direction of the
movement (see Figure 4.1). By applying less force, the user
can switch back to the normal head tracking mode anytime.
Releasing the touch entirely confirms the selection, just as
in the pure head tracking interaction.

4.3.3 Head Area + Touch Selection

In the Head Area + Touch (HA) selection technique, theHead Area + Touch

divides the screen into

four quadrants.

screen is divided into four quadrants. We call the lower
right quadrant the touch input area, as it is within reach of
the user’s thumb. Therefore, she can use direct touch to
select targets in this quadrant. If the user wants to select
a target further away, i.e., in another quadrant, she can se-
lect the quadrant by head movement and make the input
in the touch input area. The division of the screen into four
areas has two advantages. First, even less head rotation is
required to select an area, which should result in faster se-
lection times. Second, the touch input area is small enough
to be reached comfortably by the thumb.

To do so, the user activates the head tracking selectionThe touch input area

allows absolute indirect

touch inputs in the

quadrant specified by

the head.

mode by applying a small amount of force, as in the HT
technique. Instead of a cursor as in the HT technique,
the system shows a frame around a selected quadrant (see
Figure 4.2), and the user can choose one of the three other
areas by rotating her head in the desired direction. Like the
previous technique, the area can be locked by momentarily
applying a stronger force with the thumb. Now, the touch
point from the touch input area is mapped to the selected
area using absolute mapping. This mapping is indicated
by a virtual cursor representing the thumb’s touch location
inside the selected area. By moving the thumb, the user
can control the cursor position inside the selected area and
finalize their selection by lifting it.
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4.4 Study 1: Standing

To understand how our different reaching techniques com- We evaluated our

techniques in a user

study with 15

participants.

pare to each other and established methods, we conducted
a user study with 15 right-handed participants (23–69
years, M = 37.66, SD = 13.94, 6 female). Their average
thumb length was 73.56 mm (SD = 7.3 mm) and all of them
were smartphone users (screen size: M = 5.3", SD = .68").
We compared our three techniques (PH, HT, HA) to Bezel-
Cursor (BC) [Li and Fu, 2013] and Direct Touch (DT) input
as baselines.

4.4.1 Apparatus and Techniques

Participants were asked to hold and operate a smartphone Participants had to

select targets with their

thumb using an iPhone

XS Max

in portrait orientation only using their primary hand. Their
task was to select targets with their thumb using each tech-
nique while standing and holding the device in their right
hand in portrait orientation. We used an iPhone XS Max to
present the task to our users and capture data. The iPhone
screen measured 896×414 pt (149×69 mm).

To activate all three head-based reaching techniques as de- Force thresholds for our

head-based techniques

were adapted from the

related work.

scribed above, we set the force activation threshold to 1.33
units (about 0.7 Newton), which is significantly higher than
a typical touch on iOS devices [Corsten et al., 2019]. To lock
the cursor in HT and the area in HA, we used the maximum
force value the iPhone can detect (about 4 Newton).

We also compared our techniques to Direct Touch (DT) and We added Direct Touch

and BezelCursor as

baseline conditions.

BezelCursor (BC). We chose BC as a baseline condition as
Corsten et al. [2019] showed in a similar study setup that
BC is faster and has a higher success rate than most other
reaching techniques such as MagStick [Roudaut et al., 2008]
or Samsung’s edge-triggered ThumbSpace. In a pre-study,
we also tested the ForceRay technique [Corsten et al., 2019]
but found that selecting a specific force value while walk-
ing is difficult due to hand and arm movement. Bezel-
Cursor was implemented as described by Li and Fu [2013]
and included the additional details described by Corsten
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(0,0)

(3,0)

(7,0)

(11,0)

(1,1)

(10,1)

(2,2)

(4,2)

(0,3)

(1,4)

(3,4)

(0,5)

HA

PH

HT

BC

Figure 4.2: The targets were arranged in a 6×12 grid, as la-
beled by the coordinates (not in the actual trial). The partic-
ipants were asked to select the red target in each trial. This
example shows the large target SIZE. The four screens show
the details of our visualization in different conditions. HA:
The user moved her head toward the upper left area and
moved her thumb to select the green target. HT: The user
increased the force of the thumb to lock the virtual cursor
and is currently dragging the thumb upwards to the left.
PH: The user activated the head tracking technique and ro-
tated her head so that the green target is currently selected.
BC: The user is selecting the green target with BezelCursor.
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et al. [2019]. It is triggered by a swiping gesture from the
screen edge. After detecting the gesture, a line that expands
linearly by a factor of three in the direction of the thumb is
displayed. Similar to DynaSpot by Chapuis et al. [2009], the
end of the line has a circular area cursor that expands expo-
nentially up to 7.3 mm depending on the speed of the swipe
movement. If the speed drops below 2 mm/s the area shrinks
co-exponentially. When a target is below the cursor, it is
highlighted. When multiple targets intersect with the area
cursor, the target with the smallest distance from its center
to the cursor location is chosen. Lifting the thumb selects
the target.

4.4.2 Task and Targets

Participants were asked to select the targets as quickly as Participants were asked

to select targets in a

6×12 grid as quickly as

possible.

possible using the five techniques. At the beginning of
each trial, one target was highlighted in red, and the cur-
rently selected target was marked in green, as shown in
Figure 4.2. The participants had to release the thumb from
the touchscreen to confirm the target selection. After se-
lecting a target, the next trial was automatically shown af-
ter a delay of 500 ms. The targets were arranged in a 6×12
grid (see Figure 4.2) across an area of 414×864 pt; each cell
measured 69×72 pt. We excluded the top 32 pt due to the
camera notch of the iPhone. As recommended by Karlson
and Bederson [2007], we shifted each target within its cell
to avoid a regular-looking grid.

4.4.3 Variables

The independent variables were TECHNIQUE [PH, HT, The independent

variables were the

TECHNIQUE used to

select two different

types of TARGETs of

different SIZE.

HA, BC, and DT], TARGET, and SIZE. Our twelve targets
(Figure 4.2) were split into two groups: targets (0,0), (0,3),
(0,5), (3,0), (8,0), and (11,0) located at the border of the
screen, while the remaining six targets were more toward
the center of the screen. The SIZE represented typical iOS
widget sizes, i.e., the height of a 30 pt button (4.8×4.8 mm)
and a 60 pt app icon (9.6×9.6 mm).
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Each participant was asked to perform 5 TECHNIQUE × 12We used the same

counterbalancing

approaches as similar

studies in the related

work.

targets × 2 SIZE × 2 repetitions = 240 trials. TECHNIQUE

was counter-balanced using a Latin square, and the order of
the targets was randomized. We also randomized the SIZE

but, similar to the ForceRay study [Corsten et al., 2019], we
ensured that each participant started half of each TECH-
NIQUE with small targets and the other half with large tar-
gets. Before the participants started with a new TECH-
NIQUE, they were given two minutes to perform trials to
familiarize themselves with the new technique. After these
test trials, they selected twelve targets two times, followed
by the remaining SIZE for the current TECHNIQUE, again
starting with the test trials. After both sizes for a TECH-
NIQUE were completed, a new TECHNIQUE was presented.
Overall, the participants took approximately 35 minutes to
complete the study.

Dependent variables were trial completion Time [s], andWe measured the Time

and Success of each

selection.

user’s Success [0,1], i.e., whether they selected the correct
target or not. We measured the Time from when a new tar-
get was displayed until the user released the finger from
the touchscreen to confirm the selection. After the partici-
pants finished a technique, they were asked how much they
agreed that the technique was easy to use, how fatiguing
the technique was, how stable they could hold the device,
and how comfortable the head movement was for the three
head techniques on a 7-point Likert scale (7 = totally agree).
At the of the study, the participants were asked to rank all
techniques by Preference from highest (1) to lowest (5).

4.4.4 Results

In this study, we were most interested in the partici-
pants’ performance depending on the TECHNIQUE used.
Therefore, we focused our analysis on this main effect
and related interaction effects. We conducted a repeated-
measures ANOVA on the log-transformed Time data and
calculated the effect size using the partial eta squared mea-
surement. For the dichotomous Success data, we ran Mc-
Nemar and Cochran’s Q tests and used the approach from
Berry et al. [2007] to determine the effect size. We compared
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Figure 4.3: Time [s] by TECHNIQUE while standing. For
each variable, pairs of levels that do not share a letter are
significantly different (p < .001). Whiskers denote 95% CI.

Likert scale data using Friedman tests and used Kendall’s
Concordance Coefficient W to calculate the effect size. The
pairwise comparisons for the Likert scale data used the
Bonferroni correction.

TECHNIQUE had a significant main effect on Time (F4,3560 = TECHNIQUE had a

significant effect.

Participants were

fastest using DT, slightly

slower using HT and

HA, and slowest using

BC.

217.74, p < .001, 𝜂2
𝑝 = .196). Tukey HSD post hoc pairwise

comparisons were all significant (p < .001) except between
PH and HA. Figure 4.3 shows the mean selection times per
condition. Not surprisingly, participants were the fastest
with DT, followed by HT. HA and PH were the third fastest
techniques, followed by BC. These results are also visible in
Figure 4.3.

The target SIZE had a significant main effect on Time On average, targets

with a large SIZE were

selected 100 ms faster

than the smaller ones.

(F1,3560 = 67,14, p < .001. 𝜂2
𝑝 = .018). The Student’s t post

hoc pairwise comparisons revealed that the large targets
(1.55 s) were selected significantly faster than the small tar-
gets (1.65 s). The TARGET position had a significant main
effect on Time (F1,3560 = 15.26, p = < .001, 𝜂2

𝑝 = .004). The
Student’s t post hoc pairwise comparisons revealed that the
targets at the border (1.62 s) were selected slower than the
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other targets (1.58 s); however, with an almost unnoticeable
effect size. There was also a TECHNIQUE × TARGET interac-
tion effect on Time (F4,3560 = 13.67, p < .001, 𝜂2

𝑝 = .015). The
HSD post hoc pairwise comparisons are shown in Table 4.4.

DT PH HT HA BC

B
or

de
r M 1.536 1.554 1.581 1.584 1.937

CI ±.050 ±.044 ±.030 ±.025 ±.043

* B,C B,C C,D C,D E
C

en
te

r M 1.384 1.640 1.507 1.586 1.913

CI ±.041 ±.044 ±.030 ±.033 ±.044

* A D B C,D E

Table 4.4: Time [s] by TECHNIQUE × TARGET. Pairs of levels
that do not share a letter are significantly different (Time: all
p < .001). CI denotes 95% CI.

TECHNIQUE had a significant main effect on SuccessDT and PH were

significantly less

accurate than the other

techniques.

(Q(4) = 95.56, p < .001, ℛ = .025). Post hoc tests revealed
that Success for BC, HA, and HT were significantly higher
compared to DT and PH. Figure 4.5 shows each technique’s
mean Success rates.

Again, the SIZE of targets had a significant main effect onLarge targets were

easier to select than

small ones.

Success (Q(1) = 13.68, p = < .001, ℛ = .862). Post hoc tests
revealed that the Success rate for larger targets was 3.51%
higher than for smaller targets.

There was also a TECHNIQUE × SIZE interaction effect onOur participants had

the lowest Success

selecting small targets

using DT.

Success (Q(9) = 163.02, p = < .001, ℛ = .063). The post
hoc pairwise comparisons showed that the Success rate for
small targets using DT was significantly lower (75.4%) than
all other conditions. The Success rates for PH for small
(89.5%) and large targets (87.3%) were also significantly
lower than the remaining other conditions. All other con-
ditions, except DT for large targets (94.0%), were not signif-
icantly different.

Furthermore, there was a TECHNIQUE × TARGET interac-
tion effect on Success (Q(9) = 131.62, p = < .001, ℛ = .028).
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Figure 4.5: Success by TECHNIQUE while standing. For each
variable, pairs of levels that do not share a letter are signif-
icantly different (p < .05). Whiskers denote 95% CI.

The post hoc pairwise comparisons revealed that the SUC-
CESS rate for DT on targets at the border of the screen
(80.11%) was significantly lower than all the other con-
ditions. The SUCCESS rate for PH on non-border targets
(85.3%) was significantly higher than DT on border TAR-
GETS, but significantly lower than all the other conditions.

TECHNIQUE had also a significant effect on the ease of use We also found

significant differences in

the Likert scale data

regarding grip stability

and comfort of head

movements.

(𝜒2(4) = 40.16, p <.001, W = .586). Users found BC similarly
easy to use to DT and HT but significantly easier to use
than HA. PH was significantly more difficult to use than
the other techniques. The TECHNIQUE had also a signif-
icant effect on the grip stability (𝜒2(4) = 45.22, p < .001,
W = .754). The participants found that they did have a
more unstable grip using DT than the other techniques. The
TECHNIQUE had no significant effect on the participants
perceived fatigue but on how comfortable the head move-
ment was rated (𝜒2(4) = 45.22, p < .001, W = .866).

Finally, TECHNIQUE had a significant effect on participants’ Participants preferred

HT, HA, and BC over

the other techniques.

Preference ranking (𝜒2(4) = 41.21, p < .001, W = .804), as de-
picted in Figure 4.7. The post hoc pairwise comparisons
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DT

PH

HT

HA

BC

1 7 1 7 1 7 1 7

“The technique
was easy to apply”

“I maintained a
stable grip while

selecting”

“I did not feel fatigued
after using this

technique for a while”

“The head
movement felt
comfortable”

Figure 4.6: The graphs show the results of questionnaires for the standing (up-
per bars, saturated colors) and walking (lower bars, desaturated colors) conditions.
The bar charts depict participant agreement with each statement above on a 7-point
Likert scale (1: totally disagree, 7: totally agree). Participants experienced PH as too
difficult and DT as unstable. Whiskers denote 95% CIs.

show that participants significantly preferred HT, BC, and
HA over PH. DT was rated significantly worse than all
other techniques.

4.5 Study 2: Walking

We evaluated our reaching interaction technique in the firstTo evaluate our

techniques while

moving, we conducted

a second study with a

fresh set of participants.

study while participants stood. However, users often inter-
act with handheld devices while walking. Our next study,
therefore, explored how these techniques performed in that
situation. We conducted this user study with 10 right-
handed participants (19–69 years, M = 36.50, SD = 13.54,
4 female). None of these participants participated in the
first study. All of them own a smartphone with a mean
screen size of 5.1" (SD = .45"). Their mean thumb length
was 70.21 mm (SD = 7.5 mm).
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Figure 4.7: These graphs show our participants’ forced
ranking of techniques while standing (top) and walking
(bottom). Options were labeled in the questionnaire from
“least preferred” to “most preferred”. Stacks that are
aligned further to the right were preferred by participants.

The study was conducted in the same way as the first study, Apparatus and task

remained the same as

in Study 1, except that

participants walked

around an obstacle

course.

using the same study setup, device, and dependent and in-
dependent variables. The only difference was that the user
had to walk. Similar to the setup from Crossan et al. [2009],
the users were asked to walk around a set of obstacles (in
our case small tables) in a 4×4 m rectangle, as shown in
Figure 4.8.

4.5.1 Results

We used the same statistical methods as in the previous sec-
tion to evaluate the data measured in this study.

TECHNIQUE had a significant main effect on Time (F4,2336 =

152.03, p < .001, 𝜂2
𝑝 = .206). Tukey HSD post hoc pairwise
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Figure 4.8: To evaluate the technique in the walking condi-
tion, participants were asked to walk around tables on an
eight-shaped path.

comparisons were all significant (p < .001) except betweenWhile participants were

walking, we measured

the longest interaction

Times with PH.

PH and HA. Also, while walking, users were fastest with
DT followed by HT, HA, and BC; PH was the slowest. The
average completion times are also shown in Figure 4.9.

SIZE of the targets had a significant main effect on TimeAcross conditions, large

targets were selected

faster than small ones.

(F1,2336 = 11,82, p = .006 , 𝜂2
𝑝 = .335). Like the first study,

the Student’s t post hoc pairwise comparisons revealed that
the large targets (1.65 s) were selected faster than the small
targets (1.72 s).

The TARGET position had a significant main effect on TimeOther than while

standing, border targets

were now selected

faster than center

targets.

(F1,2336 = 11.48, p < .001, 𝜂2
𝑝 = .329). In contrast to the first

study, the Student’s t post hoc pairwise comparisons re-
vealed that the targets at the border (1,72 s) were selected
faster than the other targets (1,65 s). There was also a TECH-
NIQUE × SIZE interaction effect (F4,2336 = 5.08, p = .008, 𝜂2

𝑝

= .335) and a TECHNIQUE × TARGET interaction effect on
Time (F4,2336 = 54.51, p < .001, 𝜂2

𝑝 = .085). The Tukey HSD
post hoc pairwise comparisons for both effects are shown
in Table 4.10.
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Figure 4.9: Time [s] by TECHNIQUE while standing. For
each variable, pairs of levels that do not share a letter are
significantly different (p < .001). Whiskers denote 95% CI.

DT PH HT HA BC

TA
R

G
E

T B
or

de
r M 1.453 1.804 1.774 1.802 1.976

CI ±.097 ±.145 ±.065 ±.075 ±.086

* B C C,D C,D,E E

C
en

te
r M 1.233 2.604 1.769 1.810 1.885

CI ±.047 ±.136 ±.075 ±.084 ±.062

* A F C,D C,D D,E

SI
Z

E

Sm
al

l M 1.419 2.170 1.885 1.871 1.927

CI ±.098 ±.159 ±.084 ±.080 ±.071

* A E C,D C,D D,E

La
rg

e M 1.269 2.237 1.741 1.741 1.935

CI ±.048 ±.139 ±.048 ±.079 ±.078

* A D,E B B,C D,E

Table 4.10: Time [s] by TECHNIQUE × TARGET and TECH-
NIQUE × SIZE. Pairs of levels that do not share a letter are
significantly different (all p < .001). CI denotes 95% CI.
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For the dependent variable Success we found the followingHT, HA and BC

provided significantly

higher Success rates

than the other two

TECHNIQUEs.

effects: TECHNIQUE had a significant main effect on Suc-
cess (Q(4) = 380.019, p < .001). We only measured Success
rates above 90% with HT, HA, and BC. This difference to
DT and PH was significant. The results of the post hoc pair-
wise comparisons are shown in Figure 4.11.

The target SIZE also had a significant main effect on Suc-Success was higher

when targets were

larger and/or at the

screen border.

cess (Q(1) = 14.290, p < .001, ℛ = .162). Larger targets (87%)
were selected significantly more reliable than smaller tar-
gets (82%). The TARGET position had a significant main
effect on Success (Q(1) = 7.197, p < .001, ℛ = .003). Targets
at the border (86%) had a significantly higher success rate
than targets in the middle of the screen (83%).

There was also a TECHNIQUE × SIZE interaction effect on
Success (Q(4) = 439.440, p < .001, ℛ = .003). The post hoc
pairwise comparisons show that selecting both small and
large targets with PH had the lowest success rate. Selecting
small targets with DT has a significantly higher success rate
than PH but a significantly lower success rate than all other
conditions.

The TECHNIQUE × TARGET position interaction effect had
also a significant effect on the Success (Q(4) = 497.896, p <
.001, ℛ = .034). Here, the post hoc comparisons show again
that selecting targets with PH has the lowest success rate
and that selecting not-border targets with DT has a signifi-
cantly higher success rate than border targets.

Similar to study 1, TECHNIQUE had a significant effect onThe preference ranking

was similar to the

previous study.

the Preference ranking (𝜒2(4) = 30.001, p < .001, W = .750).
Users preferred HT, BC, and HA over DT, followed by the
least preferred technique, PH.

The TECHNIQUE also had significant effect on the ease ofSignificant effects in the

Likert scale support this

preference ranking.

use (𝜒2(4) = 36.237, p < .001, W = .906). Users found HT and
HA significantly easier to use than DT and PH. There was
no difference between BC and the other techniques. The
effect of TECHNIQUE on grip stability was significant, too
(𝜒2(4) = 27.739, p < .001, W = .693). Similar to the first study,
our participants found that their grip was much more un-
stable using DT than any other technique. The effect on
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Figure 4.11: Success by TECHNIQUE while standing. For
each variable, pairs of levels that do not share a letter are
significantly different (p < .05). While walking, neither DT
nor PH provided sufficient accuracy. Whiskers denote 95%
CI.

the head movement comfort was significant as well (𝜒2(2)
= 12.684, p < .001, W = .357). Participants experienced the
head movement required by HA as more comfortable than
using PH. Other than in the first study, TECHNIQUE had
no significant effect on the users’ perceived fatigue (𝜒2(4) =
9.560, p = .049, W = .239). Figure 4.6 summarizes the means
and CIs of the questionnaire data.

4.6 Discussion

The results of our evaluation led us to important insights
into how head tracking can be used in reachability tech-
niques. While our goal was to increase the thumb reach
on smartphones specifically, our findings can more gener-
ally inform the design of interaction techniques that aim to
leverage head tracking.
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Supplementing head tracking with touch input. The re-Especially in the

walking condition, HT

and HA outperform BC

with a higher success

rate and faster

completion times.

sults of both studies show that our HT and HA reaching
techniques have a higher success rate than DT and a similar
success rate as BC. Especially in the walking condition, HT
and HA have a higher success rate than BC (see Figure 4.5)
even though there is no statistical significance. This makes
HT and HA particularly useful for scenarios in which an
accurate target selection is important.

Both techniques are only slightly slower than DT whileHT and HA are slower

than DT because they

combine two input

modalities. Also, DT

provides a significantly

lower accuracy.

standing and about 25% slower while walking, a trade-off
that was partially expected as our selection technique com-
bines two different input modalities. However, HT and HA
were significantly faster than BC, and we believe that once
users become more familiar with those new input tech-
niques, the gap to DT will narrow further. These findings
show that head tracking input in combination with touch
offers a good trade-off between speed and accuracy.

As the users can target any point in their vicinity using theirHead-based techniques

likely scale better than

BC on larger screen

sizes.

heads, both HT and HA can also be used on larger devices
such as tablets with similarly small finger movements. On
the other hand, when using BC on large devices, the move-
ments of the fingers to reach a target increase. However, the
head-based techniques require the camera of the devices to
track the user’s head, which could lead to increased battery
consumption.

Importance of realistic testing conditions. Our study re-While PH was

comparable to other

techniques while

standing, it failed while

walking.

vealed that while PH performance in the standing con-
dition is similar to other head tracking techniques, it be-
comes almost unusable while walking. We believe this to
be rooted in the problem that while a user is walking, not
only the head is moving but also the arm and, thus, the
smartphone. Those results align with previous works that
have identified issues with head tracking in real-world sce-
narios [Crossan et al., 2009].

Our study contributes an important data point due to theRealistic testing

scenarios are essential

for research with mobile

devices.

comparative study of different techniques in two different
conditions. It presents solutions for this problem by sup-
plementing head tracking with touch input. We hope this
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not only inspires future research to develop new interac-
tion techniques but also encourages to consider evaluations
in more realistic scenarios, as the results of controlled lab
studies might not be replicable in the real world, rendering
promising interaction techniques unusable.

User preference and mitigating frustration. While our The combination of a

coarse head selection

tweaked by touch input

was well perceived by

participants.

participants preferred HT the most, the results also see HA
ranked quite high in the walking condition. We assume
this is because it requires slightly fewer movements, and
the control of each movement requires effort while walking.
The rankings highlight that participants accepted the gen-
eral concept of combining coarse head selection and touch
fine-tuning. Although in a different context, a similar in-
sight was reported for gaze interaction by Stellmach and
Dachselt [2012] where users made a coarse selection on a
wall-sized display with the eye and fine-tuning via touch
input.

The participants’ preference plays an important role when Our novel interaction

techniques were also

ranked better because

they offered a less

frustrating experience

for the participants.

comparing novel approaches with established techniques:
While direct touch was generally the fastest selection
method, it led to a high level of frustration. Not only did
participants rank DT extremely low in both conditions in
terms of grip stability, but three participants even dropped
the phone while they tried to reach a target in the upper
corner of the display. Our post-study questionnaire also
highlighted another issue of head tracking for input: Fa-
tigue that is well-known from previous research [LoPresti
et al., 2000]. However, when pairing head tracking with
another technique, this effect can be mitigated as the head
movement is less enunciated due to it only being used for
coarse pre-selection, as highlighted in our HT and HA con-
ditions in both studies (see Figure 4.6).

4.7 Future Work

Across all conditions, we saw no significant difference be-
tween HT and HA in terms of performance, both in terms of
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success rate and time. Most questionnaire responses show
a similar result as we saw no substantial differences be-
tween the two techniques or relatively small preferences
for either technique in one of the conditions (head move-
ment comfort in Figure 4.6). The most significant difference
between the two techniques can be found in the ranking,
as most participants ranked HT as their favorite selection
technique in both conditions and HA as second (walking)
or third (standing, behind BC).

However, further work is required to investigate the differ-For future work, one

could investigate larger

screen sizes and

different aspect ratios.

ences between those and potential other techniques in more
detail. For example, which concrete real-world use cases
can best be supported by which technique? We only consid-
ered portrait view—but are there scenarios using landscape
orientation, and how does head + touch perform in those
situations? How do those techniques scale, e.g., on larger
screens such as tablets, where reachability even becomes an
issue in multitouch environments when using two hands to
hold a tablet while talking? Can head tracking in combina-
tion with touch input also be helpful in such a scenario, and
if so, how is it best implemented?

4.8 Conclusion

In this chapter, we investigated the use of head tracking toWe designed and

evaluated different

interaction techniques

that solve the

reachability problem on

smartphones.

address the reachability issue on handheld touchscreens. In
addition to pure head tracking as a target selection input
technique, we developed Head + Touch, an approach that
complements head tracking with touch input for refining
the target selection, and Head Area + Touch. This additional
technique allows users to first select a target area via head
tracking and then refine the selection within that screen
area. We compared those three techniques to traditional
direct touch input and a well-known technique that aims to
address reachability, BezelCursor by Li and Fu [2013]. To
ensure that our evaluation reflects a realistic use case, we
conducted two user studies in different conditions: in the
first study, participants selected targets using all five dif-
ferent techniques while standing, and in the second study
while walking.
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The results of our evaluation show that our combination We found a useful

tradeoff between

accuracy and speed by

combining head

tracking for a coarse

selection with touch

input for more precise

control.

of head tracking and touch input not only addresses the
reachability problem but also performs well compared to
existing techniques. While we identified that pure head
tracking as a selection technique encounters issues, partic-
ularly in the walking condition to the point of not being
viable as an alternative, our refined techniques are viable
interaction techniques. Both approaches that combine head
tracking with touch input were more accurate but slightly
slower than direct touch and faster than BezelCursor, with
almost similar success rates. Our Head + Touch and Head
Area + Touch techniques offer a useful tradeoff between suc-
cess rate and speed of input for target selection tasks. Espe-
cially in real-world scenarios with one-handed smartphone
operations, they provide an improvement over traditional
touch input. We believe that this work can also inform fu-
ture research into identifying ways how to leverage head
tracking as a complementary input technique on touch de-
vices, as head tracking becomes more ubiquitous in today’s
technology.

In this chapter, we used head tracking as a two-dimensional Head + Touch links the

user’s head to a

screen-space cursor.

Next, we will select

world-space content

using facial tracking

instead.

input to specify elements on the screen. The two studies
prove that head tracking was reliable both while standing
and walking. As our participants’ experience with the in-
teraction techniques and their preferences were quite simi-
lar across standing and walking conditions we will explore
the seated setting only in the next chapter. The increased
tracking stability during the seated interaction will allow
us to integrate gaze tracking, which can target any object
in the vicinity. This will allows us to make the jump from
screen-space to world-space content.
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Chapter 5

Investigating Gaze
Support in Cross-Device
Interactions

SUMMARY:
We present GazeConduits, a calibration-free ad-hoc mobile interaction concept
that enables users to collaboratively interact with tablets, other users, and con-
tent in a cross-device setting using gaze and touch input. GazeConduits lever-
ages recently introduced smartphone capabilities to detect facial features and
estimate users’ gaze directions. To join a collaborative setting, users place one
or more tablets onto a shared table and position their phones in the center. The
system then tracks their presence and gaze direction to determine which tablets
they look at. We present a series of techniques using GazeConduits for collabo-
rative interaction across mobile devices for content selection and manipulation.
Our evaluation with 20 simultaneous tablets on a table shows that GazeCon-
duits can reliably identify which tablet or collaborator a user is looking at, en-
abling a rich set of interaction techniques.

Publications: The work presented in this chapter was done in collaboration with Simon Voelker,
Christian Holz, Christian Remy, and Nicolai Marquardt. The author of this thesis developed the re-
search idea and relevant research questions with his co-authors. Furthermore, he created the software
artifact and planned and conducted the study. Most of this work has been published as a paper in the
Proceedings of ACM CHI 2020 [Voelker et al., 2020]. The author of this thesis is one of the principal
authors of the paper. Most sections in this chapter are taken from the paper publication.
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5.1 Motivation

Cross-device interaction between multiple co-located mo-Cross-device

interactions rely on

seamless interactions

to shift data between

devices connected in an

ad-hoc network.

bile devices has become an emerging field of research
in human-computer interaction [Hamilton and Wig-
dor, 2014; Rädle et al., 2014]. These setups of co-located
mobile devices can be used to create ad-hoc device commu-
nities [Jetter and Reiterer, 2013] almost anywhere to allow
users to share or collaborate on content across devices. Es-
pecially using the spatial relationship between co-located
devices is beneficial for applications such as brainstorm-
ing [Rädle et al., 2015], collaborative photo sharing [Jin
et al., 2015], and productivity tasks [Marquardt et al., 2018].
For seamlessly interacting across devices, researchers have
explored a variety of input techniques, such as touch
[Rekimoto, 1997] and gestures [Hinckley, 2003; Rekimoto
et al., 2003].

One input modality receiving increased attention lately isIn multi-user

cross-device

interactions, gaze

tracking can be used to

identify objects of

interest. As this

requires no ongoing

control using the eyes,

the double role of gaze

is minimized.

gaze as a communication channel for recognizing the user’s
interaction with a device [Pfeuffer et al., 2014]. The previ-
ous chapters prove that users can reliably use their heads to
specify objects out of reach for touch. As our eyes move to
perceive visual input, head tracking allows us to use differ-
ent input and output modalities that can transfer informa-
tion concurrently, preventing a double role of gaze. How-
ever, targeting a distant object using the head requires more
physical movement than just looking at it. In specific sce-
narios, the double role of gaze is less of an issue, e.g., when
the interactive system relies only on identifying the user’s
object of interest. Especially in multi-user scenarios, gaze
sensing enables new ways to interact with objects out of
reach for touch. Particularly, mobile cross-device interac-
tions can benefit from gaze as input, as studies have shown
its benefits for interacting with multiple devices [Turner
et al., 2014; Voelker et al., 2015].

In this chapter, we integrate mobile gaze sensing into cross-This chapter explores

calibration-free gaze

interaction techniques.

device interaction to explore the design space of collab-
orative interaction on everyday mobile devices. Our ap-
proach is guided by the following research question: How
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Figure 5.1: GazeConduits is a mobile and ad-hoc gaze tracking system that allows
one or more users to interact across the devices placed in front of them. GazeCon-
duits leverages the eye-tracking capabilities of recent commodity devices, allowing
them to participate in cross-device interaction scenarios.

can we implement calibration-free collaborative interaction
techniques that support cross-device interaction?

We present our gaze tracking system GazeConduits, which GazeConduits

showcases interaction

techniques that can be

used on off-the-shelf

ad-hoc device setups.

leverages the gaze tracking capabilities built into recent
smartphones to detect and track users around a set of de-
vices as well as predict their gaze direction toward spe-
cific devices for selection and interaction. GazeConduits
requires no calibration, which makes it simple to set up in
ad-hoc group scenarios. We briefly demonstrate multiple
scenarios that build on GazeConduits in conjunction with
touch input to enable dynamic groups of users to select and
manipulate content across their devices collaboratively. We
evaluated GazeConduits and found that it can detect which
tablet or collaborator a user is looking at with 95.6% ac-
curacy. GazeConduits contributes to the field of interac-
tive technologies and showcases how off-the-shelf devices
can be used to achieve calibration-free, collaborative cross-
device interaction by combining gaze and touch input.
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5.2 Related Work

We position the GazeConduits techniques in the context of
three areas of related work: the design of cross-device sys-
tems and their requirements for tracking, interaction tech-
niques leveraging a person’s gaze as input, and the recent
approaches toward mobile gaze tracking. As the latter was
already presented in Section 2.6, we will focus on the for-
mer two here.

5.2.1 Cross-Device Systems and Tracking

Cross-device interactions focus on sharing data and con-
trols across multiple co-located devices. For these interac-
tions, the different dimensions in the framework by Green-
berg et al. [2011] (Section 2.1, p. 15), e.g., distance and ori-
entation, provide semantics to which actions are appropri-
ate in different device and user constellations [Grønbæk
et al., 2020].

The survey on cross-device systems by Brudy et al. [2019]Mobile cross-device

interactions were

explored in different

contexts, including

sensemaking, curation,

media sharing, and

content editing.

identified a recent trend in ad-hoc mobile cross-device uses.
Researchers envisioned novel interaction techniques for
such cross-device setups across different application do-
mains. For example, VisTiles by Langner et al. [2018] cou-
ples and coordinates data visualizations across multiple co-
located mobile devices to simplify sensemaking. The work
of Wozniak et al. [2016] shows how cross-device sensemak-
ing on mobile devices benefits from spatial awareness of
devices. Brudy et al. [2016] explored a cross-device doc-
ument presentation system to help curate digital content.
Lucero et al. [2011] presented interaction techniques that
help to share and consume digital media like photos across
multiple phones. Klokmose et al. [2015] investigated col-
laborative content editing across multiple devices.

Usually, these setups distribute an interface across a num-
ber of devices, such as tablets, smartphones, interactive
walls, or tabletops, and provide techniques for effectively
using the input/output modalities of these multi-device se-
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tups. The research has led to the exploration of supporting Cross-device setups

can be used for

collaborative or

individual tasks. The

latter also occurs as

part of collaboration.

both individual and collaborative tasks. Early work on sup-
porting individual usages includes Hinckley et al. [2009],
who presented interaction techniques that allow for fluent
interactions with dual-screen tablet computers. Related to
that, SurfaceConstellations by Marquardt et al. [2018] is a sys-
tem of 3D-printed brackets to arrange multiple mobile de-
vices optimized for specific tasks stably. Regarding collabo-
rative activities, multiple interaction techniques to interact
with media on a shared large screen were developed, e.g.,
by Izadi et al. [2003] and Wigdor et al. [2009]. However,
collaborative tasks often also contain individual subtasks.
In this context, Homaeian et al. [2018] showed the trade-
off between accessing data display on a shared display and
mirroring it on a personal device: When users can interact
with shared content directly from their personal device, this
is more comfortable for them and less distracting to collab-
orators. However, it comes at the cost of reduced awareness
of other people’s actions.

A central research area of cross-device work is investigating Researchers explored

various interaction

techniques that make

data transfers within the

devices of a

cross-device system

seamless and tangible.

effective techniques for a person to interact with this ecol-
ogy of devices [Brudy et al., 2019]. Inspired by early semi-
nal work such as Pick-and-Drop by Rekimoto [1997], differ-
ent techniques have been designed and evaluated for link-
ing devices and transferring digital content. One technique
for pen-based tablets similar to Pick-and-Drop is Stitching
by Hinckley et al. [2004]. With this technique, dragging
content with the digitizer pen from one device surface to
another will initiate data transfers. Simeone et al. [2013]
envisioned drag and drop gestures with a bimanual inter-
action between desktop and phone: One hand aligns the
devices next to each other; the other hand is used to swipe
contents with touch. Hinckley [2003] used IMU data to trig-
ger device connections. One example of their synchronous
gestures is extending the desktop of one device to the other
display by bumping the sides of the two nearby devices
against each other.

All these techniques rely on some physical contact between
the two devices to initiate data transfers. Contrarily, Hamil-
ton and Wigdor [2014] envisioned a technique where the
different devices could remain spaced apart. A broadcast is



108 5 Investigating Gaze Support in Cross-Device Interactions

sent to all other devices after initiating a possible transferData transfers with

spatially agnostic

broadcasts require no

physical contact.

from one device. Therefore, without specifying a target de-
vice in advance, this transmission can be accepted from any
device nearby. Not requiring physical contact might have
advantages, as the authors found out during their sense-
making tasks study. People place devices so that they can
remember which content is where.

The above techniques are spatially agnostic: They do notSpatially aware

techniques integrate

external tracking

mechanisms of devices.

They can reduce

mental workload during

operation.

know about the actual arrangement of the devices in the
room or on the table. Therefore, overhead-positioned
depth-sensing cameras have been used to add context to
different cross-device systems. For instance, Hu et al. [2014]
and Wu et al. [2017] used them to track the position and
orientation of the users in front of a shared digital sur-
face, Rädle et al. [2014] tracked locations of devices on
a table, and Marquardt et al. [2012] combined tracking
of both to offer different functionalities and spatial ges-
tures based on different proxemic distances between par-
ticipants. Later, related approaches leveraged screen polar-
ization, like the PolarTrack by Rädle et al. [2018] or tracking
a person’s face with front-facing RGB cameras like Grubert
and Kranz [2017] to detect device location. The work of
Rädle et al. [2015] suggests that spatially aware techniques
can reduce mental workload and are preferred by people.
Because most of these approaches require complex tech-
nical setups, finding new ways toward ad-hoc and flexi-
ble cross-device collaboration remains an ongoing research
challenge.

5.2.2 Gaze Interactions

Gaze interactions promise a fast and effortless input, asThe double role of gaze

and Midas touch

problem make direct

manipulation of

contents using our eyes

infeasible.

gaze is our primary sensory channel (Section 2.2, p. 17): The
first interaction with an object is to look at it [Zhai, 2003].
However, several obstacles complicate the use of gaze in in-
terfaces, such as its inaccuracy, the double role of gaze, and
the Midas touch problem defined by Jacob [1990]. These
circumstances render it ineffective to directly manipulate
digital content or control cursors using gaze [Stellmach and
Dachselt, 2013].
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Instead, gaze has proven to be more useful to indicate areas Successful applications

of gaze in interfaces are

mode switches and

pre-selections of cursor

locations.

of interest or in applications as a method for selecting con-
tent. Vertegaal et al. [2005] used eye contact in combination
with a universal control to determine which home theater
appliance is being controlled. Zhai et al. [1999] used gaze to
coarsely position the mouse cursor while supporting refine-
ment and click actions using the familiar mouse interaction.
Stellmach and Dachselt [2012] presented methods to pan
and zoom gazed content on a distant display by tilting or
touching a handheld device or the mouse. Multiple studies
by Pfeuffer et al. [2014, 2015]; Pfeuffer and Gellersen [2016]
and Voelker et al. [2015] showed that gaze can be utilized to
switch between direct and indirect touch input seamlessly.
This is achieved by using direct touch while users are look-
ing at their hands and warping the touch point to the gaze
location when they look at a different part of the display or
even at a different display.

An advantage of gaze over touch input is that it does not In collaborative settings,

gaze tracking was often

combined with touch,

e.g., to extend the reach

on large touch surfaces.

share the reachability problem [Remy et al., 2010], as any
objects in the visible range can be interacted with. Studies
by Turner et al. [2011, 2014, 2015] have shown that a com-
bination of gaze and touch can be used to extend the touch
input on a large surface, to transfer objects between multi-
ple devices, or to modify objects on a distant screen. Gaze
input can also be a handy addition to collaborative settings.
Studies by Zhang et al. [2017], van Rheden et al. [2017], and
Pfeuffer et al. [2016] used gaze tracking to show that all
collaborators recognize at which location a user is looking,
thus increasing the awareness of collaborators. All these in-
teraction concepts can be applied in an ad hoc mobile cross-
device setting; however, so far, they have required either
extensive calibration, specific hardware, or a controlled lab
environment to track gaze.

5.3 Gaze Tracking in an Ad-hoc Setting

In ad-hoc cross-device setups, multiple users can create de- The ubiquitous

smartphone serves as

a central hub within

GazeConduits.

vice communities on the fly by arranging multiple mobile
devices on a surface. With GazeConduits, we followed this
ad-hoc approach and designed it for easy setup without cal-
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Figure 5.2: The smartphone case (left) has an included
stand that can be expanded and collapsed. It ensures that
the phone can easily be placed at the correct angle on the
table. The connector widget (right) allows the users to ar-
range up to four smartphones in a fixed arrangement easily.

ibration. Our choice of using the smartphone to track gaze
instead of a separate eye tracker allows the system to be set
up at any time without specific hardware requirements be-
yond the ubiquitous smartphone that people carry in their
pockets.

GazeConduits builds on iOS running on Apple’s iPhone XFor GazeConduits, we

placed the smartphone

in an upright position on

a table using a stand

integrated into a

smartphone case.

or later being able to extract facial features from its front-
facing RGB-D camera. In our preliminary study in Sec-
tion 2.7.3 “Quantifying Visual Gaze Tracking” (p. 41) we
already saw that uncalibrated gaze tracking accuracy suf-
fices to identify regions with the size of a tablet. Yet, for
the phone to see the environment and its user, we need a
stand that holds the phone upright at the center of the table
where the users are sitting. For this purpose, we built a pro-
totype smartphone case with an expandable stand, shown
in Figure 5.2

Determining the optimum angle. We wanted to provide
users with comfortable seating around devices and provid-
ing enough space to move around without unintentionally
leaving the tracking area. Assuming a user’s typical sitting
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height of 30–40 cm above the table and close to the table We found that a tilt

angle of 30° (±5°) was

most suitable to allow

users to sit comfortably

at the table.

edge, the phone should be placed 60 cm away from that ta-
ble edge, following basic trigonometry. At this position, we
varied the tilting angle of the phone and found that an an-
gle between 25° and 35° allowed users to move their heads
without the phone losing tracking.

The GazeConduits case. Our smartphone case allows the Multiple smartphones

can be locked together

using magnets.

smartphone to be placed as a central hub at the correct
position and angle. Using an additional connector wid-
get, we can ensure that four phones can be placed in a
fixed position, similar to the idea of SurfaceConstellations
of Marquardt et al. [2018]. To obtain each phone’s direction
in this constellation, we can use the compass to determine
their relative positions. GazeConduits then creates a shared
coordinate system across devices that registers the location
of each tracker phone.

Using a smartphone case as a stand directly results in no Using a stand

integrated into the

phone case omits the

need for users carrying

additional hardware.

need for users to carry additional custom hardware to set
up the cross-device system. This makes it more practical.
We built this prototype using LEGO Technic1. However,
such a case could also be easily built in a thinner form factor
using a 3D printer or laser cutter.

5.4 GazeConduits

With the GazeConduits case, we created a stable and scal-
able solution to support gaze tracking in a cross-device
setup. In this section, we present interaction techniques
that GazeConduits uses to create a calibration-free collab-
orative environment that supports a combination of gaze
and touch interactions on commodity devices and minimal
setup requirements.

To set up the GazeConduits system, the first user places an
iPhone on a table and starts our GazeConduits app, which
acts as the central hub for gaze input. The integrated stand

1 www.lego.com/en-us/themes/technic

www.lego.com/en-us/themes/technic
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of the case enforces a suitable tilt angle and provides theTo start a session, the

user launches the app

and uses the phone

case to position the

phone at the center of

the table.

flexibility for users to expand and collapse the setup dur-
ing operation. Using the measurements of the IMU in the
smartphone, we can calculate the exact position on a plain
surface that represents the table in the smartphone’s coor-
dinate system.

After placing her smartphone on the table, the user can addEach tablet added to

the session requires

users to provide its

coarse position relative

to the hub phone(s).

up to 20 tablets around the smartphone following a rough
grid layout (Figure 5.1). To participate in the shared device
environment, the GazeConduits app is launched on each
tablet, which automatically connects it to the smartphone,
in our case via Wi-Fi. Each new tablet then displays a mes-
sage asking the user to select its rough position on the grid
(Figure 5.3).

Several design decisions have influenced the layout andGazeConduits supports

up to 20 tables with a

size of up to 25×25 cm.

size of our grid and the limitation to 20 tablets. Each grid
element has a size of 25×25 cm; based on our accuracy tests,
this size ensures that the gaze tracking mechanism can al-
ways reliably detect whether a user is looking at a target
within that grid element. It is also slightly larger than com-
mon tablets like the iPad (23.8×16.7 cm), Microsoft Surface
GO (24.5×17.5 cm), or Samsung Galaxy Tab (24.9×16.4 cm),
making sure that common tablets fit into a grid element
without overlap issues, regardless of their orientation.

Assuming a setup with up to four collaborators around theTablets can be placed in

a 5×5 grid, as at most

two tablets fit in the

tracking frustum

between a user and the

phone.

table, we can support a maximum of a 5×5 grid, with the
central grid element being reserved for the smartphones.
Two rows of tablets are placed in front of each user; with
more rows, the distance from a user to a phone would ex-
ceed the maximum 88 cm derived in previous tests, espe-
cially if the user is leaning back or rocking back and forth
in their chair. Furthermore, the corners of the grid do not
allow for reliable gaze tracking, as users looking at tablets
in the corners of the table have to rotate their heads more
than 30 degrees. Thus, we limited the number of grid ele-
ments in the first row in front of each user to three, resulting
in the grid used in Figure 5.1.
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Figure 5.3: When the user places a new tablet on the ta-
ble, GazeConduits connects to existing devices and asks the
user to select its grid position.

GazeConduits works on layouts other than the 20-tablet ar- The number of users,

tablets, and

arrangement of tablets

is fully flexible.

rangement, too, e.g., in setups with only one or two users
or scenarios where not all tablets should be selectable via
gaze. As soon as one or more tablets are placed on the ta-
ble and the user selects at which position these tablets are
placed, GazeConduits can directly detect and track which
tablet or other collaborator the user is looking at.

While GazeConduits displays a static, predefined grid on GazeConduits uses a

Voronoi grid to map the

interaction space on the

table to tablets. This

makes the system

robust against sparsely

filled grids.

its tablet UI during this positioning phase, the system does
not require tablets to align with the grid elements perfectly.
It displays a grid to suggest good placement positions, but
after tablets have been placed and the users have tapped
on the closest grid element for each, the system splits up
the entire shared space between the existing tablets, map-
ping every area to the nearest existing device in a simpli-
fied Voronoi grid approach. This makes our system robust
against sparsely filled tablet grids and misaligned devices.
The grid becomes more important if two tablets are placed
directly adjacent to each other. In this case, aligning them
to the grid helps disambiguate which tablet is being looked
at.
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By comparing the compasses of each tablet and smart-Orientation awareness

rotates contents on

tablets so that they face

their viewer.

phone, GazeConduits can roughly determine each tablet’s
orientation. This enables GazeConduits to, e.g., change the
display orientation of a tablet dynamically based on which
user is looking at it.

Moreover, GazeConduits can also detect if one or moreUser awareness allows

identifying and locating

users around the table.

users are present, their locations around the table, and via
face identification who is located where. We implemented
this detection by comparing the geometry (nose, chin, and
mouth) of the detected faces, achieving a simple user iden-
tification to simulate the use of a more advanced face recog-
nition system in collaborative scenarios.

In addition to the shared tablets, GazeConduits also sup-Users can have a

private tablet that other

collaborators cannot

access.

ports one private tablet per user. These tablets can be freely
moved around and used for private content that the other
users should not see. Other users cannot select it using
gaze. However, they can use the respective person as a
proxy for this tablet. For example, if one user wants to
share an object from her private tablet with another user
such that the others cannot see the object, he could just look
at the user and perform a touch gesture on his private tablet
to send it to the other user’s private tablet. We explore this
and several other interaction concepts in the scenarios sec-
tion below.

5.5 Study 1: Evaluating Gaze-to-Tablet
Tracking

To understand how well the gaze tracking of the phone andTo evaluate tracking

accuracy, we conducted

a study with 10

participants.

our correction method can identify which tablet a user is
looking at, we created a game for a user study with 10 par-
ticipants (23–35 years, M = 28.73, SD = 3.31, two female).
In this study, users had to perform a gaze-and-drop inter-
action similar to the content transfer techniques introduced
by Turner et al. [2014].
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5.5.1 Apparatus and Task

We set up GazeConduits with one iPhone X that tracked The game task was

inspired by typical

cross-device movement

operations.

the participant’s gaze and 20 shared tablets placed on the
grid around it as shown in Figure 5.1. Participants were
asked to sit in front of the smartphone so that it could track
their faces. The system provided feedback at any time by
displaying a crosshair on the shared tablet they were look-
ing at. In addition, they held one private tablet, which they
were instructed to use for touch input. The goal of the game
was to feed octopuses on the shared tablets with a shrimp
displayed on the private tablet. This task mimics a typical
cross-device object movement operation, in which a user
wants to transfer an object from one tablet to another.

At the beginning of each trial, all shared tablets only Integrating a private

tablet in this task

provided a homing

location for the gaze

and touch selections.

showed a blue water background, and the private tablet
displayed a 3×3 cm large shrimp at a random location. As
soon as participants touched and held the shrimp, an octo-
pus appeared on one of the shared tablets. Participants then
had to find the tablet with the octopus and, while looking at
it, release the touch from the shrimp on their private tablet.
The octopus and shrimp disappeared as soon as they re-
leased their touch, and a new trial was started. With this
study design, we ensured that participants looked at their
private screens at the start of each trial. Each octopus ap-
peared four times on each of the 20 tablets in random order,
such that each participant had to conduct 80 trials for a to-
tal of 800 recorded gaze selections across 10 participants.
Before starting the study, the participants had the opportu-
nity to familiarize themselves with the system by conduct-
ing one test trial for each tablet.

5.5.2 Variables

Since we were primarily interested in how reliable the sys- We used POSITION as

independent variable

and measured the Time

and Success of each

selection.

tem could detect which tablet the participants were looking
at and if this differed between tablet positions, we used the
tablet POSITION as independent variable. As dependent
variables, we measured Success [0,1] if the system was able
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to identify that the user looked at the correct target, and the
task completion Time [s] for each trial.

5.5.3 Results

The overall success rate was 95.58%, To analyze the relationWe measured high

Success Rates

independent of

POSITION.

between POSITION and Success events, we calculated the
Success Rate [%] for each user at each position. We used a
repeated-measures ANOVA to analyze the data. We could
not find a significant effect of POSITION on the Success Rate
(F8,1336 = 779, p = 0.0758).

We measured an average task completion time of 2.13 sPOSITION had a

significant effect on the

Time needed to select a

tablet.

(SD = 1.33 s). For analysis, we used a repeated-measures
ANOVA on the log-transformed data. POSITION had a sig-
nificant main effect on Time (F19,779 = 8.13, p <.001). Tukey
HSD post hoc pairwise comparisons showed that the tablet
positions are divided into four groups that are significantly
different from each other in terms of task completion time.
Figure 5.4 shows these groups.

5.5.4 Discussion

Our study results highlight that GazeConduits can reliablyThe study confirms the

reliability of

gaze-to-tablet tracking

under feedback.

identify which tablet a user is looking at. The success rates
show that the system could identify each tablet position
similarly. However, since the system displayed a cursor
that indicated the tablet at which participants were look-
ing, participants could correct the selection by moving their
eyes and head until the system selected the correct tablet.

Task completion times suggest that for most tablet positionsThe majority of tablets

(groups 1 and 2) were

directly identified

correctly by the

tracking.

(groups 1 and 2), GazeConduits was able to identify the
tablet the user was looking at directly. We also observed
that it was sufficient for participants to look at most of these
tablet positions naturally.
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#8
1.46 s
(±.34s)

#12
2.45 s

(±1.45s)

#17
1.72 s
(±.53s)

#3
2.13 s
(±.87s)

#7
2.69 s

(±1.35s)

#11
1.87 s
(±.76s)

#16
1.87 s
(±.63s)

#20
1.82 s
(±.64s)

#2
2.04 s

(±1.71s)

#6
1.48 s
(±.52s)

#15
1.35 s
(±.72s)

#19
1.63 s
(±.77s)

#1
2.26 s

(±1.20s)

#5
2.28 s

(±1.45s)

#10
1.77 s
(±.51s)

#14
1.82 s
(±.83s)

#18
1.74 s
(±.68s)

#4
1.36 s
(±.41s)

#9
2.43 s

(±1.30s)

#13
1.73 s
(±.67s)

Figure 5.4: Task completion times in the Gaze-to-tablet study. Colors differentiate
the groups whose measurements were significantly different. Participants were
able to select the green tablets fastest, followed by yellow, red, and purple.

However, for the tablet positions in groups 3 and 4, the The difference in times

suggests that tracking

was subpar for tablet

positions in groups 3

and 4.

system could not always identify which tablet users were
looking at, and the cursor jumped between multiple tablets.
Most users tried to stabilize the cursor by actively moving
their heads and eyes toward the tablet position, resulting in
longer task completion times.

Especially for tablet positions in group 4, we could not find
a final explanation for why it took participants more time
to select them. We hypothesize that because several other
tablets surrounded them, and due to inaccuracy, the system
was not always sure which tablet participants were look-
ing at, thus jumping frequently between different tablets.
However, this is also true for tablet positions 10 and 11,
which were selected significantly faster.
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5.6 Study 2: Evaluating Gaze-to-Person
Tracking

We conducted another study to evaluate how GazeCon-In Study 2, we

evaluated how reliably

GazeConduits tracks

gazing at collaborators.

duits tracks the gaze of four users simultaneously and how
reliably it can detect if a user is looking at another user. 12
people aged between 22 and 33 years (M = 26.17, SD = 3.02,
two female) participated in this study.

5.6.1 Apparatus and Task

Setup and task were similar to the first study, except nowWe used a similar setup

and task as in the

previous study.

with four participants around the table instead of one, all
playing the game simultaneously (Figure 5.1). In this setup,
the game acted merely as a distractor to keep participants
busy and engaged. The actual task we focused on in our
analysis was that participants had to look at other partici-
pants from time to time. This was triggered by a notifica-
tion on the participant’s private tablet displaying the other
participant’s ID. The participant then had to look at the per-
son indicated and confirm this selection with a touch on
their private tablet. During the study, each participant had
to look at every other person eight times, for a total of 24
selections per participant.

5.6.2 Variables

As independent variable, we used the COLLABORATOR lo-We used

COLLABORATOR as

independent variable

and measured Time

and Success.

cation (left, front, right) that described at which other per-
son a participant had to look. As dependent variables, we
used the same as in the first study: Success [0,1] and task
completion Time [s] for each trial. We measured the time
from when the notification appeared on the private tablet
until the participants confirmed their selection.
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5.6.3 Results

The overall success rate was 95.14% across all trials and We measured high

Success Rates

independent on which

side of a participant the

COLLABORATOR sat.

participants. As in the first study, we calculated the Suc-
cess Rate as a percentage for each user and each COLLAB-
ORATOR and used a repeated-measures ANOVA to analyze
this data. COLLABORATOR had no significant main effect
on Success Rate (F2,284 = 1.2, p = .086).

We measured an average task completion Time of 2.26 s User selection took

2.26 s on average with

no significant

differences between

conditioins.

(SD = .88 s) across all trials and participants. We used
ANOVA on the log-transformed data but did not find a sig-
nificant difference between COLLABORATORs (F2,284 = 0.55,
p = .574).

5.6.4 Discussion

The results of this study show that GazeConduits can re- We attribute this

slowness to participants

not registering the task

quickly enough.

liably detect when a user is looking at a particular other
user. It also shows that the shared virtual 3D space be-
tween the four smartphones is stable enough to support
such interactions across users. However, task completion
time was relatively large. This was likely due to the game
being too much of a distractor, as we often observed par-
ticipants searching for the next octopus instead of noticing
the notification on their private tablet.

5.7 Interaction Scenarios

GazeConduits takes a step toward gaze as a real-world We illustrate the

potential of

GazeConduits in the

scenarios below.

input modality by removing the requirement for calibra-
tion altogether while expanding its functionality to include
multiple users and devices simultaneously, all with off-the-
shelf devices. We believe that the increased availability of
gaze tracking has the potential to enable a variety of new
cross-device, collaborative interaction scenarios. To illus-
trate this potential, we present applications and benefits
that GazeConduits enables through its awareness of users
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around a table, gaze-at-device interactions, and gaze-at-
user interactions.

5.7.1 Interactions through GazeConduits’ User
Awareness

Where competition exists, e.g., in multiplayer games, Gaze-User awareness can

benefit competitive

usage scenarios.

Conduits provides benefits by maintaining a map of users’
presence around the table, detecting who enters and leaves
the tracking space where and when.

For example, in GazePoker (Figure 5.5), each user can onlyUser authentication

prevents collaborators

from seeing private

content.

see their own set of cards. When a player temporarily gets
up and leaves the table, her cards flip to blanks so that a
neighboring player cannot peek. Only when the player re-
turns does GazeConduits authenticate her and restores her
cards. Similarly, when a second player attempts to peek
while the first person is present, GazePoker detects this and
temporarily hides the cards until the second player has left
the frame again. Due to the player detection, users could
even switch seats or change devices while maintaining pri-
vacy, while each player will always see her cards only.

In GazeScrabble, the system can ensure that only the ownerOthers are blocked from

actions on private

devices as each touch

is associated with a

user.

of a set of letters can place them. This way, neighboring
players cannot advance the game when a player temporar-
ily leaves the table. GazeConduits enables this app’s be-
havior by enabling it to associate a touch-input event with
a particular user in front of the device.

5.7.2 Interactions through Gaze-at-Device Tracking

The continuous tracking of people’s gaze across the tabletDifferent gaze

interactions can foster

collaboration.

devices allows for different gaze & touch interaction tech-
niques for cross-device group collaboration.

With GazeMirror, we suggest a new technique for users to
rapidly mirror the content of any other device onto the
screen of their tablet directly in front of them. The mir-
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Figure 5.5: GazePoker prevents cheating by continuously
authenticating users in front of their cards based on their
faces. Those cards are hidden when a player leaves in
GazePoker, or somebody else peeks in.

roring is triggered by a four-finger multitouch gesture on Ad-hoc screen sharing

from a shared tablet can

be initiated with gaze &

touch interaction.

a private tablet while the user gazes at another tablet on
the table. As long as the user holds the four-finger touch
gesture on her screen, she can view and, using her other
hand, interact with the mirrored remote content on her lo-
cal device. The technique is designed as a lightweight,
ad-hoc technique for collaborative settings. In traditional
setups, each user maintains their own tablet, and collab-
oration frequently involves invading each others’ private
space. Using gaze in this scenario improves the accessibil-
ity of shared content.

This technique can also be combined with content transfers Combining gaze with

multitouch allows for

data transfers.

between devices, called GazeDrop. To transfer content from
the remote device to the local device, a user touches the ob-
ject that should be moved while releasing the four-finger
mirroring gesture. When the mirroring ends, the object
stays at the user’s finger and is moved to the local device.
GazeMirror can also be used to mirror the content of the
gaze-tracking smartphone to a tablet. Examples of applica-
tions for this gesture are content transfers from the user’s
smartphone to a private or public tablet, such as a private
message, or accepting a call that a user received during the
cross-device session. Since only the user who is tracked by
the smartphone can select it using gaze, she is the only one
who can mirror content from her phone to a different de-
vice, accounting for privacy concerns.



122 5 Investigating Gaze Support in Cross-Device Interactions

At the end of a meeting session, GazeHeatMap visualizesEasily accessible

analysis of gazing

patterns can help to

reflect materials in

design sessions.

how much time people in the meeting looked at any de-
vice by changing the background color of each tablet. This
can, for example, support design critique sessions: The heat
map provides feedback about which designs drew the most
attention during the session, which in turn can trigger dis-
cussions about the reasons.

5.7.3 Interactions through Gaze-at-Users Detection

GazeConduits maintains the location of each user and canHandshake interactions

could integrate gazes at

other users, which

occur naturally during

conversations.

also detect if a user is looking at another person. We use
this feature to detect if two users look at each other. This
virtual handshake can trigger actions that both users have
agreed upon. If a user wants to edit the personal content of
another user, she first asks for permission by looking at the
content and then at the content owner. If the owner looks
back at the user and performs a particular touch gesture,
the owner provides the user permission to edit the content.
This feature can also be used to synchronize object transfer
between two users.

5.8 Limitations and Future Work

We primarily designed GazeConduits to allow users to in-Increased gaze tracking

accuracy from

technological

advancements could

enable further

interactions.

teract with a set of mobile devices using gaze input in
an ad-hoc cross-device setting without the need for gaze
calibration. However, GazeConduits was only evaluated
with tablets of a certain size, and it can only detect that
a user is looking at a tablet but not at which location on
the tablet. Gaze tracking accuracy would need to be im-
proved to support smaller devices such as smartphones or
to detect the exact gaze location on a tablet. This could be
achieved by using more sophisticated tracking and calibra-
tion methods. However, we also anticipate an increase in
gaze tracking accuracy, as it only recently became a feature
in commodity devices, and a more widespread adoption
may lead to increased demand. While gaze tracking is only
available in the most recent smartphone models, a more
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widespread availability will allow for more reliable use of
GazeConduits due to expected improvements in tracking
accuracy, with the basic interaction technique remaining
the same. For example, the face detection on more recent
iPhone models covers a wider FOV, which allows Gaze-
Conduits to track a user’s face and gaze in a larger area
in front of the device.

Touch can be more useful than gaze interaction when de- The dynamics of direct

touch interaction with

nearby tablets should

be investigated further.

vices are within easy reach. However, in general, using
gaze can resolve situations in which a device is out of reach
(the distance to the furthest tablet could be over 1 m), and
even when within reach, gaze can provide a better solu-
tion when reaching into another user’s personal space to
pick up a tablet would be awkward—and if the other user
is actually holding a tablet, then, rather than grabbing that
tablet out of their hands, GazeConduits will help to select
that tablet using the person as a proxy (see our Study 2).

The maximum table depth is limited by the phone’s track- With a refined case and

stand system, one

could add even more

users to a

GazeConduits session.

ing area and resolution to ensure that users’ faces remain
recognizable. GazeConduits is currently limited to four
users who are sitting in fixed positions. Depending on the
available technology, this can be increased to more users
in specific scenarios. In some scenarios, these constraints
match the actual use case well. For example, GazePoker
entails social constraints (staying close to your cards), and
user positions tend to be stationary in this scenario.

GazeConduits currently does not support moving tablets Future work should also

explore interactions

around the

displacement of shared

tablets.

on the table, as it cannot directly track their position. While
the system can detect when devices are moved, it does not
detect their location, and very slow movements are cur-
rently not detected. Therefore, users have to update po-
sitions manually on the device when prompted. In future
work, we want to explore methods in which users can use
their gaze to specify the location of a tablet, which requires
a more accurate gaze tracking algorithm.
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5.9 Conclusion

This chapter presented GazeConduits, a system that usesWe created a

calibration-free ad-hoc

gaze tracking system

for collaborative use

cases called

GazeConduits. We

empirically evaluated

the precision of the

system and presented

the benefits of gaze and

touch interactions in

different interaction

scenarios.

a combination of gaze and touch input in a collabora-
tive ad-hoc setting. We exploited that in such a setting,
users remain seated around a table and placed the phone
in a fixed position to obtain more accurate gaze estima-
tions. Both measures reduced the data noise in our pre-
vious facial tracking applications, where our study partici-
pants moved. We could, therefore, omit any calibration or
time-consuming setup in our implementation of the gaze
tracking system: Users can simply sit down at a table, con-
nect their off-the-shelf devices to the GazeConduits system,
and start using a combination of gaze and touch to inter-
act seamlessly with multiple devices and users. Our eval-
uation shows error rates of less than 5%, even with up to
four users, four phones, four private tablets, and 20 shared
tablets combined in one scenario. Not only can users in-
teract with all these devices, but GazeConduits can dis-
tinguish between different users, which enables additional
new interaction techniques. We also highlighted scenarios
that arise from those new opportunities to provide an out-
look of how gaze input can shape the future design of in-
teractive technologies.

This was our first research project that tracked the users’In GazeConduits, users

made explicit selections

of world-space content.

Next, we will explore the

advantages of making

eye tracking implicit and

activated steadily.

eyes and not only their heads. In GazeConduits, eye track-
ing is used to specify tablets or collaborators across the
room. However, apart from GazeConduits’ user authen-
tication features, all of the presented interactions require
combining gazing with explicit touch input. In the next
chapter, we will explore a use case of implicit eye tracking,
which allows the on-screen content to continuously update
with the user.
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Chapter 6

Enhancing Handheld
Augmented Reality with
Face Tracking

SUMMARY:
In handheld AR, users only have a small screen to see the augmented scene,
making decisions about scene layout and rendering techniques crucial. Tradi-
tional device-perspective rendering (DPR) uses the device camera’s full field of
view, enabling fast scene exploration but ignoring what the user sees around
the device screen. In contrast, user-perspective rendering (UPR) emulates the
feeling of looking through the device like a glass pane, which enhances depth
perception but severely limits the field of view in which virtual objects are dis-
played, impeding scene exploration and search.
We introduce the notion of User-Aware Rendering. By following the principles
of UPR but pretending the device is larger than it actually is, it combines the
strengths of UPR and DPR. We present two studies showing that User-Aware
AR imitating a 50% larger device successfully achieves both enhanced depth
perception and fast scene exploration in typical search and selection tasks.

Publications: The work presented in this chapter was done in collaboration with Johannes Wil-
helm, René Schäfer, Simon Voelker, and Jan Borchers. The author of this thesis developed the re-
search idea and relevant research questions. Furthermore, he designed, implemented, and evaluated
the study. Most of this work has been published as a paper in the Proceedings of ACM MobileHCI
2023 [Hueber et al., 2023]. The author of this thesis is the main author of the paper. Most sections in
this chapter are taken from the paper publication.
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6.1 Motivation

Augmented Reality (AR) renders 3D objects into a view ofAR using DPR results

in severely limited depth

perception.

the real world. The popularity of smartphones and their
technical advancements have established handheld AR as
the type of AR most commonly used by the masses [Dey
et al., 2018]. However, depth perception in handheld AR is
severely limited [Kruijff et al., 2010; Liu et al., 2020; Swan
et al., 2017], leading to interaction problems when navi-
gating a scene or selecting targets. One limiting factor is
that smartphones lack a stereoscopic image. Furthermore,
depth perception is also limited because the image you see
on screen uses device-perspective rendering (DPR), i.e., only
the position and orientation of the phone camera determine
what is visible, as known from taking photos. This means
that the device ignores your own field of vision, and mov-
ing your head around in front of your smartphone, as we
naturally do to look at a scene from different angles, will
not change what is displayed on the screen.

User-perspective rendering (UPR) tries to overcome these is-UPR provides better

depth perception than

DPR at the cost of a

smaller FOV at a typical

usage distance.

sues by matching the frustum, a cut-off pyramid represent-
ing the field of view displayed on-screen, to the area that
the screen itself covers within the user’s natural field of
vision [Baričević et al., 2014; Mohr et al., 2017]. This of-
fers a simple metaphor to the user: The device becomes
a transparent glass window into the world that adds aug-
mentation inside that window. This means that the frus-
tum of UPR is dynamic. When holding the device closer
to the face, it covers a larger part of the user’s natural vi-
sual field, and thus, the frustum extents increase. However,
with typical distances between face and device of 40 cm
[Boccardo, 2021], this results in a very narrow field of view
(FOV), so that users can only see augmentations in a small
part of the world around them: through a window the size
of their device at their arm’s length.

Other limitations of user-perspective rendering include theWithout a stereoscopic

screen, UPR will always

produce a small

horizontal offset.

fact that the camera frustum must originate in the user’s
eyes for a correct rendering. However, only one eye can
be addressed precisely without a stereoscopic screen. This
already results in a trade-off between using the device with
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(D) Device-perspective(C) User-aware 3.0x

(A) User-perspective (B) User-aware 1.5x

Figure 6.1: Different rendering techniques when holding the device at an angle.
User-Perspective Rendering (UPR, A) and Device-Perspective Rendering (DPR, D)
differ in both the orientation from which the camera looks at the scene and their
field of view (FOV). In UPR (A), the device aims for virtual transparency: the cup-
board in the background is aligned between the device viewport and peripheral
vision. However, the FOV is limited, and the sheep is slightly too large to fit on
the screen. In contrast, DPR (D) creates a noticeable offset between screen and real
world. For instance, the cupboard’s real-world and on-screen locations are disjoint
in DPR. Our User-Aware Rendering (UAR) techniques (B, C) serve as a middle
ground between the two, combining a large FOV with approximate alignment.
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one eye shut or accepting that the horizontal alignment of
the content is slightly off.

Yet even when these limitations of UPR are overcome, theUser studies suggested

that the FOV of UPR is

too small to be usable.

increased realism obtained from it may not offer enough
benefit for users to prefer it over the traditional, much
wider-angle FOV of typical smartphone camera lenses: In a
study by Baričević et al. [2012] participants preferred DPR
over UPR for smartphones simply because notably less con-
tent fits into the small FOV of UPR while operating at a
normal posture. If the FOV is too small, it becomes impos-
sible to fit large scenes on one screen, which may also nega-
tively affect depth perception [Kline and Witmer, 1996] and
search times [Ren et al., 2016; Kruijff et al., 2010].

User-perspective rendering has been analyzed in many en-Our goal was to

combine the strengths

of DPR and UPR in a

hybrid rendering

technique.

vironments [Baričević et al., 2014; Mohr et al., 2017; Čopič
Pucihar et al., 2013; Yang et al., 2018], and the default
device-perspective AR has reached the daily lives of many.
However, hybrid rendering techniques that combine aspects
of both techniques above have received no attention, open-
ing up an exciting research opportunity: Is there a hybrid
rendering approach that combines the strengths of DPR,
like fast scene exploration, with the strengths of UPR, like
enhanced depth perception? How do these different per-
spectives affect the AR experience and interaction?

In this chapter, we introduce User-Aware Rendering as aThe UAR frustum is

calculated similarly to

UPR, but with a virtually

increased screen size.

novel approach: By taking a UPR implementation and vir-
tually increasing the device size, we created a technique
with a larger FOV that still reacts to the user’s natural gaze
direction. Moreover, the larger FOV also makes horizon-
tal misalignments of the screen content less obvious, thus
mitigating typical instabilities occurring in UPR systems.

In summary, the key contributions of this chapter are:

• We introduce User-Aware Rendering as a new render-
ing and interaction technique for handheld AR.

• We present results from a study on how this tech-
nique affects depth perception, a measure in which
UPR is known to perform better than DPR.
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• We report how User-Aware Rendering affects
search + selection tasks, in which DPR outperforms
UPR due to its larger FOV.

In two user studies on depth perception and object selec- We evaluated UAR in

two user studies.tion, we demonstrate that handheld AR leveraging User-
Aware Rendering combines the strengths of UPR and DPR
in these two areas, making it a promising candidate for
many typical AR use cases. In the remainder of this chap-
ter, we first review related work and then introduce User-
Aware Rendering from a technical point of view before dis-
cussing the two user studies. We close with the limitations
of our approach and resulting opportunities for further re-
search.

6.2 Related Work

In handheld AR, users see the virtual world through a sin- Handheld AR creates

the illusion of depth

through kinetic depth

cues.

gle small screen. While using the system, people move their
devices around to change what is on screen. Doing so, they
perceive 3D contents on a 2D screen by generating kinetic
depth cues, such as the motion parallax induced through
camera movement.

Motion parallax has long been known to substantially im- Motion parallax greatly

benefits depth

perception.

pact depth perception independent of other visual charac-
teristics of the screen. For instance, in a fundamental study
conducted by Rogers and Graham [1979], participants were
able to identify the depth geometry of different planes that
were only visualized through random dot patterns through
the dot displacement achieved through motion parallax. In
the AR context, Furmanski et al. [2002] found that people
often falsely perceive virtual objects as being in front of the
real world when additional motion parallax and occlusion
effects were missing.
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With UPR, the on-screen content is dependent not only onUPR also generates

motion parallax from

head movement.

the device posture but also on the user’s head. Thus, even
without physical arm movements, users constantly trigger
new inputs to the system and create motion parallax. In this
section, we first present related work using UPR and con-
tinue with the influence of visual characteristics on depth
perception and the impact of the FOV on 3D scene under-
standing.

6.2.1 User-perspective Rendering

User-perspective rendering allows for AR “magic lenses” inUPR makes the device

virtually transparent.

This enhances the

mapping between the

virtual and the real

world.

their original sense as envisioned by Bier et al. [1993]: In-
stead of looking at the virtual scene through the perspective
of the device, the device itself becomes transparent, like a
sheet of glass. With UPR, objects appear in the same size
and location in the user’s vicinity as they would if they
were real. In a user study by Čopič Pucihar et al. [2013],
participants had to use handheld AR with either DPR or
UPR rendering to identify locations they needed to tap
on a touchscreen. Their participants completed the task
faster using UPR and also had a higher preference for it de-
spite their UPR implementation requiring a fixed distance
between the handheld device and the head. This shows
how the correctly aligned camera feed of UPR enhances the
mapping between the augmented and real worlds.

However, user-perspective rendering is a technically andUPR is technically

challenging and

requires precise eye

tracking as small errors

can diminish the whole

effect.

computationally challenging problem. It requires tracking
of the user’s eyes and knowledge of the device location in
the real world to calculate an off-axis projection of the vir-
tual scene. Therefore, small errors in head tracking can di-
minish the effect. Prototype systems are not entirely sta-
ble yet, require specialized hardware, and/or force the user
into a specific, fixed position in front of the AR system. For
example, Andersen et al. [2016] presented three alternative
UPR display implementations, all with unique shortcom-
ings.

One of the first handheld systems exploring head-coupled
perspective rendering was pCubee by Stavness et al. [2010],



6.2 Related Work 131

a small fish tank VR with displays on each side of a cube. Researchers created

various handheld

systems that integrate

UPR. All of them have

different caveats.

Shortly after, handheld AR prototypes leveraging UPR
were created with a variety of technical caveats. For in-
stance, a system by Hill et al. [2011] required a fisheye cam-
era and a fixed point of view from which the user had to
observe the scene. One can also compensate the required
fisheye camera with a homography transformation of the
planar camera image to approximate UPR with fidelity,
like in the works of Tomioka et al. [2013] and Samini and
Palmerius [2014]. Baričević et al. [2014] were able to create
a UPR simulation with acceptable stability by integrating a
stereo-matching algorithm. Mohr et al. [2017] increased the
stability (though not correctness) of their UPR simulation
by lowering the sampling rate of head input. Yet, the work
of Andersen et al. [2016] shows one main challenge across
all prototypes remains that robust pixel-perfect alignment
of the virtual scene has been impossible so far.

While user-perspective AR could also allow for different
interactions than device-perspective AR, this has received
little attention so far. One example of such interaction tech-
niques is using the user-perspective occlusion of the real
world as a target selection mechanism Qin et al. [2023].

Since making the device transparent massively narrows the In user studies, UPR

performed better on

large devices, like

tablets, as these

compensate for the

small FOV.

FOV when holding it at arm’s length, several studies favor
using large screens for user-perspective rendering. For ex-
ample, already the work of Oh and Hua [2006] indicated
how larger magic lenses containing more information help
to solve information-gathering tasks. EhT study of Bariče-
vić et al. [2012] also showed advantages for tablet-sized
magic lenses in comparison to smartphones. To circum-
vent the technical issues of UPR on handheld devices, they
prototyped user-perspective AR in VR. The results of their
search and select task show that UPR could slightly en-
hance selection times when using a tablet. But more impor-
tantly, their study participants strongly preferred device-
perspective rendering when using a smartphone, as it al-
lowed them to see much more of the scene at once by pro-
viding a significantly larger FOV.



132 6 Enhancing Handheld Augmented Reality with Face Tracking

6.2.2 Depth Perception

As handheld AR uses a single screen, depth perception can-Pictorial depth cues

supplement the kinetic

depth cues, e.g.,

shadows and

reflections.

not rely on physiological cues like stereoscopy to convey
depth. Therefore, depth is inferred by our brain from picto-
rial and kinetic depth cues instead. Early work in the field
of AR, e.g., by Drascic and Milgram [1996], already pointed
out the importance and challenge of creating suitable depth
cues. While UPR can enhance motion parallax and thus ki-
netic depth cues, pictorial depth cues can be generated by the
AR system independent of the chosen perspective. Picto-
rial depth cues include visual characteristics of the virtual
objects, e.g., shading, shadows, relative size and shape of
an object, or its texture [Cutting and Vishton, 1995]. WhileOnly combining

different pictorial depth

cues provides

significantly enhanced

depth perception.

each of these various features enhances the visual real-
ism of an object, neither increased depth perception signif-
icantly on its own in a study by Diaz et al. [2017]. Instead,
they found an interaction effect between multiple pictorial
cues that enhances depth perception.

The virtual content itself also has an impact on perception.The Shape and

complexity of the virtual

content intrinsically

influence depth

perception.

For example, participants in a study by Diaz et al. [2017]
were faster at identifying the depth of virtual content with
a planar shape than with a torus shape. In the study of Roo
et al. [2018], participants could reliably transfer target lo-
cations between physical and virtual models by matching
them to unique visual landmarks of known positions in the
model. Do et al. [2020] also found the complexity of the vir-
tual content’s shape, color, and texture luminance to impact
depth perception.

Likewise, light and shadow can help users perceive depth.Harsh lighting and

shadows can amplify

depth perception.

Spotlights that are manipulated with the viewport can en-
hance the depth effect. For instance, the UPR implemen-
tation of Yang et al. [2018] placed a light-emitting node at
the user’s head position. Much depth information is in-
ferred from a 2D representation of the scene, as can be seen
in shadow projections. Even though they look less realistic,
drop shadows performed better than ray-traced shadows
in the study of Diaz et al. [2017].
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Still, even with a realistic AR rendering pipeline, the lim- Yet, even with realistic

AR rendering, distances

between user and

objects are often

underestimated.

ited depth cues current systems provide are insufficient to
precisely judge the distance from user to virtual content,
independent of the device size used as the viewport. In
the case of Liu et al. [2020], participants underestimated the
distances to virtual objects when observing them through a
smartphone, which matches the results of Swan et al. [2017]
who used a tablet. The issue of limited depth percep-
tion partially seems to be intrinsic to the content being
virtual. For instance, Witmer and Sadowski [1998] found
that distance judgments when walking through virtual en-
vironments on a treadmill are less accurate than walking
in the real world. What is more, the data by Thompson
et al. [2004] showed that the rendering quality does not in-
fluence the lack of accuracy of depth estimations in virtual
environments. While requiring additional input hardware,
Wacker et al. [2020] showed that rendering synthetic depth
cues by shaders that react to a real-world physical object as
a reference point also enhances depth perception in virtual
scenes.

6.2.3 Impact of FOV

The size of the FOV determines how much of the virtual The FOV determines

how much content fits

on the screen. As a

result, it impacts the

size of content and

distance judgments.

scene fits on the screen. Therefore, the difficulty of visual
tasks increases with a limited FOV [Kruijff et al., 2010]. The
FOV is also known to have a strong influence on distance
perception. For example, according to the studies of Kline
and Witmer [1996], when observing content through small
FOVs, humans tend to overestimate distance as the content
appears zoomed in. Large FOVs have the contrary effect. A
user study by Ren et al. [2016] showed that when searching
for annotations in large virtual models, a larger FOV leads
to faster completion times. While handheld AR uses central
vision, wide-FOV AR systems are also possible. However,
the findings of Sun and Varshney [2018] show that people
will take longer to notice changes in their peripheral vision
area.

Common mobile AR using DPR suffers from the dual-view
problem, a term defined by Čopič Pucihar et al. [2013] to
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summarize the three mismatches of the on-screen content
with the real world: Different FOV, non-centered screenThe dual-view problem

arises from three visual

errors when using DPR:

A mismatched FOV and

misaligned camera

image in terms of

position and orientation.

capture, and an angular offset of views. All of them are
present in Figure 6.1, where a comparison between UPR
(A) and DPR (D) shows that the virtual content has a differ-
ent on-screen size and a different alignment with the real
world. Especially this viewing angle offset can bias inter-
object relations of the virtual content [Kruijff et al., 2010].
Čopič Pucihar et al. [2013] showed that users of UPR have
a higher spatial perception in comparison to DPR.

6.3 User-Aware AR

By mitigating the dual-view problem and offering in-Despite the advantages

of UPR, its small FOV

and tracking

requirements make it

unfeasible for mobile

devices.

creased motion parallax, UPR seems to be a promising tech-
nique for enhancing AR experiences. However, even small
errors or jitters in the head tracking can diminish the entire
effect. Especially the need to “zoom in” the camera image
in order to align the content makes tracking errors easily
noticeable.

6.3.1 Concept

The motivation for our user-aware rendering (UAR) wasOur idea was that UPR

with a larger FOV would

mitigate the existing

problems while

adapting the benefits of

DPR.

to combine the advantages of UPR and DPR without in-
creased hardware requirements. We knew from the related
work that a small FOV can lead to perceptual issues and
make any tracking errors more noticeable. Therefore, UAR
was designed to mitigate only two out of three aspects of
the dual-view problem, focusing on the alignment of the
overall content while remaining flexible in content size.

In Figure 6.1(A–C), the center of the on-screen content spa-
tially correctly overlaps its real-world counterpart using
both UPR and UAR. The increased content scales of UAR,
however, render content smaller so that more fits on screen.
This results in a slight misalignment toward the edge of
the screen, which increases with higher content scale fac-
tors. Due to the device borders separating the screen from
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the real world, especially with UAR 1.5x, this offset is very
minor. Using DPR, however, only the device position de-
fines the on-screen content. Figure 6.1(D) shows how the
center location of the on-screen content does not match its
real-world counterpart and how content at the edge of the
screen is noticeably apart from its real-world counterpart.

Computationally, what we see through a virtual camera is UPR and DPR differ in

their transformation and

projection matrices.

defined by two matrices. The transformation matrix de-
scribes the camera location and orientation in space. The
projection matrix defines the visible frustum before the
clipping plane (i.e., screen). Figure 6.2 provides a visual-
ization of different frustums.

When using a device-perspective frustum, the “eye” that In DPR, the

transformation matrix is

defined by the device

location, and the

projection matrix is

static.

observes the scene is the device camera. Thus, the transfor-
mation matrix encodes the location and orientation of the
device, and the projection matrix is a constant matrix that
fits the device camera’s characteristics. This stands in con-
trast to the user having her own field of vision and the de-
vice only covering a small part of this area. For instance, in
Figure 6.1(D), there is only a limited spatial relationship be-
tween the background image on the device vs. around the
device: Although the device only covers the lower part of
the cupboard, the entire cupboard is visible on the screen.

User-perspective rendering overcomes this issue by calcu- In UPR, the

transformation matrix is

defined by the user’s

eyes, and the projection

matrix is calculated

from the spatial

distance between

device and user.

lating a frustum that converges at the user, depicting the
parts of the scene that are covered by the device. Thus, in
Figure 6.1(A), only the lower part of the cupboard can be
seen, and the camera image is approximately aligned with
the real world. Since smartphone displays are not stereo-
scopic, one has to define one location for the camera inside
the user’s head: This can be the right or the left eye or the
center between both eyes as an approximation.

6.3.2 Prototype System

UAR borrows from the calculation of a dynamic viewing
frustum from UPR, yet it increases its FOV by pretend-
ing that the device used is actually larger (Figure 6.2), i.e.,
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(A) DPR

(B) UAR

(C) UPR

Figure 6.2: Comparison of the camera frustum when the
user looks at the device at an angle. In DPR (A), the frustum
of the virtual camera is completely defined by the hardware
camera. In UPR (C), the virtual camera sits in the user’s eye
and is defined by the corners of the screen. Therefore, only
a fraction of the actual camera image is visible. In UAR (B),
we increase the size of the virtual screen (semitransparent
frame around the device), which lets the user see a larger
part of the camera image.
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its screen corners are farther away from the center of the
screen. Therefore, we created an AR implementation that We created an AR

prototype system that

supports both DPR and

UPR with an adjustable

device size parameter

to explore different UAR

versions.

supports UPR with an adjustable device size parameter, as
well as DPR. We used the Unity graphics engine and track-
ing functionalities in Apple’s ARKit to implement our pro-
totype. We created a custom UPR rendering pipeline using
techniques found in previous work. We adapted these im-
plementations to support a variable device size. Tracking
and rendering were performed at 60 Hz.

Camera Transform

The transformation matrix of the virtual camera can be de- With both eyes open, in

UAR, the camera

originates at the center

between both eyes,

right under the nose

bone.

rived directly from the head-tracking capabilities of ARKit.
When users have both eyes open, we place the camera at
the center location between both eyes, creating an image
that addresses our two-eyed vision. If the user closes one
eye, the camera is placed into the open eye.

Camera Projection

The projection matrix 𝑃 can be built from six parameters:
the z distances of the near and far clipping planes (𝑛 and 𝑓 )
and the frustum extents on the near plane (𝑡 , 𝑟 , 𝑏, 𝑙). We al-
ready saw the generalized projection matrix of UPR in Sec-
tion 2.4:

𝑃 =


2𝑛
𝑟−𝑙 0 𝑟+𝑙

𝑟−𝑙 0

0 2𝑛
𝑡−𝑏

𝑡+𝑏
𝑡−𝑏 0

0 0 𝑛+ 𝑓

𝑛− 𝑓

2 𝑓 𝑛
𝑛− 𝑓

0 0 −1 0


(6.1)

For UPR, the corners of the camera frustum need to be cast The parameters for the

UPR projection matrix

can be calculated from

the estimations of

ARKit.

from the eye location through the corners of the screen. Ge-
ometrically, one can obtain these parameters as follows: 𝑛

can be defined by the Euclidean distance of the vector along
the normal of the screen between the device and camera
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Figure 6.3: The screen space origin (pink dot on the light gray plane) is the closest
point on the screen plane (light gray) to the eye. It is easy to calculate, as both
the eye and hardware camera locations are given, and the normal of the plane is
known (green). The distances between the camera sensor and screen edges (blue
dotted lines) are constant, so one can easily infer the values for 𝑡 , 𝑟 , 𝑏, 𝑙. With UAR,
the distances between the camera sensor and screen edges are scaled up, and by
doing so, result in larger values for 𝑡 , 𝑟 , 𝑏, 𝑙 and ultimately a larger FOV.

(eye) locations. 𝑡 , 𝑟 , 𝑏, 𝑙 need to be the horizontal/vertical
distances from the screen space origin (under the tip of the
frustum) to the edges of the screen (see Figure 6.3). Thus,
in UPR, 𝑟 − 𝑙 is the physical width of the screen / clipping
plane. ARKit provides the location of the hardware cam-
era. One can infer the four coordinates of the screen cor-
ners by measuring the physical distances from the sensor
to the individual edges of the screen in advance. This way,
the output of the rendering algorithm shows exactly what
is covered by the device in the vicinity of the user.

The goal of UAR is to provide a larger FOV. Thus, the co-For UAR, a scale factor

is applied to the

parameters t, r, b, and l.

ordinates of the screen edges used to calculate 𝑡 , 𝑟 , 𝑏, 𝑙 are
spaced further apart (see Figure 6.3). This is achieved by
pretending we measured larger actual distances in the pre-
vious step.
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Video Feed

Lastly, the camera image needs to be placed in the back- For UPR and UAR, the

planar camera image

needs to be

transformed to match

the virtual content.

ground of the virtual content. This is easy for DPR, as the
projection is already suitable for the camera. For UPR, this
is harder, as the planar camera image has to be mapped be-
hind the 3D content so that the anchoring required for AR
holds. The back-facing camera of mobile devices offers de-
velopers planar images only, which, e.g., cannot be mapped
to a skybox to be used as background for the virtual scene.
We used the approach of Samini and Palmerius [2014] and
placed the camera image on a plane behind the virtual ob-
jects.

For our device, using their method resulted in an image We use the camera

feed as the texture of a

plane whose position

adapts to the distance

between device and

virtual scene,

respectively floor.

plane that is 10×13 m large and roughly 10 m away from
the screen. This approach works as long as the distance be-
tween the user’s eyes and the device is negligible compared
to the distance between the device and the observed object.
For virtual scenes closer than 2 m in front of the device, the
image plane needs to be positioned logarithmically further
away from the device camera based on the camera intrin-
sics. To identify a suitable mapping, we manually adjusted
the distance of the image plane 𝑑 based on the scene depth 𝑠

for 60 samples with a varying scene depth between 0.2 and
7.5 m and interpolated these data points.

𝑑 = 10 + 23.5𝑒−1.85𝑑 (6.2)

In addition, users could look through the device at an Looking at an angle is

enabled by rotating the

image plane if needed.

angle. Therefore, the image plane must be rotated dy-
namically around the camera to counterbalance possible
misalignments. Similarly to the work of Samini and
Palmerius [2014], the horizontal rotation 𝑟ℎ of the image
plane is calculated by using the following formula:

𝑟ℎ = 𝛼 − 𝑡𝑎𝑛−1
(

0.5 × 𝑤

𝑑
× 𝑡𝑎𝑛(𝛼)

𝑡𝑎𝑛(0.5 × 𝐻𝐹𝑂𝑉)

)
(6.3)

where 𝑤 is the width of the image plane, and 𝛼 is the hori-
zontal angle between the screen normal and the user’s line
of sight. The vertical rotation follows analogously.



140 6 Enhancing Handheld Augmented Reality with Face Tracking

The approach of positioning the image can be refined fur-Devices with LIDAR

scanners could refine

image plane placement

further.

ther; e.g., Kyriazakos and Moustakas [2015] proposed a
technique to segment the camera image into multiple lay-
ers based on the depth data that is available from devices
equipped with LIDAR scanners. But even without LIDAR,
we can still assume that the user visually focuses on the
virtual content. Thus, we can optimize the alignment of the
camera image to the virtual content by using the distance
to the object in the virtual scene as a value for our scene
depth 𝑠.

It is also possible that a user faces a part of the scene forWe fill out screen

borders to which no

camera feed is available

in black color.

which no camera image exists as a background. In that
case, we decided to show black color as it blended in with
the frame of the device we used. This is a hardware limita-
tion that could be mitigated with wider-angle cameras. Yet,
as the typical FOV during operation is still smaller than in
DPR, there is usually enough leeway to operate a UPR sys-
tem without seeing these unspecified areas.

Overall, with this technique, we observed good alignmentWe observed that this

approach works

sufficiently well under

most usage postures.

of real world, camera image, and virtual content for scenes
that are at least 25 cm away from the device. When the next
physical surface is closer than 25 cm, visual quality deteri-
orates for different reasons. First, the image lacks resolu-
tion as we digitally zoom into a small part of the camera
feed. Second, the camera feed can also become grainy or
blurry due to cropping the camera image into a peripheral
and slightly unfocused area of the camera sensor. Third, to-
ward the corners of the planar camera image, the projection
of the real and virtual world might disperse.

6.3.3 Scaling Factors

Our idea of UAR was to extend the dynamic frustum ofThe scale factor of UAR

provides a continuous

gauge to increase the

FOV.

UPR to provide motion parallax with a larger FOV even
when holding the device at arm’s length. Therefore, our
system applied a custom scale factor for the measured real-
world device size when calculating the frustums. Thus, the
scale factor provides a continuous gauge to increase the
FOV of the system. As one can see in Figure 6.2, a UPR
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frustum is calculated by casting rays to the four corners of
the screen. By virtually scaling up the device size and thus
relatively moving these points farther away from the center
of the screen, the resulting FOV becomes bigger.

With mobile devices becoming larger and the expected up- We used an iPad mini

as its ultra-wide

front-facing camera

enlarges the space of

facial tracking.

take in foldables in the future, we picked an iPad mini with
an 8.3” screen running iOS 15 for our user studies. This
device was specially chosen for its ultra-wide front-facing
camera that tracks the user. In Section 2.7.3, we already saw
that the iPhone camera system can track the user’s head
reliably within a cone of 30◦ for distances under 90 cm.
The additional trackable area from the ultra-wide camera
is beneficial for fast, physically interactive tasks like AR ex-
periences.

As we were not sure which scaling factor would turn out We tested two different

UAR scaling factors.most beneficial for AR interaction, we tested two different
ones, which are also visible in Figure 6.1. The rationale for
the scaling factors is as follows:

The standard device-perspective AR is based on a wide- At a typical viewing

distance the FOV is

23° with UPR,

35° with UAR1.5x,

63° with UAR3.0x, and

70° with DPR.

angle camera and offers roughly a 70° (vertical) FOV. UPR
and UAR, however, have a dynamic FOV that changes
based on the distance between face and device (smaller
distance = wider FOV). At a typical viewing distance of
37.4 cm while standing and holding a smartphone [Boc-
cardo, 2021] which we confirmed in our own preliminary
observations, this results in a 23° FOV in UPR when us-
ing an iPad mini. To examine the impact of the FOV in
UAR, we selected two scaling factors: UAR3.0x denotes a
3.0x device magnification, resulting in an FOV of around
63°, and thus comparable to DPR. On the other hand, we
also wanted to test a magnification level between UPR and
UAR3.0x. UAR1.5x halves this magnification to a 1.5x mag-
nification of the device. It results in a noticeably larger FOV
than UPR, which is still only about half as large (35◦) as the
DPR FOV.

One beneficial side effect is that with UAR techniques, UAR also hides

alignment issues better

than UPR.

slight issues in alignment are no longer as noticeable as
with UPR, mitigating the horizontal alignment problem in
two-eyed UPR usage.
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We conducted two user studies to find out how UAR per-We compared our UAR

techniques against

DPR and UPR in two

user studies.

forms compared to DPR and UPR and whether it can
combine their individual strengths, not their weaknesses.
Moreover, we analyzed the device and selected body move-
ments to identify whether people change their behavior
while operating UAR compared to DPR and UPR AR. Our
research questions were:

RQ1 Can UAR convey cues that enhance depth perception
similarly to UPR?

RQ2 Does the increased FOV of UAR simplify search and
selection tasks compared to UPR?

RQ3 Does user-aware rendering impact the amount of
body movement while using AR?

6.4 Study 1: Depth Perception

We conducted a first user study to better understand howStudy 1 investigated the

effect of the kinetic

depth cues provided by

the different techniques

on depth perception.

the user-aware rendering techniques impact depth percep-
tion in handheld AR and the physical effort required. With
our task, we aimed to evaluate to which extent the kinetic
depth cues achieved from altering the camera frustum help
to identify the order of virtual mid-air objects. We removed
pictorial depth cues like shadows and reflections to trace
the measured effects back to the visualization used. In
this first user study, we had four conditions: We compared
UAR1.5x and UAR3.0x with the two baselines (UPR and
DPR).

12 participants aged 23 to 29 took part in the study
(M = 25.9, SD = 3.13), eight male and four female. Four re-
ported no previous usage of AR or VR. The others reported
that they use AR or VR systems only occasionally.

6.4.1 Apparatus and Task

We created a set of AR scenes that contained a constella-
tion of three virtual cubes each. The cubes could appear
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Figure 6.4: In Study 1, participants observed a scene with
three cubes and had to judge their apparent depth order.

in a space of 3.0×2.5×5.0 m3 positioned 2 m in front of the The tasks consisted of

participants judging the

depth order in

constellations of three

cubes each. All cubes

had a random size and

were floating in mid-air.

participant. The diameter of the objects in a scene differed
between .2 m and .8 m, so the relative size could not be used
as a depth cue. All objects had at least .3 m distance to
the floor, i.e., they were floating in mid-air so that the floor
could not be used as a reference point. Due to the render-
ing and study setup, the depth cues our participants could
use were the perspective projection, occlusions, and motion
parallax from changing the mobile phone camera position
(Figure 6.4). Object colors were randomized while ensur-
ing a similar contrast and color saturation ratio. We asked
participants if they suffered from color blindness to select a
suitable color scheme.

Participants were asked to stand at a certain predefined lo- Participants were

allowed to move the

device while standing at

a predefined location

freely.

cation, observe the AR scene through the device, and de-
termine the distance of the three virtual cubes from front to
back. Objects were identified by their horizontal position
in the scene and their colors. We asked our participants
to be as precise as possible without becoming unnecessar-
ily slow. People were asked to hold the tablet comfortably
with either hand or bimanually, and were encouraged to
rest their upper arm on their body to prevent fatigue. We
fixed the lighting conditions with activated ceiling lamps
over the virtual scene. The iPad display was fixed at 80%
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brightness to ensure legibility without becoming too warm
over the course of the study.

We used a within-subjects study design, i.e., all participantsWe used a

within-subjects design

and counterbalanced

the order of tested

techniques using Latin

squares.

tested all four conditions. We counterbalanced their order
using Latin squares, in which each condition will precede
another condition exactly once. AR scene order was ran-
domized in each condition. All conditions started with an
opportunity for participants to familiarize themselves with
the rendering technique and explore how the device re-
acted to their input. To allow for familiarization with or-
dinary 3D models without giving away information about
the task, we created a scene with multiple barnyard animals
placed on the floor across the room.

After each condition, we asked participants to rate their ex-Participants filled out a

post hoc questionnaire

to explain which visual

features they used to

solve the task.

perience with this technique on 5-point Likert scales in a
questionnaire. They had to rate which of the following four
visual characteristics they found most helpful while solv-
ing the task: occlusion, motion parallax, anchoring of items
in the real world, and grouping of virtual items. In addi-
tion, we asked them whether they found the task physically
and mentally demanding, as well as whether the on-screen
content was the one they intuitively expected, and whether
they found the viewport to be restrictive, prohibiting them
from seeing the whole scene comfortably.

Each condition consisted of a set of 18 cube constellationsTo prevent learning

effects, only a subset of

constellations was the

same in all conditions.

Only these were used

to assess depth

perception.

that were tested in random order. Due to learning effects,
we could not use the same set of cube constellations across
all conditions despite randomization. Therefore, we used
seven measured constellations that were the same across
all conditions. The other 11 filler constellations were spec-
ified randomly. Only the data of the measured constella-
tions was used for evaluation.

6.4.2 Variables

We used TECHNIQUE [UPR, DPR, UAR1.5x, UAR3.0x] asThe four techniques

served as IV. the main independent variable.
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As dependent variable, we measured Depth Score as the We measured a Score

to compare depth

perception as well as

Movement and the

Time required by

participants to solve the

task.

number of correct relative orderings in the participant’s
answer, with three being the highest and zero the low-
est score possible. We calculated Device Movement as the
traveled distance the device was moved while solving the
task. We calculated Head Movement as the traveled dis-
tance the head was moved while solving the task relative
to the tablet. We also measured the Time it took a partici-
pant to solve the task after a scene became visible.

6.4.3 Results

In this study, we were interested in the effect that user-
aware rendering TECHNIQUEs had on depth perception. To
analyze the effect of TECHNIQUE on our dependent vari-
ables, we used one-way ANOVAs for evaluation and Stu-
dent’s t-tests for post-hoc pairwise comparisons on the ag-
gregated data for each participant and technique.

UAR1.5x achieved the highest depth score (2.93), which Depth perception was

significantly worse

using DPR than any

other condition.

corresponds to a correctness of 98%. Scores were similar
in UPR (97%) and UAR3.0x (96%). The average success
with DPR was only 90%. There was a significant main
effect of TECHNIQUE on the Depth Score (F3,33 = 3.430,
p = .028). DPR performed significantly worse than UAR1.5x
(𝑝 = .007), UPR (𝑝 = .015) and UAR3.0x (𝑝 < .029). Other
comparisons were not significant. The individual scores
per condition are visualized in Figure 6.5.

We could not find a significant effect of the rendering We measured similar

device movement in

each condition.

TECHNIQUE on Device Movement (F3,33 = 1.818, p = .163).
On average, our participants moved the device in simi-
lar amounts in all tested conditions. We measured mean
distances of 2.5 m with DPR, 2.2 m with UPR, 2.1 m with
UAR1.5x, and 2.0 m with UAR3.0x.

It also took our participants a similar Time to solve the task Also the Times to solve

the task were similar

across conditions.

across all conditions. We measured an average of 13.4 s
with UPR, 11.7 s with UAR1.5x, 11.1 s with DPR, and 10.4 s
with UAR3.0x. Thus, we noticed that the task was solved
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Figure 6.5: Mean Depth Scores measured in the four condi-
tions. DPR is the only technique that does not react to head
inputs. It resulted in significantly worse average depth
perception than any other condition. Levels that do not
share a letter (A, B) are significantly different (all 𝑝 < .05).
Whiskers denote 95% CI.

slightly slower in conditions with small FOVs. However,
this effect was not significant (F3,33 = 2.120, p = .117).

In the questionnaires, we asked participants to rate the vi-Participants used the

same depth cues in all

conditions.

sualization features they used to solve the task on a 5-point
Likert scale (1 = completely agree). They reported a similar
high use of occlusion effects (M = 1.3, SD = .7) and motion
parallax (M = 2.0, SD = 1.0) across all conditions. Reference
points in the real world close to virtual objects (M = 3.4,
SD = 1.3) were used less frequently, also because there was
no furniture in the area in which objects could appear. We
could not identify a significant effect between techniques
using a Wilcoxon signed rank test.

When it comes to comments on the overall AR experience,Our participants

perceived the small

FOV of UPR as

restrictive.

our participants found that the size of the AR content pro-
hibited them from seeing the whole scene in UPR (M = 1.9),
a significantly worse experience than any of the other three
conditions (p < .02). The intuitiveness of the visible cam-
era frustum was not rated significantly different across con-
ditions. Yet, DPR and UAR1.05 were rated slightly better
(M = 1.9) than the other two (M = 2.8). This is partially be-
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cause people know the behavior of DPR “from taking pho-
tos”. The virtual transparency of UPR irritated one par-
ticipant, who asked why the camera zoom changes when
moving her head.

6.4.4 Discussion

The task in this study tested how the different render- From related work we

knew that UPR sets the

standard for Depth

Score in this task.

ing techniques affected depth perception. In this study,
UPR performed significantly better than DPR, increasing
the success in depth perception from 90% to 97%. The good
performance of UPR was expected from the related work
by Kline and Witmer [1996].

As DPR suffers from the dual-view problem, it varies from While UAR3.0x has a

similar FOV to DPR, we

measured a Depth

Score similar to UPR.

UPR in its FOV, the angular offset, and the center of the
screen capture. Our UAR techniques all have different
FOVs, yet they mitigate the other two aspects. Overall, we
anticipated a decline in depth perception with a larger FOV,
as this results in objects becoming smaller on screen, mak-
ing depth cues harder to see. However, with UAR3.0x, we
measured similar depth perception scores as with UPR.

Overall, the results were quite similar across all techniques. We might have obtained

larger differences in the

results with a more

difficult task.

A possible reason for this is that our scenes often made it
possible to achieve perspective overlapping between ob-
jects and thus being too simple. While using smaller objects
could have increased the task difficulty, we still found DPR
to perform significantly worse than the other techniques.

We used this setup to answer whether user-aware render- Depth cues from motion

parallax were usable

independent of the FOV.

ing is able to preserve this strength of UPR (RQ1). In our
study, both UAR1.5x and UAR3.0x performed significantly
better than DPR on average. Both UAR techniques were
able to match the score of UPR (see Figure 6.5). This shows
that the depth cues obtained from motion parallax were still
usable independent of the increased FOV from our tech-
niques.

DPR performed significantly worse than any other tested
technique. Yet all other techniques leveraged continuous
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head tracking to change what is visible on screen, which re-
sulted in a constant input stream of subtle motion parallax
effects. While these effects are the likeliest explanation forMotion parallax seems

less effective when

initiated by hand

instead of the head

movements.

this difference, it is important to note that motion parallax is
also obtained in DPR from moving around the device, and
our participants all moved around a lot during operation;
e.g., the tablet was moved 2.5 m on average in DPR.

Considering the similar time and movement across condi-No technique harmed

usability. tions and the questionnaire data and comments, this sug-
gests that all rendering techniques were usable with ease
and that participants did not have to adapt their usage pat-
terns for our user-aware techniques. Overall, this study an-
swered RQ1 positively.

6.5 Study 2: Searching and Selecting Ob-
jects

In many AR application domains, the virtual scenes can beStudy 2 investigated

search times in large

virtual scenes. Thus,

DPR benefits from its

large FOV in this task.

too large to fit on one screen, e.g., when working with large
data sets, virtual desktops, or reconstructions of buildings.
Ren et al. [2016] showed that larger models can complicate
searching elements inside of them. To find out to which
degree our user-aware techniques retain the fast scene ex-
ploration known from DPR, we conducted another study.
This study was conducted after a 10 min break with the
same group of participants from Study 1. Again, we used a
within-subjects design in which our participants tested the
four conditions in a counterbalanced order, using a differ-
ent Latin square than in Study 1.

6.5.1 Apparatus and Task

We adapted the design of the search and selection task thatWe conducted a search

and selection task

similar to Baričević

et al.

Baričević et al. [2012] used in VR for use in handheld AR.
Participants were asked to stand in front of a 1.6×0.7 m ta-
ble and select a virtual object by tapping it on the screen.
Targets could only appear in the mid-air space up to 0.5 m
above the table.
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Figure 6.6: The three phases of the task in Study 2. Left:
Participants had to tap on the red ball to spawn a target
on the table. Middle: During the search phase, the frame
was yellow as long as the target was not visible on the
screen. Right: When the target was in the viewport, the
frame turned green, and participants tapped on the target
to select it. The images depict DPR.

To spawn a new target, participants had to tap a virtual To make a new target

appear, participants

needed to tap a homing

object next to the table.

ball to their right. As this ball was located below the table,
it was intended to function as a homing target that shifted
the AR frustum away from the table so that targets needed
to be searched for and were not immediately visible in front
of the user.

A border around the display indicated what to do next (see The state of the task

was indicated through

the color of the border

around the display.

Figure 6.6): A red border implied that no object was visi-
ble and the homing target needed to be tapped. A yellow
border was visible during the search phase when the ob-
ject appeared over the table but was not visible in the cur-
rent frustum. A green border denoted the selection phase,
which started once the object was visible on the screen for
the first time. Our participants had to stand at most 1.2 m
away from the table. Thus, even with DPR, only parts of
the table fit onto the screen at once, as seen in Figure 6.6.

The task was designed to minimize possible interaction ef- A visible score was

intended to engage

participants to be as

fast as possible.

fects of the task design by reducing the interaction to pan-
ning over a virtual scene and tapping an object. Partici-
pants were instructed to select the targets as fast as possi-
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ble. To keep them engaged, we displayed their score at the
top right corner of the screen.

For each condition, we conducted three runs. The firstWe conducted a trial

and two measured runs

for each condition.

one allowed participants to explore the technique and learn
how to operate the system best. As suggested by Baričević
et al. [2012], this was limited to at most 8 min. Afterward,
two runs taking 2 min each were made with a short break
between them. We sampled 12 arrays containing 100 ran-
dom target locations each once before conducting our stud-
ies. These 12 arrays were hard-coded in the software and
used as the locations in the study for all participants in their
individual runs. Thus, all participants saw the same target
locations in their n-th run. In a questionnaire after each
condition, we asked them to rank on 5-point Likert scales
which parts of their bodies they moved the most while solv-
ing the task. Options included tilting of head, hand, and
movement of forearm, neck, and torso. We also asked them
to describe their search strategy in their own words briefly.

6.5.2 Variables

We used TECHNIQUE [UPR, DPR, UAR1.5x, UAR3.0x] asTECHNIQUE and PHASE

served as independent

variables.

the main independent variable. The two different PHASEs
[Search, Selection] were logged independently for additional
analysis.

Time was measured for both phases. For the search phase,We measured Time,

Device Movement and

Head Movement as

dependent variables.

this is the time it took from tapping the homing ball till
the target cube was rendered in AR on at least 1 px of the
display. In the selection phase, it is the duration between
the end of the search phase until the participant tapped on
the cube. We calculated Device Movement as the traveled
distance the device was moved [m] while solving the task.
Moreover, Head Movement denotes the traveled distance
the head was moved [m] while solving the task relative to
the tablet.
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6.5.3 Results

To analyze the effect of TECHNIQUE on our dependent vari-
ables, we used one-way ANOVAs for evaluation and Stu-
dent’s t-tests for post hoc pairwise comparisons. Overall,
we obtained over 11,000 measures for analysis. To make the
statistical test more reliable, we calculated the mean values
for each participant, technique, phase, and run. We per-
formed the analysis on the data averaged over both runs.

There was a significant effect of TECHNIQUE on Time Participants were the

slowest using UPR,

similarly fast with DPR

and UAR1.5x, and

fastest with UAR3.0x.

(F3,33 = 82.268, p < .0001). UPR was slowest. Using this
technique, it took our participants 2.05 s on average to se-
lect a cube after it appeared in the scene. With similar aver-
age times of 1.50 s and 1.41 s, UAR1.5x and DPR performed
significantly better than UPR (p < .0001), and not signifi-
cantly different from each other. UAR3.0x was faster than
any other technique (p < .0001). However, this measure-
ment has to be interpreted carefully, as this is due to the
annihilation of the search phase with UAR3.0x: With all
other techniques, the average search duration was 0.54 s
(green parts in Figure 6.7). Using UAR3.0x this measure-
ment dipped to 0.11 s. This is because, over the course of
the study, all participants found a way to hold the device
so that both the table and the homing target were visible at
once, thanks to the dynamic frustum of UAR.

There was also a significant effect of TECHNIQUE on De- Device Movement

exposed the same

differences as Time.

UPR required

significantly more

movement than any

other condition.

UAR3.0x required

significantly less

movement than any

other condition.

vice Movement (F3,33 = 21.790, p < .0001). Device move-
ment helps us understand how bodily the search interac-
tion was using each technique. UPR, which already took
the longest, also required the most device motion: 46 cm on
average. UAR1.5x (33 cm) and DPR (27 cm) required sig-
nificantly less device movement (p < .001). As mentioned
above, UAR3.0x was used rather statically (9 cm on aver-
age) and cannot be appropriately compared here. Fig. 6.8
shows mean device movements during both phases. TECH-
NIQUE only had a significant effect on Head Movement
when comparing the static usage of UAR3.0x with the other
conditions.
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Figure 6.7: Average time [s] to search and select a target by
condition. The two phases are color-coded into the graph.
Using UPR, which offers the smallest FOV, our participants
were the slowest. UAR3.0x required close to no search time
because our participants held the device in such a way that
the whole table fit on the screen. Levels that do not share
a letter (A, B, C) are significantly different (all p < .001).
Whiskers denote 95% CI.
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Figure 6.8: Average device movement [m] (right) to search
and select a target by condition. The two phases are color-
coded into the graph. Using UPR, which offers the small-
est FOV, our participants had to move the device the most.
Levels that do not share a letter (A, B, C) are significantly
different (all p < .001). Whiskers denote 95% CI.
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As part of the task, participants went over the scene from The reason for UAR3.0x

requiring close to no

Device Movement

during search and also

the shortest Time was

that participants abused

the dynamic FOV by

holding the device close

to their face.

right to left while searching for the target. During their
first run with this technique, all participants found a way to
hold the device with UAR3.0x in such a way that the major-
ity of the scene and a part of the homing target were visible
on screen. To do so, they decreased the distance between
their eyes and the device, enforcing ultra-wide FOVs up to
100°. Thus, “no search was required”: Upon tapping the
homing target, a cube appeared on the screen. Its appear-
ance was a strong visual cue to directly spot its location.
Again, our participants described UPR as too restrictive in
its narrow viewport.

As the interaction with UAR3.0x was not representative of Participants responded

they especially relied on

torso and forearm

movement to solve the

task.

the intended usage, we left it out in the analysis of ranked
body parts involved in controlling the AR system. Across
the other three techniques, people preferred to rotate with
torso movement (M = 1.6, SD = 0.2) and use their forearm
(M = 2.5, SD = 0.2) to further adjust the frustum. Device
tilt, head, and neck (M = 3.6, SD = 0.2) were not controlled
actively but “rather subconsciously”.

6.5.4 Discussion

Based on the visual characteristics of the different tech- From related work we

knew that DPR sets the

standard for fast search

and selection times in

this task. To no

surprise, UPR was

significantly slower than

DPR.

niques, we already expected DPR to outperform UPR in
this task. When combining search and selection time, UPR
(2.0 s) took 43% longer than DPR (1.4 s) on average. This
difference is due to the different characteristics of these
techniques. First, the FOV of UPR is the smallest across
all tested techniques. Second, the part of the virtual scene
visible on screen can easily be influenced by rotating the de-
vice in DPR, but it only changes slightly in UPR. Instead, in
UPR, the angle from which one is facing the device makes
a difference. This difference in usage pattern is also visi-
ble when looking at the traveled distance while solving the
task: UPR required more movement as the search was com-
plicated with less FOV, and (in-place) rotations having no
effect on what is visible through the screen.
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When adding UAR1.5x and UAR3.0x into the mix, we seeUAR1.5x was able to

match the performance

of DPR. UAR3.0x even

outperformed DPR, yet

with our participants

cheating.

that both search and selection times, as well as device
movements, decreased significantly the larger the FOV of
the AR system was. Especially notable in the data is the
non-existing search phase with UAR3.0x as a result of the
large FOV. However, these measures are incomparable to
the other techniques, as all participants found a way to
abuse UAR3.0x. In order to solve the task faster by reduc-
ing the movement required, they moved the device in such
a position close to their face that most of the table and a
part of the homing target were visible on screen. By do-
ing so, upon tapping the homing icon, the target directly
appeared inside the visible part of the scene. The device
movement during the selection phase was then likely per-
formed to better reach the target with the thumb for selec-
tion.

Thus, regarding RQ2, it makes more sense to compareOur data suggests that

good performance in

this task arises from a

large FOV. It is not

relevant whether the

frustum originates in the

device camera or the

user’s head.

UAR1.5x with the two baselines. With a combined search
and selection time of 1.5 s, this hybrid technique was sim-
ilarly fast as DPR. Significance tests prove that both were
significantly faster than UPR. This is especially interesting
as the foundation of user-aware rendering is in UPR: While
one could expect that losing the ability of DPR to quickly
pan over the scene by rotating the device in place might
have a negative impact on performance, this was not the
case. Looking at the graphs, one can rather see a relation-
ship between FOV and search and selection times. This
makes it likely that user-aware AR with a device scale fac-
tor between our two versions could yield an even better
result than DPR.

Just like in study 1, the effect size between the best andThe difference between

UAR1.5x and UPR was

already 0.5 s for a very

simplistic task of

tapping on a box.

worst performing techniques is rather subtle. Search and
selection using UAR1.5x took only 0.5 s less than UPR,
which still is a speed increase of 25%. However, one must
also consider that our task design was very simplistic. As
AR tracking and rendering are usually provided by a sys-
tem library and not required to be implemented by app de-
velopers, modern versions of AR toolkits could leverage
head input for enhanced AR perception without an effort
required by app developers.
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6.6 Conclusion

This chapter introduced User-Aware Rendering, a new ap- We combined UPR with

a larger frustum similar

to DPR and evaluated

this novel rendering

technique in two user

studies.

proach to handheld augmented reality. UAR combines
the better visual context and depth perception of user-
perspective AR with the larger FOV of traditional device-
perspective rendering that enables fast scene exploration.
The technique works by calculating UPR frustums with vir-
tually increased device sizes. We tested two scaling factors:
1.5x and 3.0x.

Our two studies provide valuable insights into how peo- In each study, UAR1.5x

was able to match the

performance of the

respective known gold

standard for this task.

ple perceive content in handheld AR. Each study focused
on an individual known strength of DPR and UPR. Study
1 suggests that the additional motion parallax effect ob-
tained from the head tracking positively affected the depth
perception (RQ1). Study 2 shows us that a large FOV is
also important to quickly search for an object in the virtual
scene (RQ2). On the other hand, our participants could
not use the angular offset of DPR to an advantage in de-
creasing search times. We have seen no change in head
or device movement in Study 1 while operating the tech-
niques, showing that they allowed for natural usage (RQ3).
In Study 2, larger FOVs resulted in reduced movement to
solve the task, proving that the idea to scale up the virtual
device size made sense. Our user-aware techniques, espe-
cially UAR1.5x, were able to combine the strengths of UPR
and DPR in these studies by mitigating the dual-view prob-
lem without lowering the FOV.

In our two studies, UAR was able to match the performance UAR1.5x combined the

enhanced depth

perception of UPR with

fast search and

selection times of DPR.

of the respective existing favorable rendering technique
[Kruijff et al., 2010; Liu et al., 2020; Swan et al., 2017; Ren
et al., 2016; Baričević et al., 2012]. The design of both stud-
ies was reduced to very concrete aspects of perception. We
saw in Study 1 that a constant input stream of subtle motion
parallax effects enhances depth perception. In Study 2, we
measured the positive impact of a larger FOV on scene ex-
ploration. Real-world AR experiences require both of these
aspects: Estimating the distance and order of multiple ob-
jects and getting an overview of the overall constellation
of objects is relevant for any AR experience. Thus overall,
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UAR provides an interesting technique that combines mo-
tion parallax with a large FOV.

Both the comments our participants made and the quan-A FOV of around 35°

seems to be a sweet

spot for handheld AR.

titative measurements suggest that the FOV of around 35°
one obtains with UAR1.5x at a typical usage distance be-
tween device and head offers a sweet spot at which users
can see enough content on screen (Study 2) while still bene-
fiting from the added motion parallax for depth perception
(Study 1). Thus, we attribute the enhanced performance
measured with UAR to the more useful FOV it provides at
a comfortable viewing distance.

6.7 Future Work

Our studies show that hybrid rendering techniques likeFor the future, we

envision further hybrid

rendering techniques

that are less

computationally

expensive than UAR.

UAR can combine large FOVs with motion parallax from
head input to enhance the overall AR experience. UAR,
however, is not the only imaginable implementation that
can achieve this combination. We can also envision a ren-
dering technique based on DPR instead of UPR that pans
into specific areas of the captured camera. This approach
would result in a similar amount, yet a different type of
motion parallax effect. Thus, it could lead to a performance
similar to UAR1.5x while being less computationally com-
plex.

Our UAR approach also tested only two possible scalingUAR with a dynamic

scale factor based on

the content could also

enable new interactions

with AR.

factors for user-aware rendering. In our studies, we of-
ten found a relationship between the FOV and the perfor-
mance. Alternating this scale factor offers further interest-
ing research trajectories. We could also envision a dynamic
scale factor based on the visible virtual content, where the
device would zoom in to show smaller scenes and increase
the FOV for large scenes.

One should also analyze user-aware rendering on otherUAR should be

evaluated with other

screen sizes, too.

screen sizes. In our preliminary tests, the prototype also
worked well on a phone. However, the impact of device
size is likely small, as according to Paillé [2015], operating
distance decreases with a smaller device. Consequently, the
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relative size of the area blocked in the user’s field of vision
remains steady.

Finally, the transformation of the background image based The transformation of

the camera feed to

match the virtual

content could be refined

further.

on the floor and model distance worked well for us. Still,
there were minor issues in this perspective transformation,
which could be refined by using a different (fish-eye) cam-
era. None of our participants mentioned any alignment
issues of the virtual content in the real world. However,
the black borders around the camera image that were espe-
cially present when UAR3.0x ran out of camera feed should
be tackled with different camera technology.

Overall, this chapter serves as a first exploration of our con- UAR shows that the

perception of virtual

world-space content is

enhanced through

implicit facial tracking.

Next, we shift our focus

back to screen-space

content.

cept of User-Aware Rendering. The two studies showed
that it was able to combine the advantages, but not the
disadvantages, of UPR and DPR. At the heart of UAR is
a continuous and implicit processing of the facial tracking
data. This data is used to update both transformation and
projection matrices, enhancing the perception of the virtual
world-space contents. In the next chapter, we will shift
our focus to an implicit usage of gaze tracking for screen-
space content to complete our taxonomy of interaction tech-
niques.
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Chapter 7

Optimizing Distraction
on Mobile Devices with
Gaze Analysis

SUMMARY:
Notifications on smartphones typically appear at the top of the screen, resulting
in interruptions caused by content overlaps of toolbars and potential acciden-
tal activation of a notification. As returning to a workflow that got interrupted
proves difficult for the general user, interface designers should thoughtfully de-
sign the visual disruption caused by notifications. We explore possible designs
of gaze-attentive notifications to overcome this issue. By placing the notification
banner as far from the user’s current gazing point as possible they result in less
visual overlap and our study participants experienced them as less distracting.

Publications: The work presented in this chapter was done in collaboration with Eunae Jang and
Jan Borchers. The author of this thesis developed the research idea and relevant research questions.
Furthermore, he designed and evaluated the study. Most of this work has been published as late-
breaking work at ACM MobileHCI 2023 [Hueber et al., 2023]. The author of this thesis is the main
author of the paper. Most sections in this chapter are taken from the paper publication.
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7.1 Motivation

Any direct usage of gaze as input modality in 2.5D userImplicitly controlling

screen-space content

with gaze will result in

the Midas touch

problem.

interfaces always results in the Midas touch problem: It is
simply not possible to look at something without activat-
ing it. In our two explicit interaction techniques for screen-
space content, we overcame this issue by leveraging a com-
bination of gaze and touch. For instance, the touch-based
selection in Headbang in Chapter 3 even added to the ex-
plicit nature of the interaction. For implicit interactions,
however, that is not possible.

With the work in this chapter we set out to explore the ef-Therefore, we explore

the use of gaze as

anti-location of the

interaction instead.

fects of inverting the meaning of the gazing location on the
interaction: What if we only place new windows in screen
areas the user is not looking at? Mobile devices provide an
especially promising testbed to investigate the potential of
face tracking in determining an on-screen area of user inter-
est for two reasons. First, they have a small screen that fits
into the visual field well. Second, they frequently have alert
windows (notification banners) appear while using them.

Pielot et al. [2014] found that smartphone users receive overIn multiple studies,

notification banners

were perceived as

distractive.

60 mobile notifications daily. Still, the number of notifi-
cations people actually react to is way lower, with some
surveys reporting reaction rates under five percent. Rea-
sons for these low reaction rates can be found in studies
by Mehrotra et al. [2016] and Sigitov et al. [2016]. Their
findings indicate that users experience notifications as an
interruption from or a distraction to their ongoing tasks.

Designing mobile notifications to incorporate a suitableDifferent projects tried

to optimize the

distraction and

acceptance of

notifications by delaying

their delivery.

level of distraction has been an ongoing research chal-
lenge. In the study of Avraham Bahir et al. [2019], the click-
through rates increased significantly the later they were re-
ceived over the day. Fischer et al. [2011] proposed to de-
lay the delivery of notifications based on usage patterns.
For instance, a notification could be displayed when the
user just finished a task. However, delaying the delivery
is not suitable for many types of information. A field study
by Iqbal and Horvitz [2010] found out that people actually
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Figure 7.1: Gaze-explicit notifications reduce distraction and occlusion of the pri-
mary on-screen content. When a notification is about to be presented (left), the
system checks the user’s current gazing location to determine an area of her inter-
est (orange) where no notifications are supposed to appear. The notification then
appears on the most distant screen edge. By shifting her gaze toward the notifica-
tion, a user can enlarge it, revealing more content or additional options.

value the awareness of information supplied by notifica-
tions of different importance levels.

In this chapter, we explore gaze tracking to enhance the pre- To optimize for

distraction without

delaying information

delivery, we used gaze

tracking.

sentation of notifications so that information is delivered as
timely as possible but with less distraction from a primary
task. We explore both the presentation characteristics of no-
tification banners, like contrast levels and size, as well as
how explicit gaze interaction can enhance notification in-
teraction. We also present qualitative feedback that helps
to design further iterations of gaze-attentive notifications.

Overall, the two research questions for the work in this
chapter are as follows:

RQ1 Can gaze tracking reduce undesired content overlaps
when presenting notification banners?

RQ2 Can gaze tracking be used as an effective input
modality in the context of notification UIs?
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7.2 Related Work

While using a smartphone, notifications deliver additionalNotifications interrupt a

primary task through

visual overlaps and

auditory interference

information that typically is unrelated to a currently ongo-
ing primary task. Hence, notifications require the user’s
secondary attention and distract from the ongoing task
through visual overlaps [Bahr and Ford, 2011] or auditory
interference [Stothart et al., 2015].

Despite users finding notifications disruptive, they opt intoEven though they are

despised for being

disruptive, users value

the information

awareness from

notifications.

them. The studies by Iqbal and Horvitz [2010] and Chang
et al. [2023] show that notifications provide an increased
information awareness that smartphone users value. Thus,
it is also no surprise that completely disabling notifications,
like Fitz et al. [2019] did in a user study, results in increased
anxiety and fear of missing out.

7.2.1 Distraction Caused by Notifications

The diary study of Czerwinski et al. [2004] showed thatResuming to an

interrupted task is

challenging.

the task-switching required to return to a previously inter-
rupted task is difficult for humans. Mobile notifications in-
terrupt us frequently each day. Therefore, researchers ex-
plored different approaches to minimize the perceived dis-
ruption and improve the use of mobile notifications.

As proposed by Sahami Shirazi et al. [2014], one intuitiveBalance the tradeoff

between disruption and

noticeability of

notifications based on

subjective importance

could be promising, but

no heuristic exists yet.

approach could be to filter notifications based on their sub-
jective importance. Their assessment identified communi-
cation apps and calendar apps as especially important. This
is in line with the earlier finding of Fischer et al. [2010], in
whose study people were more receptive to notifications
whose content provided them with a good gut reaction.
However, no general heuristic exists to determine the im-
portance of notifications from arbitrary other apps.

Another approach to reducing disruptions—and thus an-
noyance and frustration—caused by notifications is to op-
timize the timing of their arrival. For desktop interfaces,
Adamczyk and Bailey [2004] propose interrupting users af-
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ter finishing a task but before the save process. Fischer Different approaches

delayed notification

delivery to opportune

moments, e.g., after the

user finished a task.

et al. [2011] found out that users deal with mobile notifi-
cations faster if they are delivered after an episode of mo-
bile interaction, i.e., after finishing a task or at least subtask
in a single screen of the mobile UI. Chen et al. [2022] ana-
lyzed the intensity of activity and engagement during VR
sessions to predict when users can best be interrupted by
notifications. Ogawa et al. [2021] used IoT devices to iden-
tify breakpoints in daily routines to time the delivery of no-
tifications on a smart speaker.

By identifying physical or mental context, a phone can ob- Notifications delivered

at such opportune

moments yield faster

response times.

tain hints about when to deliver notifications. The An-
droid library InterruptMe by Pejovic and Musolesi [2014]
used user activity, location, and current time, among other
indicators, to delay notification delivery. In their study,
these delayed notifications yielded faster response times
and higher satisfaction. Mehrotra et al. [2015] used the no-
tification’s content and social relationship between the user
and its sender to classify its relevance to the user using ma-
chine learning. But also context-agnostic systems, like Fitz
et al. [2019] did with batching notification delivery to a few
selected points in time, can result in a slight productivity
gain and less distraction.

7.2.2 Perception of Notifications

The visual appearance of notifications is an important as- Visual characteristics of

notifications also

influence reaction

times.

pect that allows them to fulfill their purpose. To engage a
sufficient level of perception, especially when notifications
are displayed in the peripheral vision, previous literature
suggested visual enhancements of notification placement
[Rzayev et al., 2019], extents [Janaka et al., 2023], and color
[Mairena et al., 2019] to reduce users’ reaction times or pref-
erence.

Avraham Bahir et al. [2019] examined the effect of visual Users are more likely to

respond to notifications

with images or emojis.

manipulations of mobile notifications on users’ reaction
times. While disadvantages of adding graphics or images
to notifications include covering more screen space and
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adding more clutter on smartphones, they also increase re-
sponse rates.

Tasse et al. [2016] conducted a desktop-based user studyPulsing glows around

notifications effectively

capture the user’s

attention.

to identify the effects of 15 different types of visual atten-
tion grabbers using different combinations of visual factors
such as color, position, size, and animation. They mea-
sured their participants’ reaction times for each visual de-
sign while they played a memory game as a primary task.
The more noticeable—and thus obtrusive—a notification
was, the faster the measured reaction time. Overall, they
recommend pulsing glowing shadows as the most likable
and effective way to capture the user’s attention.

7.2.3 Awareness of User’s Gazing

The study by Klauck et al. [2017] already presented that theDue to the differences

in the visual field’s

acuity, results from

desktop studies do not

transfer to mobile.

distance between the gazing point and a notification affects
the user’s attention and subjective distraction. Much pre-
vious research focused on the visual perception of notifica-
tions on large screen setups and even VR. Due to the intrin-
sics of human vision, these results might not be easily trans-
ferable to phones and their smaller screens. Nonetheless,
as smartphones have become bigger in recent years, their
screen edges move into mid-peripheral vision at a typical
usage distance (see Section 2.3). Thus, notifications are dis-
played in the area of the user’s visual field where color per-
ception and acuity already diminish. However, changes in
screen brightness caused by a notification appearing highly
trigger the perception in mid-peripheral vision. Therefore,
notification designs with a smaller footprint should also re-
liably capture the user’s attention. What is more, reading a
notification is impossible without moving the visual focus
closer to it.

7.3 Designing Attentive Notifications

It is important to state that external events trigger no-
tification delivery—thus, their delivery is not under the
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user’s control. When notifications appear right under the Notifications overlap a

commonly touched

screen area. This

increases the chance of

accidental input.

user’s fingertips, they are prone to trigger accidental inputs
[Guleria and Kaur, 2021]. This issue worsens as on mod-
ern smartphone platforms, notification banners cover the
whole toolbar at the top of the screen, overlapping impor-
tant navigation and functionality buttons.

Gaze tracking offers a promising way to mitigate this is- Gaze tracking with

sufficient accuracy can

predict the user’s next

touch target within a

second.

sue: As a user’s gazing provides indicative information on
her intention or likely next action within a second, Çığ and
Sezgin [2014] were able to automate mode-switches in pen-
based interactions simply from gaze analysis. As we have
already shown in Section 2.7.3, the high-resolution front-
facing cameras in recent smartphones allow for gaze track-
ing with sufficient accuracy, especially as we are only inter-
ested in the region of the screen the user is gazing at.

The interaction design of mobile notifications is a combina- Different factors

influence the interaction

design of notification

banners, including their

visual intrinsics,

placement, size, and

input modality.

tion of factors influencing their visual design and delivery
process [Pejovic and Musolesi, 2014], and enhancing cur-
rent notification design requires looking into all of them.
First, visual aspects (size, contrast, ...). For instance, the
work of Klauck et al. [2017] showed that reducing the vi-
sual footprint of notifications tends to be less disruptive
and reduces content occlusion. Second, introducing and
mapping gaze data (notification position, size, ...). Interac-
tion effects between these factors are also likely. For exam-
ple, increasing the spatial distance between the location the
user is interacting on screen and the notification banners
should have a similar effect to size reduction. Third, the
possibility of using gaze explicitly as input arises. To find
out more about how size and contrast influence perception
and disruption, we conducted a preliminary study.

7.3.1 Exploration of Visual Factors

Apparatus and Task

In this study, 10 participants aged between 20 and 30 We conducted a study

on visual factors with 10

participants.

(6 male) were given an iPhone XS on which notification
banners of different styles arrived silently during usage.
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Figure 7.2: The nine different notification styles explored
in the preliminary study differed in their size (from left to
right: small, medium, large) and their contrast level (from
top to bottom: low, medium, high).

They watched a video of their choice in landscape orien-Participants watched a

video of their interest

and had to dismiss

distractive notifications.

tation, which had to be at least 20 min long. The personal
selection of a video was intended to capture the individual
interest and guide the focus on the video content. Partici-
pants were asked to dismiss notifications by swiping when-
ever they noticed them on the screen.

We used two independent variables in this study. No-The independent

variables were SIZE

and CONTRAST.

tifications were presented in three different SIZEs [small
(23×10 mm), medium (60×10 mm), large (60×20 mm)] and
three different CONTRAST levels [low (3:2 contrast, 70%
opacity), medium (3:1 contrast, 85% opacity), high (7:1 con-
trast, 100% opacity)], as depicted in Figure 7.2. Each combi-
nation was tested three times with each participant in a ran-
dom order in which the same condition was not presented
two times in sequence. For reference, the design of the stan-
dard iOS notifications matches our look of a medium-size
high-contrast notification.

We measured the Perception Time as the time betweenWe measured the

Perception Time as the

time participants

needed to touch a

notification after it

became visible.

the notification beginning to animate on screen and the
moment the participant began to dismiss the notification.
Moreover, participants rated their perceived distraction
level and preference in a post hoc questionnaire on a 5-
point Likert scale.
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Results

To analyze the effects of SIZE and CONTRAST on the mean
response times, we used two-way ANOVA for evaluation
and Student’s t-tests for post hoc pairwise comparisons on
the aggregated data.

SIZE had a significant effect on the Perception Time With each increment of

SIZE notifications were

perceived significantly

faster.

(F2,18 = 10.379, p < .001). Pairwise comparisons revealed
that all three size classes performed significantly different
(𝑝 < .03). On average, we measured 2.0 s with large no-
tifications, 2.4 s with medium-sized notifications, and 2.8 s
with our smallest notifications.

CONTRAST, on the other hand, had no significant impact on CONTRAST had no

significant effect on the

Perception Time.

the Perception Time (F2,18 = 2.843), p = .085). We measured
average response times of 2.3 s with medium and high con-
trast and 2.5 s with low contrast.

There was also an interaction effect of SIZE×CONTRAST Small-size low-contrast

notifications were

perceived significantly

slower than any other

condition.

(F4,36 = 3.512, p = .016). Small-size low-contrast notifications
were perceived significantly slower than any other notifi-
cations (p < .01). However, small-size medium-contrast no-
tifications were already not perceived significantly slower
than large high-contrast notifications (p = .066).

The ratings of our participants suggest that their self- While our participants

liked small notifications,

they wondered how

much content would fit

into them.

reported distraction correlated to their response times (see
Figure 7.3). However, our participants also mentioned that
not much content will fit into the small notifications, limit-
ing their use: “I do not think many messages will fit into that.”
Regarding the SIZE, six participants responded that they
preferred the small-sized notifications most, especially as
they cover less screen real estate: “The small ones blended in
nicely with the video, so that both contents can coexist.”

The data of the preliminary study shows promising opti- Small-sized

medium-contrast

notifications were

perceived less than 1 s

slower than the default

iOS style.

mization potential for the visuals of mobile notifications:
Small notifications with sufficient contrast seem to provide
a good trade-off between perception and screen occlusion.
Even without the additional sound cue, they were per-
ceived less than a second slower than the standard iOS no-
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“It was easy to focus on the video while notifications were on-screen.”

“I quickly noticed when notifications appeared on-screen.”

Figure 7.3: participants were asked to specify their agreement to statements on
5-point Likert scales after the preliminary study. The responses regarding the dis-
traction (top) and perception (bottom) of different notification styles are presented
in stacked charts. Stack alignment toward the right suggests a higher agreement.
The impact of notification size is stronger than that of contrast. Large notifica-
tions were rated only slightly better noticeable than medium-sized notifications,
yet more distracting. Small high-contrast notifications provide a good compromise
of self-reported perception and distraction.
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tifications. However, by reducing the footprint of notifica-
tions, the problem of fitting sufficient content into the noti-
fication arises. This could be compensated by enlarging the
notification once the user actively gazes at it.

7.3.2 Controlling Notification Placement

To explore further aspects of the previously mentioned de- We designed two

gaze-aware interaction

techniques.

sign factors, we designed two interaction techniques utiliz-
ing gaze tracking and the previously tested visual designs
to answer our research questions.

Gaze-Implicit

Our first interaction technique activates the front-facing Gaze-implicit

notifications display

notification banners of

regular size on the

horizontal screen edge

that is furthest away

from the user’s gazing

location.

camera to estimate the user’s gaze location shortly before
a notification is presented. Depending on whether the user
looks at the upper or lower half of the screen, the notifi-
cation will be displayed on the screen edge which is ver-
tically farthest away. Thus, notifications are moved from
the user’s central vision into the peripheral vision. They
use the medium-size high-contrast design that is default on
iOS. These notifications can be pressed to expand them (see
Figure 7.4). They are dismissed by swiping or looking away
from the notification for 1.2 s, a duration that fits into the
range of typical dwell times with gaze interactions [Esteves
et al., 2020].

Gaze-Explicit

Our second interaction technique additionally allows fur- Gaze-explicit

notifications are initially

smaller and enlarge

once the user shifts her

gaze toward them.

ther gaze interaction with the notification. Notifications are
placed using the same rule as gaze-implicit notifications
but use the small-size medium-contrast design to further
reduce occlusion while being sufficiently perceivable based
on the results of the preliminary study. When the user
moves her gaze toward the notification, it enlarges as if it
was pressed, and all options are revealed (see Figure 7.1).
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Figure 7.4: Just like our gaze-explicit notifications, gaze-
implicit notifications appear on-screen as far as possible
from the user’s gazing location. However, they always ap-
pear in full width. To reveal additional options, users then
touch the notification with their fingers.

Figure 7.5: Both gaze-explicit as well as gaze-implicit notifi-
cations are automatically dismissed when the user moves
her gaze away from the notification back to the original po-
sition.

Touch-Attentive

For comparison, we also created a notification presentationFor comparison, we

also created a similar

condition that uses the

recent touch data

instead of gaze.

style that does not rely on gaze tracking as an input modal-
ity. Touch-attentive notifications work like gaze-implicit
notifications, but they use the last location of the user’s fin-
ger instead of her gaze to determine on which side of the
screen the notification is supposed to appear.
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7.4 Evaluation

To answer our research questions, we conducted a user We evaluated our

techniques against the

system default of

current mobile

platforms in a user

study with 10

participants.

study comparing these three techniques with a baseline con-
dition that always slides in notifications from the top of the
screen. Thus, this condition mimics the default system style
on common mobile platforms. All conditions used a slide-
in animation from the screen edge that matched the default
style in iOS. Ten people participated in this study aged from
20 to 30, three male.

7.4.1 Apparatus and Task

While we were interested in the usage of notifications, we A drawing app served

as a primary task that

kept users engaged

during the study.

needed to keep participants engaged in a primary task.
Therefore, we created a simple drawing application in
which users could pick different drawing tools and colors.
A selection of different template outlines that participants
could paint in was provided to assure their interest and
make it unnecessary to think about an own design first. The
drawing task was chosen because it requires focusing on
moving the finger precisely so that one does not cross the
outlines while painting. Typically for mobile UIs, toolbars
for drawing tools and color selections were visible at the
top and bottom of the screen. Thus, notifications resulted
in an overlap with the primary task (see Figure 7.6).

We also aimed to create an interesting secondary task for As a secondary task,

we ran a trivia quiz

within the notification

interface.

notification interactions that covers both interactive (that
require user action, such as messaging apps or reminders)
and non-interactive (that do not require user interaction;
only deliver information) notifications. Therefore, we cre-
ated a trivia quiz that was completely operational from
within notifications. A notification appeared on-screen
when a new question was ready to be answered. Depend-
ing on the condition, people could touch the notification
or, with gaze-explicit notifications, shift their gaze toward
them to enlarge them. In the enlarged state, buttons for two
possible answers are visible and can be selected by tapping
(see Figure 7.7). The subsequent queued notifications pre-
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sented a short explanation of the solution to the previous
quiz question. It did not require explicit interactions and
only aimed to deliver information to the users. By vary-
ing the types of notification contents, we tried to cover both
use cases of notifications: notifications with and without ac-
tion. After a notification was dismissed, the system waited
a random time interval between 15 and 30 seconds before
presenting a new notification.

In each condition, people received at least 10 notifications.We used a

within-subjects study

design in which each

participant used each

condition at least 10

times.

The order of conditions was randomized for every partic-
ipant. Before the first notification of every condition, the
app explained the current condition to the participants.
Additionally, the instructor explained how the notifications
will be presented, enlarged, and how one could interact
with them. After the task, participants ranked their agree-
ment to statements about their experience on Likert scales.
They also expressed their impressions in a follow-up inter-
view during which they were still allowed to test the sys-
tems again if needed. One study run took around 50 min-
utes.

7.4.2 Variables

We used TECHNIQUE [gaze-implicit, gaze-explicit, touch-Participants ranked

their Agreement to

statements on their

experience with each

TECHNIQUE.

attentive, baseline] as the independent variable. As we al-
ready measured response times in the preliminary study,
our goal in this study was to learn more about the ex-
perience our participants had while operating the phone.
Therefore, we measured Agreement scores on 5-point Lik-
ert scales. Options were labeled from totally disagree (–2) to
totally agree (2).

7.4.3 Results

We analyzed the participant Agreement data using Fried-
man tests and Dunn-Bonferroni post hoc tests.



7.4 Evaluation 173

Primary task

Notification layer

Figure 7.6: In the study, notifications could either be dis-
played along the top or bottom screen edge, resulting in an
overlap of either the tool or color selection UI.

Figure 7.7: In the main study, gaze-explicit notifications
used a small-size medium-contrast style (left) expanded
once the participant shifted her gaze toward the notifica-
tion. Expanded interactive notifications (middle) provided
two buttons, while read-only notifications (right) did not.

Attention to Primary Task. First, participants rated their Our participants could

focus on the drawing

slightly better using

gaze-explicit

notifications.

agreement to the statement “I could easily keep my at-
tention on the drawing while notifications were presented
on-screen.” On average, our participants were indiffer-
ent about this statement in the baseline condition (M = .1)
and slightly agreed in the gaze-explicit condition (M = .6).
There was, however, no significant effect in the responses
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Completely
disagree

Disagree Neither agree
nor disagree

Agree Completely
agree

“I could easily keep my attention on the drawing while
notifications were presented on-screen.”

“The notifications rarely occluded the screen area
I interacted with.”
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Figure 7.8: participants were asked to specify their agreement to statements on 5-
point Likert scales after the study. The responses regarding distraction (left) and
occlusion (right) caused by the notifications in the four conditions are presented
in stacked charts. It is apparent that the visual representation of gaze-explicit no-
tifications might benefit distraction. Our participants felt that both gaze-attentive
conditions greatly reduce undesired occlusion effects.

(𝜒2(3) = 1.691, p = .639). The responses of participants are
depicted in Figure 7.8. Moreover, our participants agreed
to the statement “I could easily return to drawing after I
dismissed a notification” with the same average across all
conditions (M = 1.3, SD = 1.2).

Disruption Caused by Notifications. Regarding the per-Baseline and

touch-attentive

notifications often

occluded screen ares

participants interacted

with.

ceived disruption, participants rated the statement “The
notifications rarely occluded the screen area I interacted
with.” There was a significant difference between the con-
ditions (𝜒2(3) = 18.357, p < .001). Participants disagreed
using the baseline (M = –0.7) and the touch-attentive (M =
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Figure 7.9: Both gaze-attentive notification designs lead the forced ranking of our
participants. The possible ranks are encoded in color from most favorite (green) to
least favorite (red). Those participants who did not like the gaze-explicit notifica-
tions feared accidental activations.

–0.8) conditions. On the other hand, participants agreed fa- Both gaze-explicit and

gaze-implicit designs

resulted in significantly

fewer content overlaps.

vorably with both gaze-implicit (M = 1.4) and gaze-explicit
(M = 1.5) notification styles. Both gaze-based techniques
were rated significantly better than the other two (p < .02).
In addition, our participants agreed to the statement “It
was easy to finish my current drawing action while a no-
tification was displayed” using gaze-explicit notifications
(M = 1.1, SD = 1.1). They only slightly agreed using gaze-
implicit (both M = .5, SD = 1.5) and were indifferent in the
baseline condition (M = .1, SD = 1.6).

Preference Ranking. After using all four designs, our Our participants liked

the gaze-explicit and

gaze-implicit

notifications

significantly better than

the other two

conditions.

participants were asked to “rank the experience the differ-
ent designs offered from 1–4 with 1 being their favorite”.
There was a significant effect (𝜒2(3) = 11.160, p = .011) with
participants preferring gaze-explicit (M = 1.8), and gaze-
implicit notifications (M = 2.1) the most. Both of them were
ranked significantly better than touch-attentive notifica-
tions (M = 3.6, p <.02). While not significant, even the base-
line condition received a better average rating (M = 2.5).
The results of this ranking are depicted in Figure 7.9.

7.5 Discussion

The follow-up interviews provide explanations for these
results. The major source of disruption our participants
identified was, in fact, not that the notification required at-
tention while they were performing another task. Instead,
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notifications impeded them from continuing their drawingThe main cause of

notification disruption

was impeding the

primary task.

by occluding tool selections or appearing right when they
were about to tap on a different color, resulting in acciden-
tal activation. Eight participants mentioned that they expe-
rienced undesired content overlaps themselves in gaming
and streaming apps. Gaze-explicit notifications not onlyOur participants valued

the smaller footprint of

gaze-explicit

notifications.

provided a benefit by staying away from the area the user
was about to interact with, but they also had a smaller foot-
print than the other notification styles: “Especially the small
size was useful. For example, I can easily notice which app sends
me the notification [which is] enough to communicate the type
of information provided.” “The short version of the information
in the small size notifications is totally enough to decide whether
I need to pay attention to the notification or not.” This is in
line with the findings of Klauck et al. [2017], which we con-
firmed here for the mobile setting.

Interestingly, while participants valued the system aware-Gaze tracking can

reliably predict the area

of user’s interest. On

the other hand, using

the recent touch data

worsened our study’s

occlusion problem.

ness of their interactive area, six out of ten rated the touch-
attentive version as the worst design tested: “The notifica-
tions based on the last touches were later than my gazing, so noti-
fications often covered the toolbar at the moment when we wanted
to change the tool” and “The touch-attentive version covered the
color palette many times. It was very annoying that notifications
covered [the UI] just before I tried to select a different color”. This
is especially surprising as we chose a drawing task specifi-
cally for fairness, as fingers and eyes move in parallel dur-
ing drawing. Thus, mobile gaze tracking is clearly a better
input than touch to identify the phone’s interactive screen
area (RQ1).

Regarding their capability to pay attention to the draw-The disruption caused

by notifications likely

worsens with more

complex real-world

primary tasks.

ing task, participants slightly favored gaze-explicit notifi-
cations, mainly due to the reduced content overlap. In
our study, the type of disruption caused by notifications
was perceived rather pragmatically than cognitively. The
task was not cognitively challenging, and thus, our partici-
pants also had no issues returning to the drawing task after
they dismissed a notification across all conditions. With de-
vice usage in the wild, however, this would likely change:
With complex tasks, the effects of disruption worsen as
more time is required to resume with the primary task
[Czerwinski et al., 2004].
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When explaining their overall ranking, our participants ex-
plained that “gaze-explicit notifications were comfortable be-
cause they [...] avoid where [we] want to interact with”. “I re-
ally liked that notifications disappeared automatically if I looked
at another part of the screen. I did not have to move my finger
to close the notifications and I could quickly resume drawing.”
However, we saw that gaze-explicit notifications had the
most variance in their rankings. This was partially because
it had a different design than the well-known default look
but also because it introduces the Midas touch problem: “if Our participants were

afraid of Midas touch

effects they assumed to

occur with gaze-explicit

notifications.

this was a chat program, it would have sent a read receipt de-
spite me not wanting to mark it as read yet.” Thus, our partic-
ipants were only concerned about undesirably activating a
notification, whereas they enjoyed automatic dismissal. Fu-
ture versions of gaze-explicit notifications should therefore
only resize the notification accommodate more text with-
out triggering the enlarged state of the notification instead
to increase acceptance (RQ2). Regarding privacy, one par-
ticipant criticized that even if the camera system is acti-
vated only shortly when a notification appears, she “could
not cover the camera with a sticker anymore.”

7.6 Conclusion

This chapter serves as a first exploration of possible de- We explored novel

interaction designs for

mobile notifications that

use gaze tracking.

signs for gaze-attentive notifications that reduce unneces-
sary distraction and content overlaps. In two user studies,
we identified suitable parameters for implementing gaze-
attentive notifications. We also collected valuable feedback
from participants that helps to shape refined iterations of
gaze-attentive notifications.

The key findings of these studies are as follows:

1. Our participants enjoy notification styles that raise in-
formation awareness without distracting them from
their current tasks.

2. They liked the gaze-explicit notifications for introduc-
ing low visual distraction and eliminating additional
input for dismissal.
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3. Resizing the gaze-explicit notification during interac-
tion reduced distraction without lowering its infor-
mation content.

4. While gaze can effectively be used to determine a
suitable placement of notifications, this is not the case
with touch inputs. In fact, the touch-attentive place-
ment of notifications felt quite random to our partici-
pants.

7.7 Future Work

Based on these findings, our next steps are refining gaze-Future notification

designs could apply

layout changes to

prevent content

occlusions completely.

attentive notifications and conducting a more extensive
study to analyze their impact. The feedback we obtained
from the study participants made clear to us that occlu-
sion is even more of a problem than we already expected.
Alternative notification designs could completely resolve
occlusion problems. For instance, slightly decreasing the
screen’s viewport on the screen edge of the notification and
presenting it vertically next to the actual content of the cur-
rent app.

Secondly, we learned that enlarging the notification whenUsers expect Midas

touch effects.

Notification designs

should convey the

consequences of

gazing at a notification

via feedforward.

gazing at it is an effective way to display more textual con-
tent when the user wants to pay attention to it. However,
directly expanding the notification and providing buttons,
chat options, etc., leads to user reservations. Future noti-
fication designs should, therefore, take care that no Midas
touch effects exist and that this is appropriately communi-
cated to the users.

Moreover, adapting gaze-attentive notifications to tabletsNotifications on tablets

could be placed

dynamically inside the

user’s visual field.

will provide new challenges: With tablet computers, more
screen space moves even further into peripheral vision, so
determining a notification size or contract level based on
the gaze location becomes an interesting factor.

The current limitations of this work are the small studies
and that they were only conducted in a lab setting. More-
over, while the drawing task was intended to introduce
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fairness between the touch and gaze conditions, it might A larger and more

complex study design

should be used for

future evaluations.

not have been cognitively challenging enough. Therefore,
we want to test the refined gaze-attentive notification de-
sign with a more extensive in-the-wild study to capture ac-
tual usage across different contexts.

In the last five chapters, we introduced new interaction In the next chapter, we

summarize the thesis

and look at future

perspectives of facial

tracking on mobile

devices.

techniques for mobile devices. We used facial tracking to
augment touch input in our explicit interaction techniques.
In contrast, our implicit interaction techniques used facial
tracking to adapt the on-screen content to what the user is
looking at. In the next chapter, we summarize the thesis
and draw a conclusion. We will also look at potential fu-
ture interactions with mobile devices that use inputs from
facial tracking.
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Chapter 8

Summary and
Future Perspectives

“The eyes are the window to your soul.”

—William Shakespeare

Humans are experts in reading the eyes of others. Your Common interaction

paradigms in HCI

neglect many human

aspects of their user.

Visually tracking the

eyes and head provides

an additional communi-

cation channel.

eyes, combined with facial expressions, give away your
mood. They tell others whether you are happy or sad and
even change based on your concentration level or tiredness.
Furthermore, head movements over time result in gestures
whose cultural meaning is already known to children. Vi-
sual cues like these provide richness in face-to-face commu-
nication between humans.

In today’s computing interfaces—actually, in HCI as a
whole domain—we usually reduce the users to 2D input
locations that fit into the interaction model. This results
in a lack of context, making interactions shallow or poorly
blended with their environment. Yet, the increased process-
ing power and high-resolution cameras in mobile devices
allow us to track the user visually and enable novel inter-
action techniques. This work aimed to better understand
the possible applications of visually tracking the user’s eyes
and head orientation on mobile devices across different use
cases.
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8.1 Summary and Conclusions

In this thesis, we investigated how increasing the commu-We designed interaction

techniques for mobile

devices that rely on the

increased

communication

bandwidth from adding

facial tracking.

nication bandwidth with facial tracking of the eyes and
head can benefit mobile interactions. To better under-
stand the application areas for this new input type, we de-
signed techniques targeting either screen-space or world-
space content. The former denotes interactions with the
GUI elements displayed directly on the user’s handheld
screen; the latter is our umbrella term for content residing
outside these bounds, e.g., remote devices or virtual con-
tent placed inside the room. In addition, we investigated
interaction techniques that map the facial tracking input ei-
ther implicitly or explicitly.

We began with explicit uses of facial tracking with dis-Headbang is an

interaction technique

that allows users to

perform quick actions

from subtle

back-and-forth gestures

with their heads.

cretized head input in Chapter 3. The Headbang interac-
tion technique used head tilt to trigger quick actions in
GUIs. The number of elements in context menus increases
with more functionalities in mobile apps. Extensive context
menus require more screen space, resulting in content over-
lap and difficulties reaching them with the thumb for touch
input. With Headbang, upon touching an element of inter-
est, users specified their intended action through head tilt-
ing. We highlighted this action in a compact radial menu.
One could even change the selection by changing the head
orientation and confirm the selection by lifting the finger.

In our first study, we saw that Headbang could reliablyMaking discrete

selections in context

menus using Headbang

can be faster than touch

input depending on the

menu size.

be used while sitting and walking, making it suitable for
mobile interactions. In Study 2, we evaluated Headbang
against tilt and touch to operate context menus. Here,
Headbang provided reliable accuracy with appropriate
speed. Depending on the number of menu entries, our
Headbang menu was even faster than conventional touch
list menus.

In Chapter 4, we again used head tracking as input, but
this time focussed on continuous tracking. While smart-
phones have become bigger in recent years, our thumbs
have not grown simultaneously. The resulting reachabil-
ity issues come with unergonomic phone use and reduced
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grip stability, increasing the likelihood of dropping the de- Our Head + Touch

reachability technique

scales better to larger

screens than previous

approaches. This is

possible by head tilting

to control a cursor on

the screen coarsely.

vice while using it. Researchers tried to extend touch reach
with various techniques, such as MagStick and BezelCur-
sor. However, operating such reachability techniques adds
some overhead to the interaction, making selections slower
than direct touch. Touch-controlled cursor techniques also
do not scale well, as the touchscreen area required to op-
erate the cursors grows with larger device sizes. With our
Head + Touch technique, users first control the cursor loca-
tion using head tilting. They can then lock the cursor in
place and refine the selection using touch.

Again, we evaluated both sitting and walking situations With an overhead under

100 ms, Head + Touch

as reachability

technique is

significantly faster than

touch-based

reachability techniques.

and found that a head-controlled cursor (Pure Head) pro-
vided no feasible replacement for existing reachability tech-
niques. However, by combining head tracking with touch,
for instance, in our Head + Touch technique, our participants
could reliably select items outside their thumb’s reach 20%
faster than using BezelCursor. Using head tracking allowed
us to eliminate the time overhead of the reachability inter-
action to under 100 ms while also allowing users to main-
tain a stable grip.

When people are not on the move, e.g., in seated multi- GazeConduits uses

gaze tracking in a

cross-device setup to

identify what or who

users are looking at.

device collaboration sessions, sensor noise in visual track-
ing is notably smaller, and gaze tracking becomes feasible
for novel interaction techniques. In Chapter 5, we took a
step toward gaze as a real-world input modality with the
GazeConduits system. Working entirely with off-the-shelf
devices and without the requirement for calibration, Gaze-
Conduits tracked the users’ gazing to identify which de-
vices or collaborators they were looking at. Our quantita-
tive studies showed that the system could accurately select
one of 20 simultaneous tablets on a table and one of four
collaborators using gaze.

Building on this easy and fast input mode, our envisioned Gaze-at-device

tracking, gaze-at-user

tracking, and user

awareness enable new

interaction techniques

that foster collaboration.

interaction techniques foster collaboration, e.g., by remov-
ing the need to physically reach for distant devices or trying
to control cursors across different devices. We presented
different interaction scenarios that benefit from gaze-at-
device tracking, gaze-at-user tracking, and user awareness
provided by GazeConduits. GazeConduits functioned as a
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proof-of-concept that gaze-supported cross-device interac-
tions are possible with current handheld devices and pro-
vide benefits to the interaction.

We also explored cases where eye tracking is implicitlyOur User-Aware

Rendering tracks the

user’s eyes to calculate

the camera frustum of

handheld AR

dynamically. This

results in a better

alignment between

device viewport and

peripheral vision.

used to enhance the interaction. In Chapter 6, we presented
a novel rendering technique for handheld augmented real-
ity called User-Aware Rendering. In AR, the handheld de-
vice serves as a portal to see the virtual world-space content
surrounding us. Therefore, it should be a goal to increase
this immersion by providing a natural and suitably sized
viewing experience. User-perspective rendering is one ap-
proach to achieving realism, but it comes at the cost of a
narrow FOV. The commonly used device-perspective ren-
dering, however, comes with a mismatch of what users see
on and around the device. Our approach used head track-
ing to calculate a camera frustum similar to UPR. Yet, by
virtually extending the device borders for this calculation,
we also increased the FOV compared to UPR.

In two studies, we evaluated UAR with different magnifi-User-Aware Rendering

preserves the

enhanced depth

perception of UPR with

a more useful FOV at

typical usage postures.

cation factors. We found that a 1.5x device magnification
provided a sweet spot of showing enough content on the
screen while remaining visually authentic and providing
good depth perception. By doing so, UAR combined the
strengths of DPR and UPR in a single technique while also
requiring less tracking accuracy than UPR.

We presented an implicit use of gaze tracking for screen-Attentive Notifications

appear at the horizontal

screen edge that is

furthest away from what

the user is looking at.

space contents with our two Attentive Notification tech-
niques in Chapter 7. Notification banners on mobile de-
vices appear at the upper screen edge. This screen area is
also used to display toolbars and, thus, frequently tapped
UI elements. Therefore, each displayed notification can re-
sult in undesired content overlap and possible accidental
inputs. To mitigate this issue, our two gaze-attentive tech-
niques display notification banners as far away from the
screen area the user is looking at.

We compared these two techniques against a touch-
attentive version and the default behavior of iOS in a user
study. Our participants found that the gaze-attentive re-
sulted in significantly rarer undesired content occlusions.
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Interestingly, only gaze tracking allowed a timely estima- This application of gaze

tracking allows to

significantly decrease

distracting content

occlusions.

tion of the user’s area of interest. In contrast, the touch-
attentive notification placement felt quite random to our
participants. 80% of our participants valued the smaller
footprint found in one of our designs. However, they
feared accidental activations when gaze shifts are used to
interact with notifications directly.

8.1.1 Contributions and Benefits

In conclusion, we made five artifact contributions that con- We presented five

interaction techniques

that increase the

expressiveness and

efficiency of handheld

devices through facial

tracking.

tain novel interaction techniques enabled by the tracking
of facial features visible in the front-facing camera. These
techniques benefit handheld users in different ways across
a variety of mobile use cases.

• The Headbang technique discretizes the head orienta-
tion to trigger actions in menus. It reduces content
occlusions and makes inputs more efficient, as it per-
forms faster than touch depending on the menu size
(H1).

• With the Head + Touch reachability technique, one-
handed use of smartphones becomes more ergonomic
as users do not need to stretch their thumbs to reach
distant targets. At the same time, this technique re-
moves the time overhead found in touch-controlled
reachability techniques (H1).

• GazeConduits provides reliable gaze tracking for
cross-device interactions across devices and collabo-
rators. This enhances collaboration through simple
specification of intended target and action (H3).

• Handheld AR using User-Aware Rendering calculates a
viewing frustum based on head tracking. It provides
a more usable camera frustum than UPR or DPR, con-
veying depth information and a good scene overview.
(H2).

• Attentive Notifications reduce distractions and un-
wanted content overlaps by placing notifications as
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far as possible away from what the user is currently
looking at. The timely cost of placing notifications
closer to the peripheral vision is less than 100 ms (H4).

8.1.2 Reflection

While these techniques benefit smartphone users on theirWe listed a few

take-home messages

for our readers below.

own, they can also inform future research with general con-
clusions that can be derived from them. Concretely, re-
searchers can find evidence for the following themes in our
evaluations:

State of facial tracking on mobile devices. Our imple-Head tracking is reliable

without calibration. mentations were based on ARKit. Thus, we used current
off-the-shelf smartphones and their standard AR library for
facial tracking. We assured that these tracking capabilities
were reasonably accurate in our preliminary studies. Our
evaluations of Headbang and Head + Touch prove that head
tracking interactions do not require calibration and are ro-
bust against users walking.

However, gaze tracking is less accurate. Its quality deteri-Currently, researchers

should add a calibration

step if they require

precise gaze

estimations.

orates further when users move. Without calibration, we
could identify areas of interest of 20×25 cm via gaze. This
large size is an effect of gaze tracking having unique off-
sets with individual faces and the postures in which they
hold the device. Therefore, researchers should consider cal-
ibrating their system for each participant. For our Attentive
Notifications, a quick nine-point calibration was sufficient to
reduce the error of gaze tracking to under 1 cm.

Avoiding the double role of eye gaze. As looking at ob-Users can comfortably

control their heads over

longer periods to create

continuous input.

jects at an angle is uncomfortable, humans follow their
gaze with their heads. While this means that head tracking
can be used as a substitute for gaze tracking for some use
cases [Stiefelhagen et al., 1999], we found that using head
tracking over gaze for Headbang and Head + Touch provided
unique benefits: Not only can the head be controlled con-
sciously and independently of the eyes, but unlike them,
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it makes no subconscious saccades. This made it easy for
our study participants to control interface elements using
their head orientation while they could still look at arbi-
trary screen locations.

We therefore recommend prioritizing head tracking for ac- Ideally, only use gaze

data as passive

information.

If gaze control is

required, make

selection explicit by

adding a different

modality and keep

interactions as short as

possible.

tive controls. On the other hand, eye tracking works well as
a passive input stream, like in the case of User-Aware Ren-
dering and Attentive Notifications. When users should ac-
tively control parts of an interactive system with their gaze,
we recommend making these interactions explicit through
the use of an additional modality, e.g., touch. Researchers
should ensure these gaze interactions remain short, as con-
sciously controlling the eyes will quickly feel unnatural.
One example of this is our target selection in GazeConduits,
in which users look at the tablet they want to control and
directly perceive feedback on this exact device.

Faster interactions from higher bandwidths.
Independent of technical inaccuracies in gaze track- Head tracking suits

mobile context well. Our

interaction techniques

were significantly faster

than their

touch-controlled

counterparts.

ing, the mobile usage context brings further challenges
to the table: Especially while outside, people have to
frequently shift their gaze away from their phones to
check their surroundings. We, therefore, believe that head
tracking suits the contexts of mobile interaction well.
While head tracking might be slower than gaze in the lab
[Kytö et al., 2018], we still measured significantly faster
interaction times with head tracking in comparison to
touch input in our Headbang and Head + Touch studies.

The success of these techniques shows how well the hu- Head gestures speed

up interactions as they

can be performed

parallel to existing

inputs.

man processors work in parallel. The additional load on
the motor processor from head control does not interfere
with other processes of operating a mobile device. For in-
stance, in the case of Headbang, users could tilt their heads
to initiate the context menu while thinking about their de-
sired action. With our Head + Touch technique, inputs were
even more expressive as we combined using touch, force,
and head control. Again, increasing the bandwidth of pos-
sible inputs worked out here.
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Realistic testing conditions and user attitudes. AcrossEvaluations should

evaluate mobile

interaction techniques

with moving users to

provide external validity

to their studies.

our evaluations of any of the five artifacts, we noticed how
important realistic testing is in user evaluations. One ex-
ample is our Pure Head reachability technique: While stand-
ing, it provided fast and reliable selections but failed while
participants were walking. While we found related work
that suggested impacts of walking in interaction techniques
[Wilson et al., 2011], our impression is that researchers often
omit an evaluation with moving users.

It was equally essential for us to understand the attitudesInteraction designers

should know that even

normal users are afraid

of accidental activations

in gaze interfaces. Also,

our studies confirm that

using touch for explicit

confirmation works well

in combination with

facial tracking.

of our participants toward the new interaction techniques.
For instance, we did not expect participants to consider the
potential effects of accidental activations and methods to
cancel unintended actions. With Head + Touch users confirm
their selection by lifting the finger. This allowed them to
check whether the cursor would hit the desired target. With
our Attentive Notifications, however, our participants were
afraid that the expanding behavior of gaze-explicit notifi-
cations could trigger unwanted read receipts for messages.
This shows that normal users understand the Midas touch
problem of gaze interactions, although they use different
words to describe it. User precautions like these could be
cleared with labels or guidance. However, interaction tech-
niques that require input from an alternative modality for
confirmation seem to achieve higher user acceptance.

Overall, the techniques presented in this thesis show thatFacial tracking is

currently integrated into

commercial systems as

accessibility technology.

Our work shows that it

is promising for

able-bodied users, too.

facial tracking can provide rich interactions that go well be-
yond accessibility use cases. Speaking of accessibility, we
want to remark that the idea of a head-controlled cursor we
presented in Chapter 4 was integrated into macOS in the
meantime. The head pointer allows users to control the cur-
sor by tilting their head in front of the screen. Actions like
clicking can be executed by facial expressions like winking
or sticking out the tongue.

8.2 Future Perspectives

Future research on facial tracking can take different routes.
On the one hand, exploring further application areas of vi-
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sual tracking will complement more novel interaction tech-
niques. On the other hand, enhancements to the tracking
software can tackle the remaining limitations. Lastly, ab-
stracting from mobile devices to larger screens provides op-
portunities for new interaction contexts.

In this thesis, we only investigated facial tracking on hand- Also, desktop work

could benefit from new

interactions using facial

tracking.

held devices. However, stationary work could also benefit
from this type of tracking. For instance, one could tackle
ergonomic issues when sitting at a computer desk. Many
people report lower back pain from sitting at a desk for too
long, also because it is hard for many people to maintain
an upright position over an extended time. A computer
could observe changes in posture by tracking the user’s
head position in front of the screen and provide incentives
to change the seating position again.

Also some technical concerns remain that need to be con- Future work should also

evaluate the impact of

facial tracking on the

battery life.

sidered for the widespread adoption of interaction tech-
niques based on facial tracking. Firstly, battery concerns.
An activated camera will increase power consumption and
performing computer vision to identify facial features in-
creases CPU load. However, we must acknowledge that
our smartphones have optimized pipelines and dedicated
processing units for facial tracking. Moreover, the cam-
era only needs to be activated for short timespans. For in-
stance, a few seconds are sufficient with Headbang and our
Attentive Notifications. In some cases, the camera might al-
ready be activated independently of facial tracking.

Also, privacy concerns must be cleared sufficiently for this Future work should also

identify which concerns

users of such

techniques have and

tackle them

appropriately.

type of interaction. Our techniques processed facial data lo-
cally and did not store facial information on the user where
it was not needed. However, when integrated into com-
mercial software, we could expect users to be suspicious of
additional usage of their facial data.

Once these challenges are overcome, facial tracking pro-
vides an exciting and expressive input modality that is fast
and easy to control. We are excited to see which systems
will be the next to make new interactions possible with fa-
cial tracking.
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interactions with collaborators and tablets.

Acceptance Rate: 24%

Simon Voelker, Sebastian Hueber, Christian Corsten, and Christian Remy. Head-
Reach: Using Head Tracking to Increase Reachability on Mobile Touch Devices.
In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems,
CHI ’20, page 1–12, New York, NY, USA, April 2020. Association for Computing
Machinery. doi.org/10.1145/3313831.3376868

Contribution and Benefits: Compares head tracking-based techniques to increase
thumb reach during one-handed smartphone use. Two of the techniques yield
higher success rates for selecting targets compared to direct touch input with the
thumb.

Acceptance Rate: 24%

Posters (Peer-reviewed, semi-archival)

Sebastian Hueber, Eunae Jang, and Jan Borchers. Attentive Notifications: Minimiz-
ing Distractions of Mobile Notifications through Gaze Tracking. In Proceedings of
the 25th International Conference on Mobile Human-Computer Interaction, MobileHCI
’23 Companion, New York, NY, USA, September 2023. Association for Comput-
ing Machinery. doi.org/10.1145/3565066.3608695

Contribution and Benefits: Presents interaction techniques for mobile notifications.
Gaze-explicit notifications appear away from the user’s gaze point and enlarge
when shifting gaze to them. Study results suggest this reduces occlusions and
distractions.

★Best Late-Breaking Work Award

Acceptance Rate: 45%
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Demos (Juried, non-archival)

Jan Borchers, Anke Brocker, Sebastian Hueber, Oliver Nowak, René Schäfer,
Adrian Wagner, Paul Miles Preuschoff, and Lea Emilia Schirp. The Aachen Lab
Demo: From Fundamental Perception to Design Tools. In Extended Abstracts of
the 2023 CHI Conference on Human Factors in Computing Systems, CHI EA ’23, New
York, NY, USA, 2023. Association for Computing Machinery. doi.org/10.1145/
3544549.3583937

Contribution and Benefits: Presents a collection of ongoing research projects in
interactive demos.

Theses

Sebastian Hueber. Seeing Analog Forests and Digital Trees? — Impact of Digi-
tal Devices on the Construal Level. Master’s Thesis, RWTH Aachen University,
March 2018.

Contribution and Benefits: Presents two field studies (n=120) on the conceptual and
perceptual construal level when conducted on either a digital or analog platform.
Results indicate that digital displays have no inherent negative impact on their
user’s construal level.

Sebastian Hueber. Back-of-device Tactile Landmarks for Eyes-free Touch Input.
Bachelor’s Thesis, RWTH Aachen University, September 2015.

Contribution and Benefits: Presents different tactile landmark arrangements on the
back of a smartphone for eyes-free touch inputs on the front-facing screen. A user
study shows that too many landmarks reduce accuracy, while a close mapping
of visual to tactile landmarks enhances accuracy.

https://doi.org/10.1145/3544549.3583937
https://doi.org/10.1145/3544549.3583937
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