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ABSTRACT
This paper investigates the pinch angle as a menu selection tech-
nique for two-dimensional foldable textile controllers. Based on
the principles of marking menus, the selection of a menu item is
performed by grabbing a fold at a specific angle, while changing
value is performed by rolling the fold between the fingers. In a first
experiment we determined an upper bound for the number of dif-
ferent angles users can reliably grab into a piece of fabric on their
forearm. Our results show that users can, without looking at it,
reliably grab fabric on their forearm with an average accuracy be-
tween 30◦ and 45◦, which would provide up to six different menu
options selectable with the initial pinch. In a second experiment,
we show that our textile sensor, Grabrics, can detect fold angles at
45◦ spacing with up to 85% accuracy. Our studies also found that
user performance and workload are independent of the fabric types
that were tested.

CCS Concepts
•Human-centered computing → Interaction devices; Interac-
tion techniques;

Keywords
Textile interfaces; smart fabric; wearable computing; marking menus;
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1. INTRODUCTION
Fabric and clothes are a ubiquitous part of our everyday environ-

ment, but despite this, they are rarely used as an input surface for
interactive systems. Commercial products mostly transfer known
interaction concepts like buttons and sliders to the textile domain,
and do not take advantage of the natural affordances of cloth. How-
ever, textile materials allow for much richer interaction including
folding, stretching, draping, and crumpling, which can be used to
increase the input interaction bandwidth for wearable devices.

For example, if we look at smart-watches, where input and out-
put compete for the limited display real estate, augmenting nearby
fabric to function as an input controller helps mitigate this dilemma.
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Figure 1: In our system, the user grabs and rolls a fold in the
sleeve on her forearm. We investigated how well users could
reproduce folds at different target angles as a means of deter-
mining which value to control with the fold.

In this paper we explore the possibilities of orientation-dependent
fold-based interaction (Figure 1). The initial orientation, or angle,
of the fold is used to select between the different values that can
be changed, and similar to Pinstripe [12], the relative displacement
when rolling the fold changes values. For example, pinching and
rolling a fold parallel to the arm could change the volume, while
pinching and rolling a fold perpendicular to the arm could skip
items in a playlist. Note that this means that the orientation of
the initial grab is absolute in reference to the user’s body, while
rolling is relative. Thus, the proposed input technique leverages the
ability to interact wherever convenient on the body in the context
of current activity, with the body itself serving as a reference and
therefore taking advantage of proprioception.

This input technique was inspired by marking menus [14], a vari-
ant of pie menus, that in one mode allows the user to select a menu
item by making a straight mark in the direction of the desired item
without showing the menu itself. Empirical investigations [30, 2,
18] show that the concept of marking menus supports mobile and
eyes-free interaction by using touch and motion as input. A general
improvement to marking menus are Control Menus [23], which use
the continued motion of an input device after an item has been se-
lected to change a continuous value associated with that item. In
this paper we apply these principles to textiles and use the fabric
pinch angle and relative rolling of the fold as input. We implement
these techniques using the Grabrics smart textile [6].
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Further, pinching is an explicit gesture that can minimise acci-
dental activation, e.g., when brushing against other surfaces, and
enables easy and quick interaction. When triggered, using the pinch
angle to immediately select a menu item takes away the need for in-
dividual physical controllers to access each item. This way, users
would also be able to interact with fabric eyes-free, depending on
their own body as a reference.

Previous investigations showed that users prefer, from both phys-
ical and social perspectives, to interact with fabric on the upper arm
and forearm [12, 24]. Interacting with fabric on the arm is conve-
nient for a wide variety of activities and postures, thus, we selected
the forearm as the most practical site for our interface.

This paper makes three contributions. First, we report results
showing that users with limited training can reliably grab fabric on
their arm at angles separated by between 30◦ and 45◦, which would
provide up to 6 different menu options selectable with the initial
pinch. Since this was carried out on swatches of fabric without any
electronics built-in, we believe that this represents the limit of hu-
man performance in eyes-free pinching of fabric. Second, we show
that this accuracy is possible on five different fabrics with varying
characteristics. Third, we describe a user study to determine how
people grab and fold a smart fabric such as Grabrics (described
below), and discuss the limitations of the existing implementation
in accurately distinguishing between different angles. Accordingly,
we propose an alternative mechanism to earlier work [6] to improve
the accuracy of fold angle detection in future implementations.

2. RELATED WORK
The question where to place an input device on the human body

has come up repeatedly in the literature. Thomas et al. [27] at-
tached a regular PC touchpad at different positions on the body and
measured input performance in varying postures. The preferred
location for the touchpad was the forearm, which is easily reach-
able under many circumstances, a finding confirmed by Karrer et
al. [12]. Interacting with the forearm is also perceived to be socially
acceptable in public contexts [24], a factor that is important for the
general acceptance of such wearable controllers.

Fabric interfaces, especially in commercial products, often sim-
ply transfer known concepts to the textile domain, for example but-
tons [11] or touchpads [8]. Leveraging the textile nature of the
materials allows to embed the sensors more seamlessly into our en-
vironment [21].

Grabbing and folding is part of our everyday interaction with
fabrics. This motivated Pinstripe [12], which senses the size and
relative movement of a fold that the user grabs into a piece of cloth,
and gives her granular control over continuous linear values such
as the volume of an MP3 player. However, Pinstripe is a one-axis
sensor, which limits its input bandwidth and restricts the user to
performing the fold parallel to the conductive stripes integrated into
the garment. The Grabrics textile controller [6] can sense rolling
gestures on the fabric in arbitrary axes.

But folding as a means of interaction can be much richer if we
consider different types and directions of folds. For example, bend-
ing the edges and corners of a flexible display can be used to nav-
igate in an e-book [3] and [10]. Khalilbeigi et al. [13] investigates
a gesture alphabet for rigid, but foldable, displays whereas Lee et
al. [15] defined a gesture alphabet of possible fold, bend, and dis-
tort gestures for paper, plastic, and stretchable fabric. How users
naturally interact with fabric (e.g., pinch, stretch, squeeze, drape,
etc.) has been recently motivated as an interaction metaphor for
deformable user interfaces [28, 16, 22].

Detecting bends and folds around a single axis, such as the knee,
has been shown to be possible with stitched sensors [5]. How-

ever, simultaneously sensing many different distortions applied to a
piece of fabric is difficult, because stretching multiple axes requires
many or very complicated sensors, which results in an overloaded
fabric that is difficult to manipulate or wear in practice.

Capacitive touch detectors are an unobtrusive alternative to fab-
ric interfaces for augmenting the body with input controls, as de-
scribed in [17, 29] or with a sensing belt [4]. However, capacitive
sensing has the drawback that you cannot search haptically for the
touch surface because a touch event is triggered once you first make
contact.

Researchers attempted to overcome the limited input space of
mobile and wearable systems by designing gestural menus that are
based on the concepts of marking menus [14]. For example, ear-
Pod [30] allows users to access up to 8 items of a spatial audio
menu eyes-free by sliding the thumb on a hand-held circular touch-
pad. Similarly, in [2] users could select from four items using head
gestures, or select items using a pointing device [18].

The usage of marking menus for eyes-free interaction in a mobile
context has been investigated using the motion sensors of a smart-
phone to detect tilt angles [20], as well as in combination with touch
input [1]. This means we can rely on users memorizing the spatial
layout of the values they can control using our sensor.

Our approach makes use of fold-based interaction and the pinch
orientation and triggers only after a distinct activation by the user,
i.e., grabbing a fold into the textile. Further, since our technique
uses just the angle of the pinch to select an option, a user can choose
between multiple items by pinching this single control at particu-
lar angles, rather than moving between multiple separate sensors
(e.g., discrete buttons in different body locations) to select or con-
trol more than one value.

In the remainder of this paper, we first determine the number of
reliably distinguishable angles a user can grab into a textile. Sec-
ond, we demonstrate the feasibility of this approach based on a
smart fabric prototype, Grabrics, and provide results of a user test
and implementation of detecting the fold angle of the fabric.

3. EXPERIMENT 1

Human performance in fabric folding angles
The first experiment focused on establishing how many angles a
user can reliably fold in fabric covering their forearm without look-
ing at it, as a means of establishing an upper limit to the number
of menu items that could be differentiated in a wearable marking
menu-type interface.

3.1 Setup
We recruited eight participants (6 male, 2 female, age range 25-

32, one left handed) from the university community. After complet-
ing a consent form and an initial survey of their demographic and
physical data, including measurements of their hand and arm, each
participant sat in a comfortable position with their arm resting on
a table. A long, thin plastic cable tie (one participant), or a stiffer
piece of thin spring steel (all other participants), was attached to
their thumb, such that when they performed the grab, it was easy to
see the direction of the pinch in the pictures during analysis (Fig-
ure 2). After being familiarized with the experimental procedure,
the participant was shown an image of the ANGLE at which to grab
the fabric on her forearm (Figure 2). Participants were instructed
to not look at their arm while performing the grab, and the screen
showing the target angle was located in a different direction from
the arm wearing the fabric, forcing them to look away. In a training
phase before the experiment began, using whatever clothing they
happened to be wearing, they were given verbal feedback by the
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Figure 2: The users were presented with a visual representation
of the angle along which they were supposed to grab the fold
into the fabric. The result was captured by a camera.

experimenter as to whether they had grabbed correctly given the
presented image. After grabbing, they were asked to freeze for a
brief period so a photograph could be taken using a GoPro camera
mounted on a tripod directly above their arm. Since the eventual
goal of the interface is to use the initial pinch axis to select an ar-
ticular option, and then roll the fingers to change the value of that
option, the participants were then asked to slide their fingers back
and forth to simulate this, in order to make sure that their method
of grabbing the fabric would support such a scenario.

Once they had demonstrated to the experimenter that they un-
derstood the task, the experiment began. A 25×25 cm section of
one of five different fabrics was attached to their non-dominant
forearm using a Velcro band just below the elbow, with the fab-
ric loosely extending to approximately the participant’s wrist area
(Figure 2). Each fabric was marked with a 0.5 cm grid to facili-
tate calculating the angle of the initial grab. Although not formally
characterized, the five fabrics exhibited stiffness ranging from ap-
proximately denim-weight, to a more silky texture and drape (Ta-
ble 1). All fabrics were pre-washed to remove textile finishes, such
as Formaldehyde, which acts as a preserving coat on new fabric to
reduce wrinkles and shrinkage.

Fabric Specification
Jersey 96% cotton, 4% spandex
Knitted Jersey 93% cotton, 7% spandex
Stretch-Satin 97% polyester, 3% spandex
Poplin 35% cotton, 65% polyester
Jeans 100% cotton

Table 1: Fabrics tested in Experiment 1.

The experiment used a within subjects design. Participants in-
teracted with each of the five fabrics one at a time, with the order
counterbalanced. For each fabric, participants were asked to mimic
each of 6 angles (From 0◦ – 150◦ in 30◦ increments), counterbal-
anced using a Latin square design within each block, since the ex-
perimenter observed in an earlier pilot study that having them in
a consistently increasing order resulted in a learning effect. This
block was repeated three times, then the next fabric was placed on
the participant’s arm. After each block of trials on each fabric, the
participants were asked to answer three 5-Likert scale questions
on the easiness of pinching, comfort of pinching, and easiness of
rolling. With five fabrics, six angles, and three repetitions, each
participant completed 90 total trials.

3.2 Results
In addition to the experiment described above, a pilot study with

a similar setup was conducted beforehand with eight participants
(6 male, 2 female, age range 22-28, one left-handed, none of whom

participated in the first experiment). This pilot established an ap-
propriate number of repetitions without user fatigue and determined
which fabrics would be used in the study. In addition to the steps
described for the main experiment, participants also completed a
NASA TLX [7] questionnaire after each fabric. We mention this
pilot in order to report that the fabric type had no effect on the
NASA TLX scores, all of which were less than 50%, indicating
that no significant issues with mental or physical workload were
evident from using the selected fabrics. Last, the first pilot partici-
pant also used a sixth leather-like fabric, which was removed from
the main experiment since he could not effectively grab it to form a
pinch. Thus, we conclude that some fabrics are clearly not suitable
for pinch interfaces due to their physical properties. The NASA
TLX portion was not repeated in the main experiment in order to
reduce the total time.

Once the data was gathered from the main experiment, the fold
angles were measured using the ruler tool of a photo editing appli-
cation. The measurements could be reproduced independently by
two different experimenters to an error of around 3◦. From the en-
tire set, 15 images were too blurry to be usable, and were excluded
from analysis.

A repeated measures ANOVA on log-transformed absolute er-
rors with user as random factor found a significant main effect of
ANGLE on the error (F(5,694) = 10.981, p < .0001). A closer
look at the results with a post-hoc Tukey HSD test shows that the
error for the fold along the arm (0◦) is significantly (p < .001)
lower than for all intermediate angles (30◦, 60◦, 120◦, 150◦), but
not compared to a fold perpendicular to the arm (90◦). Although
the average error (Table 2) indicates that a 30◦ spacing as in our ex-
periment could work, the distribution in both directions results in
overlap that would make a clear separation of the users’ intentions
difficult (Figure 3). We therefore recommend using a separation
of at least 45◦. The type of FABRIC did not have a significant ef-
fect on the measured error. Last, we note that with longer training
time, performance may improve. This may be even more likely if
the user interface provides feedback on the accuracy of the fold-
ing, thus training the user to modify their folds to make them less
ambiguous to a classifier.

Target Angle

Error
0◦ 30◦ 60◦ 90◦ 120◦ 150◦

M 5.0 8.6 10.6 6.7 14.2 10.9
SD 4.4 6.1 9.8 4.7 9.23 8.8

Table 2: Average measured errors by target angle.

We used ordinal logistic regression to evaluate how the angle
and fabric affected participant response to our 5-Likert scale ques-
tions. We found only a significant effect for ANGLE on the easiness
of pinching (χ2

(5,N=240) = 30.0, p < .0001) and general com-

fort (χ2
(5,N=240) = 50.4, p < .0001). We found a significant ef-

fect for FABRIC on the easiness of rolling the fabric after pinching
(χ2

(5,N=240) = 36.7, p < .0001). From experience with various
prototypes [26], the texture of the inner surface of the sensor is of
similar importance to the top layer, since the friction of the fingers
on the fabric must be greater than the friction of the inside of the
fabric rubbing on itself in order to roll the fold.
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Figure 3: Measured vs. specified angles. We see that the spac-
ing of 30◦ is at the limit of what users can reliably distinguish.

4. EXPERIMENT 2

Grabrics fold angle test
Although the above experiment uses only normal fabrics, without
any embedded mechanism for sensing the size and orientation of
each pinch, we are motivated to explore whether fabrics such as
those reported in [9] and [6] would be usable for such an interface,
or what modifications would need to be made for practical use. Ac-
curately sensing the rich interactions possible with fabric, such as
folding, twisting and sliding, is a challenge. For example, grab-
bing a piece of fabric can result in a wide variety of fabric effects
(Figure 4), with different amounts of material manipulated, that can
create a rich form of input, or else sometimes make it exceedingly
difficult to ascertain the user’s intent. Our proposed interface needs
to accurately detect the angle of the initial grab. Although [6] used
a simple PCA algorithm for that purpose, it was not reliable for de-
tecting a fold at an arbitrary axis. Ideally, this would be possible up
to the limit of human performance, which the earlier experiments
demonstrated lies somewhere in the 30◦ to 45◦ range.

Figure 4: A variety of fabric effects from a simple pinch. Note
the differences in twisting, and puckering of the fabric with dif-
ferent resulting numbers of folds.

4.1 Grabrics implementation
Grabrics is a sensor that is, except for the sensing microcon-

troller, entirely made of textile materials. It consists of a 90×90 mm
sensing surface made of 30 hexagonal conductive pads with 10 mm
diameter. The pads are made of conductive thread (Shieldex R©

235/34) embroidered in a circular pattern to avoid a directional
preference when two of these pads slide over each other. The user

interacts with the sensor by grabbing a fold into the fabric, which
results in an interconnection between some of the pads. A micro-
controller board (Tiva C Series ARM Cortex-M4) connected di-
rectly to the fabric senses these interconnections at an update rate
of 6.25 Hz and reports that information to a host computer con-
nected via a USB cable for further analysis.

Before describing the experiment and results, it is first impor-
tant to understand in greater detail the capabilities and limitations
of Grabrics. In the current implementation, the Grabrics electronics
can measure each pad, one at a time, and determine what other pads
are touching it either directly or through other intervening pads.
These form a single blob, and it is important to note that it is not
possible to know which specific pads are connected to one another
within this group. However, there can be separate sets of activated
pads (blobs) that are electrically disconnected from one another,
which the existing electronics can indeed detect. We hypothesized
that this information may be important for distinguishing the direc-
tion of a given fold.

4.2 Experiment setup
We recruited 9 participants (7 male, 2 female, ages 22-31, all

right handed) from the university community. Two of the male par-
ticipants had also completed the first experiment. Since this was
a test of the capabilities of the Grabrics fabric itself when coupled
with a detection algorithm, the fabric was placed on a table in front
of the participant. This removed any issues with situating the elec-
tronics on their arm, which could interfere with their grabbing since
in the current prototype the electronics are fairly bulky and some-
what fragile. Unlike in the first experiment, the user was allowed
to look at the fabric while grabbing. This precluded any error due
to the participants’ proprioception or misjudgement of the location
and orientation of the fabric, ensuring that the experiment is mea-
suring the performance of the prototype and the algorithm as much
as possible while still using realistic grasping motions. We expect
that the types of grabs will be similar to those when the fabric is
worn, although some adjustments may need to be made.

Figure 5: A microcontroller senses the connections between the
conductive pads on the fabric and transmits that information
to a host computer for further analysis.

After signing a consent form, participants were shown the pro-
totype and allowed to familiarize themselves with it by folding it
and watching a real-time visualization on a laptop screen in front
of them that let them see how the prototype functioned. The ex-
perimenter ensured they correctly understood target angles drawn
on a sheet of paper. Once they understood the angles, the experi-
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menter showed the participant a piece of paper with the target an-
gle to pinch. The participant then pinched the fabric and held it
for approximately five seconds to ensure a stable reading from the
sensors. When the experimenter saw that the pinch was stable, she
pushed a button on the logging computer that captured the Grabrics
sensor data at that instant. Participants were allowed to smooth the
Grabrics if they desired after each trial, as well as adjust its position
slightly on the table to a comfortable position. However, the exper-
imenter ensured that its angle on the table was consistently upright
in front of the participant throughout the experiment. Eight times
during the experiment participants indicated they had pinched the
wrong angle immediately after they had done so. They were then
allowed to perform the pinch a second time with the proper orien-
tation, and the mistaken angles were removed from the data set.

Four pinch angles were tested (0◦ - 135◦ in 45◦ increments) in
random order, with each repeated 20 times by participant 1, and 30
times by the other eight participants. The zero axis was vertical on
the table in front of the user, with angles increasing clockwise. In
addition, participants were asked to do a fifth “random” pinch to
gather additional data on other patterns that could arise in practice.
However, these were not used in the analysis, but rather just for
gathering anecdotal information on other possible fabric folding
patterns. After every 50 trials, participants were given a break to
prevent fatigue. The experiment lasted approximately 20 minutes
per participant.

4.3 Results
With the labeled data from the experiment, consisting of 1040

total points, we could evaluate different methods for computing the
angle of the fold.

The median number of active pads during a fold at any of the
tested angles was 10 pads (SD = 2.5), which is about a third of the
total Grabrics pads. Due to broken connections at the interface be-
tween the fabric and the Grabrics PCB, three pads were not func-
tional during the experiment (Figure 6), and were excluded from
analysis. We note that all three are at the periphery of the active
area, resulting in a somewhat smaller total active surface than if all
were functioning properly.

Figure 6: The Grabrics sensor textile with the 30 conductive
pads and the connection clip for the microcontroller on the
right. Due to mechanical issues, three pads at the periphery
of the Grabrics active area were disconnected (highlighted in
red).

Our first approach was to try and generate explicit rules for deter-
mining the fold angles, based on algorithms such as principle com-
ponent analysis (PCA) or clustering techniques. These were based

on the observation that in some cases, it is relatively unambiguous
where the fold lies. In the simplest case, with a straight line of pads
active, they are clearly folded on top of each-other, and thus the fold
must run in a line roughly perpendicular to a line drawn between
them (Figure 7.a). However, in other cases, given the limitations of
sensing in the Grabrics prototype, it is impossible to tell for certain
which direction the fabric is folded, such as when four pads form
a single electrical blob in a non-linear arrangement (Figure 7.b).
There are many possible cases between these two extremes, with a
wide variety of pads activated in different groups. Although we de-
signed several explicit algorithms using clustering to determine the
fold angle, these approaches tended to only achieve approximately
50% accuracy rates. We suspect that this is at least partially due
to the fact that in ambiguous cases, these clustering algorithms do
not take into account the fact that some positions and angles for a
given set of connected pads are more likely simply due to human
physiology and how the hand rotates and grabs. Such techniques
could be improved, but initial results using more general machine
learning approaches, which do take these factors into account, were
more encouraging, so we focused on them instead.

(a) (b)

Figure 7: In (a) we see four pads in a row activated. Only one
fold, perpendicular to the line of pads, can possibly generate
this pattern. In (b) also with all four pads connected to each-
other, at least two different viable folds (vertical and horizontal)
will generate this same pattern, so we cannot know for certain
which is correct.

The caret package [19] in R [25] was used to generate a predic-
tive model, using random forest (method = "rf") with 10 repetitions
of 10-fold cross-validation (method = "repeatedcv", number = 10,
repeats = 10). Two different analyses were carried out. First, a
simple vector representing each pad as either connected or uncon-
nected was used, with no information about which blobs are elec-
trically isolated. This achieved a classification accuracy of 81%
(κ = 0.75, accuracySD = 0.03). Adding information about which
pads were electrically connected to which others, which takes into
account electrically isolated blobs of connected pads, slightly im-
proved the accuracy to 85% (κ = 0.80, accuracySD = 0.03). The
confusion matrix for the latter final model is provided in Table 3.

O
bs

er
ve

d

Predicted class
0◦ 45◦ 90◦ 135◦ error

0◦ 229 9 14 8 12%
45◦ 8 222 13 18 15%
90◦ 30 13 212 4 18%

135◦ 14 18 7 221 15%

Table 3: Confusion matrix for random forest classification of
pinched angle based on all information available from the pro-
totype for electrical connections between pads. Overall accu-
racy 85%.
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It is worth noting that accuracy of the final model increases to
91% (κ = 0.75, accuracySD = 0.03) when restricting the analysis
to only 0◦ and 90◦ angles.

4.4 Discussion
The Grabrics sensor has two physical limitations: First, the con-

ductive pads and connecting wires are large and relatively stiff,
which makes it physically difficult for the material to easily con-
form to a fold along arbitrary axes, simply due to the limited way
that the fabric “naturally” creases. Second, even if it were physi-
cally possible to accurately fold the fabric at arbitrary angles, the
pads are relatively large, such that the resolution of the informa-
tion obtained by the electronics may not be enough to be sure of
the intended angle. For example, given the large pad size, it is im-
possible to ascertain the precise angle of two connected pads since
they can be slid side-to-side against each-other without losing the
connection. This means the angle of the fold can change without
any corresponding change in the detected pads. As already noted,
this limits the resolution of the detection.

Especially given that we expect future implementations to im-
prove on these issues, we investigated methods for detecting the
orientation of the fold that would work in real-time, with the as-
sumption that if it is possible on the existing coarse prototype, then
it will only improve with further prototype refinements.

The results show that even with this issue, a promising classifi-
cation accuracy is achieved, but it would need to be improved to
make it reliable enough for real-world use. Although we could ex-
plore improvements to the classification, we expect that upgrading
the Grabrics prototype would be the more fruitful approach.

In this second experiment, participants reported that pinching
Grabrics was challenging when the pads were aligned at the pinch
axis, and due to the stiffness of the pads it was harder to create the
desired fold reliably. Since the pads are stiffer than the surround-
ing fabric, folds that mostly crease fabric between the pads would
likely be the easiest to perform. With the current pad configuration,
this means (with the electronics to the left) along the vertical axis,
and at 60◦ off vertical in either direction (Figure 8). However, we
expect that this effect is less apparent when doing larger grabs, as
participants were instructed to do in the experiment described in
this section. This is because the larger the pinch, the less necessary
it is to fold the pads themselves, since the fabric can more easily
conform around the stiff pads in the looser fabric at the centre of
the grab.

While this could be be perceived as a limitation, one could also
take advantage of textile characteristics to enforce or facilitate cer-
tain pinch angles. For example, a marking menu interface may
benefit from a discrete number of possible angles, as constrained
by the fabric, since it may subtly encourage the user to fold the
fabric in a way that makes the fold angle easier to assess. These
issues also imply that frequently accessed or more important menu
items should be mapped to axes with higher performance. In sum-
mary, for best performance, the character of the fabric may need to
be tuned to the intended application, and mappings of menu items
to specific angles may need to take into account which angles are
physically easier to perform or to detect, to minimize errors.

5. CONCLUSIONS & FUTURE WORK
We have reported on two experiments that approach the problem

of fabric interfaces similar to marking menus from two perspec-
tives. First, we demonstrated that the limit of human performance
in grabbing common fabrics is in the range of 30◦ – 45◦ angles.
Second, we showed that even with a relatively coarse prototype,
we can achieve classification accuracy, at 45◦ increments, of 85%

Figure 8: The fold angles that best avoid folding the pads them-
selves are along the vertical, as well as 60◦ off the vertical in
either direction.

when using a straightforward machine learning algorithm such as
random forests. When taking these two results together, we contend
that a practical interface using such a fabric to select and manipu-
late different values will soon be achievable. In fact, with proper
feedback to mitigate the impact of classification errors, even the
current system may be usable, especially if restricted to only two
fold angles (0◦ and 90◦), which achieved over 90% accuracy.

Our prototype only had a coarse resolution due to technical lim-
itations of the production process. For future implementations,
making the pads smaller and/or more flexible will allow the fab-
ric to feel more supple and will allow it to be easily pinched in
different axes. We expect that smaller conductive pads, resulting
in higher resolution, should also allow finer angle and rolling con-
trol than the existing Grabrics prototype. Although as previously
noted, some applications may benefit from carefully designed fab-
rics that constrain folds to certain axes, we expect that it would still
be beneficial to have higher resolution detection of the fold axis.

We also propose examining the classification confusion matrix
(Table 3) in greater detail to determine what might account for the
(for example) greater error rate in distinguishing 0◦ vs. 90◦ folds
as opposed to 90◦ vs. 135◦. At first glance, one would expect that
the further apart the angles, the easier they should be to distinguish.
This is not necessarily the case, potentially due to the way Grabrics
folds along different axes, and understanding exactly why may lead
to improved designs. In addition, once we put Grabrics on the arm
itself, certain angles may be easier to pinch, e.g, along the axis of
the arm, since the fabric will already be conforming around this
axis due to the curvature of the arm. By aligning the pads in differ-
ent orientations on the body, we may be able to take advantage of
such effects to reinforce the bias caused by the stiffer pads in the
fabric itself, and perhaps improve the classification rate.

In the first study we found that fabric had no influence on users’
pinching accuracy or comfort, although one stiffer fabric was ex-
cluded since it was not possible to pinch it. Thus, although we
know that some fabric types will not work for such an interface, if
a fabric is able to be pinched, it appears that performance is equiv-
alent across a range of fabrics. Further investigations are needed to
explore the effect of other factors such as arm position, the user’s
mobility, or feedback (auditory or haptic) as investigated by [2]. In
particular, both of our studies were conducted in a laboratory en-
vironment. When distracted in the real-world, not only the user’s
capabilities are important, but the Grabrics sensor itself needs to be
robust enough to be used while moving. Furthermore, this paper
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only looked at grabbing a fold in the fabric. We reported that fabric
type influenced users perceived easiness of rolling, but additional
investigations are needed to evaluate fabric rolling and character-
ize any factors that might, for example, reduce rolling granularity
or range. Last, we focused on using Grabrics on the forearm, and
our results may not hold for other areas of the body that would be
potentially useful, such as the upper leg.

Although marking menus have been well-studied, an implemen-
tation with a wearable fabric controller may have implications for
their usability. This would need to be tested by implementing mark-
ing menus and performing a user study to assess how learnable such
a system would be in practice.
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