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Abstract

The research and technology in the field of multimodality are becoming mature
enough to let us use multimodal interactions in daily applications and benefit from
the advantages of a multimodal system, such as increasing efficiency, context flex-
ibility, and improving user satisfaction. But the problem is that there exist design
gaps, like discoverability of the new multimodal interactions on an interface, that
are not comprehensively investigated in the literature. For example, in most stud-
ies, the users have been told about the possibility of multimodal interactions on an
interface and how they can be performed. But the fact is that we are not with the
users in a daily application when they start using this new class of interface. There-
fore, in this thesis, we propose different interface designs to improve the discover-
ability of gaze-speech and touch-speech multimodal interactions on a map application
to do location-related tasks. Experts helped us to find the two most promising in-
terface designs (InteractionMap and Game). We evaluated these two interfaces based
on the discoverability, awareness, and learnability of the two target multimodal in-
teractions. In a between-subject user study with 36 users, a comparison of the two
interfaces with a baseline, which introduces the new interactions using a video,
shows that the two interfaces are not different from the baseline. In fact, Game was
better than the other two in touch-speech awareness, and very similar to Baseline in
gaze-speech awareness. The findings of this thesis can help future works to enrich
the multimodal interactions in daily applications for novices.
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Chapter 1

Introduction

According to Oviatt [2007] and Sebe [2009], a multimodal
system is a system that processes the combination of more
than one input modality or communication channel. As
Oviatt [2007] mentioned, in the recent multimodal inter-
faces, the input mostly means human-like modalities like
speech, gaze, or gesture. Moreover, Oviatt [2007] named
the recognition technology to recognize each input modal-
ity, and the architecture for semantic integration of the rec-
ognized modalities as parts of the process for finding the in-
tention of a multimodal interaction in multimodal systems.
In addition to works about the technology and the archi-
tecture of a multimodal system, there are also more HCI-
related works in the literature. Some of these HCI works Human computer

interaction can
benefit from
multimodal
interactions.

investigate on benefits, such as efficiency or consistency,
of using multimodal interactions in different applications
[Cohen et al., 2000, Srinivasan et al., 2020]. And as Oviatt
[1999] explained in one of the myth from her ten myths of
multimodal interactions, the benefits of these interactions
are not only efficiency, but they can also be context flexibil-
ity or user satisfaction. In addition, according to one other
myth, if a multimodal interaction on an interface does not
feel natural for the users, they would not necessarily inter-
act multimodally. Therefore, some other works in HCI fo-
cus on finding the natural multimodal interaction for a task
[Schüssel et al., 2013].

However, the users’ previous experiences with a system
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could affect their choice of modality. For example, whenUsers are habituated
to touching the

displays even if they
benefit from other

input modalities.

a display interface is given to the users, the first input at-
tempt could be touch [Schüssel et al., 2013, Srinivasan et al.,
2020]. The authors assume that the reason behind these
findings is that the users are habituated to interact with a
display interface using touch. If we do not provide clear
signifiers about the existence of multimodal interaction, es-
pecially in a familiar interface for users, we cannot expect
them to use that interaction. Therefore, the problem is how
users would discover a multimodal interaction on an inter-
face, so they would be aware of it and learn how to perform
it for the tasks that multimodality may have advantages.

In addition, in the works that examine a multimodal inter-Discoverability of a
new multimodal

interaction is done by
an instruction in the

literature.

action for a specific context, Srinivasan et al. [2020] gave
users a complete explanation over the new multimodal in-
teraction as part of the study instruction, and Cohen et al.
[2000] continued the instruction with a practice session to
make users experts in the target interaction. Therefore, a
research gap is how to design a multimodal interface that
could make its supported multimodal interactions discov-
erable and take the place of personally given instructions in
the real world.

To our knowledge, discoverability is a design challengeDiscoverability of
multimodal

interactions is a
design research gap.

that is not well investigated for multimodal interactions.
In fact, the design of a multimodal interface, in general, is
not widely explored, and there is no detailed design guide-
line that can be followed. A primary reason for this design
challenge could be different specific design decisions that,
according to Reeves et al. [2004], the variety of multimodal
interaction techniques, their context of use, including user,
task, and application, require.

The goal of this thesis is to find the approaches that im-
prove the discoverability of two multimodal interaction
techniques (gaze-speech and touch-speech) on a map appli-
cation to do location-related tasks. We got the help of ex-We investigated the

ideas for
discoverability of two

multimodal
interaction

techniques.

perts to find the two best approaches among our seven ini-
tial ideas. One approach is about providing a mapping of
the interactions, including real-time feedback on what is
detected and what is possible (InteractionMap). The other
approach introduces the new multimodal interactions in
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a game context at the beginning of the usage (Game). We
compared the discoverability for these two candidate ap-
proaches with a Baseline, which introduces the new interac-
tion techniques at the beginning like an instruction.

1.1 Outline

In the following, we review the related works in Chap-
ter 2. We talk about the human factors for learning new
techniques, and works in the literature on discoverability
of different interaction techniques.

Chapter 3 “Designing Discoverable Multimodal Interfaces”
is about the designs that we proposed to improve the dis-
coverability of gaze-speech and touch-speech multimodal in-
teractions. We first describe the multimodal system of our
focus. After that, we explain the ideas behind the design
of each proposed interface and the detail of their appearance
and behavior. In the end, we report the expert study in Sec-
tion 3.3 that we conducted to evaluate these interfaces and
pick the two candidate interfaces for further evaluation.

In Chapter 4 “A Comparison of Different Interface De-
signs for Better Discoverability”, we describe the evalua-
tion study we conducted to compare the discoverability of
the two multimodal interactions for two candidate interfaces
(InteractionMap and Game), with the Baseline. Furthermore,
we discuss factors in these interfaces that contribute to or
hinder discoverability in Section 4.3.9.

We further discuss general factors that could influence the
discoverability of multimodal interactions in Chapter 5
“Discussion”.

In Chapter 6 “Summary and future work”, we summarize
the results of this thesis and suggest future research regard-
ing the discoverability of multimodal interactions.
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Chapter 2

Related work

2.1 Ideas for Discoverability

Based on the psychology literature, Cockburn et al. [2014] Achieving a new skill
includes three
phases: cognitive,
associative, and
autonomous.

talked about the different phases of skill acquisition: cog-
nitive, associative, and autonomous. The cognitive phase is
about awareness of possibilities. Different methods, like in-
struction, clear models, or some feedback, can be used for
this learning phase. In the next phase, the associative phase,
learning continues with finding how things are done. In
addition, learning many tasks might take many years to
go to the autonomous phase, in which the skill can be per-
formed automatically. Furthermore, they mentioned some
approaches for improving a skill for physical activities that
can be used for improving skill in computer interfaces,
for example, power low of practice [Fitts and Posner, 1967],
motivation, feedback, and guidance. In this thesis, our goal Discoverability is

about first two phase
of learning: cognitive
(what) and
associative (how)

is discoverability of an interaction technique. According
to the works of Chueke et al. [2017], Walter et al. [2013],
and Goguey et al. [2018], discoverability of an interaction
mainly aims for two first phases of skill acquisition.

Moreover, the main part of the work of Cockburn et al.
[2014] was grouping the works on skill acquisition in com-
puter interfaces into four categories: intramodal improve-
ment, intermodal improvement, vocabulary extension, and task
mapping.
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Works under the intramodal improvement category concen-Some approaches
are used for

improving the usage
of a single interaction

technique.

trated on improving the performance of one interaction
technique in the skill acquisition phases. For example, Free-
man et al. [2009], Bau and Mackay [2008] used feedforward as
a guidance, and Kurtenbach and Buxton [1993] provided re-
hearsal to novices for discovering gestural interactions and
passing through the associative learning phase. In addition,
suggestions from game applications by Dyck et al. [2003] to
have transient text, audio, and animation in a non-distracting
manner were for the cognitive phase of learning in this cat-
egory.

The intermodal improvement category included those worksDifferent approaches
can be used to invite

users to a new
alternative
interaction.

that assist users in switching to a more efficient interaction
technique. In some cases, the transition to a new interaction
technique was susceptible to dip performance. One approach
to reach intermodal improvement included forcing users to the
new interaction. For example, Grossman et al. [2007] used
dwelling on the old technique to let users observe the hints
for the new technique, which was disruptive. Furthermore,
the other approaches were to give a nonintrusive recommen-
dation on the new interaction [Scarr et al., 2011] or to give
motivation by reporting on users’ performance when they
switch to the new interaction [Malacria et al., 2013].

Scarr et al. [2011] worked on the advanced interaction tech-
niques on an interface that are less usual than the routine
interaction techniques. They introduced a framework of
the influencing factors in reaching the expert performance
in using an interface. For example, some of these factors
that are helpful for this thesis and should be kept in mind
are: the new interaction should be visible and ready-to-
hand, the vocabulary learning should be incidental, and
users tend to stick to the familiar interactions. They intro-
duce Blur which is a system that follows the framework to
initiate switching from a WIMP interaction to the advanced
command-line interaction. This system includes two parts
calm notification and hot commands. Calm notification (Fig-
ure 2.1) is the introduced approach to take care of the three
above-mentioned factors of the framework and tries to pro-
mote learning and awareness for the hot commands. This
system showed a high performance in switching to the ad-
vanced interaction.
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Figure 2.1: The default state of the Blur system (top). This system aims for initiat-
ing a switch to the command-line interaction. A calm notification appears when an
operation is done by WIMP interaction and it suggests the command name for the
alternative command-line interaction (bottom). Images are taken from [Scarr et al.,
2011].

Works under the vocabulary extension category focused on Recommendations
are a way to extend
users’ knowledge
over new
possibilities.

increasing the users’ knowledge of available functionali-
ties on the interface. However, some approaches in this
category were similar to previous categories. The ap-
proaches were to provide recommendations and sugges-
tions. Cockburn et al. [2014] concluded that the recommen-
dations should be generated and presented according to the
context of use, and they should not disrupt users from the
current task.

The last category, task mapping, included works that try to Gamification is
helpful for developing
strategy.

help users to develop strategies for doing a task in the user
interface. Using gamification was one way to provide strate-
gical training [Li et al., 2012].

In addition, there are works on discoverability of speech
commands using different approaches like introducing the
command possibilities as a walkthrough at the beginning
[Feng et al., 2005], or recommending commands based on
the current context of use [Furqan et al., 2017, Srinivasan
et al., 2019].

Srinivasan et al. [2019] suggested three interface designs for
discovering natural language commands in a touch-speech
multimodal photo editing application using a contextual-
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example recommendation approach. Their suggested ideas
for these three interfaces differed in where, when, and what
contextual-example to suggest. Their first idea (exhaustive)
was showing examples for all the possible operations on a
fixed location when the tap-to-talk button is pressed. How-
ever, the examples for irrelevant operations to the current
state of the application were grayed out. The second idea
(adaptive) was to show the context-relevant examples as an
overlay on the finger’s location when the user long presses
on the application buttons, the canvas, or the objects. The
last idea (embedded) was similar to the previous idea, except
the suggestions were shown alongside the application GUI
instead of overlying on the screen. Furthermore, when an
error occurred, a feedback message on a fixed location was
shown. This feedback included an example command in
addition to the error message. Their results showed that theWhen suggestions

overlay where the
interaction happens,

they are more
encouraging.

adaptive idea was more encouraging for users to use speech
input, and also, the feedback message could be effective in
improving the discoverability.

2.1.1 Design Principles

Norman [1988], Djajadiningrat et al. [2002], Hartson [2003]Feedback,
feedforward, and

affordance are
helpful design
principles for

discoverability.

and some others defined feedback, feedforward, and affordance
in their works. Vermeulen et al. [2013] clarified the defi-
nition of these design principles in the literature. Feedfor-
ward tells the user the purpose or the result of an action,
aiming to bridge Norma’s Gulf of execution. On the other
hand, affordance is the prerequisite of the feedforward and in-
vites users to take the proper action. They introduced four
classes for feedforward: false, hidden, nested, and sequential. In
nested feedforward, the purpose of action can be conveyed
through a different level. For example, at a high level, the
whole system can tell the purpose of a button. Moreover,
sequential feedforward is for actions that logically follow each
others; therefore, feedback of the first action turns to feedfor-
ward for the second action. A feedforward is false or hidden
when it is incorrect or misleading in expressing a function-
ality in the system.
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Figure 2.2: Design space for feedforward (left) and feedback (right) in learning new
gestural interactions. The pictures show the identified dimensions for feedforward
and feedback and the possible values in each dimension. Images are taken from
[Bau and Mackay, 2008].

Bau and Mackay [2008] identified a design space for feed-
back and feedforward in the research area of learning new
single-touch gestures. They discussed level of detail and up-
date rate as the two dimensions for designing feedforward
in this area (Figure 2.2(left)). In addition, recognition value,
filtering, update rate, and representation were described as the
different dimensions for feedback in this design space (Fig-
ure 2.2(right)). Freeman et al. [2009] suggested the degree of
co-location as an additional dimension for this design space.
They discussed that the the learning of a new gesture can
happened either in-situ or in a separate mode.

Aslan et al. [2018] proposed gaze-triggered affordance for Gaze interaction can
improve the
application of the
design principles.

graphical user interface elements. Mouseover tooltips was
the inspiration of their approach. By looking at a graph-
ical user interface element, like a switch or a knob, for a
short time, an animation would reveal the possible move-
ment for that element. They compared this gazeover idea
with the traditional mouseover and found that the gazeover
is more enjoyable than mouseover.

Feedforward, feedback, and affordance are helpful design prin-
ciples. However, as Norman [1988] mentioned in his book, Mapping and

conceptual model
are good approaches
for creating mental
model in complex
systems.

in complex systems, mapping and conceptual model are two
ways to convey the purpose of an interface. Mapping shows
the relationship between the control and its effects. A con-
ceptual model helps users to understand how things work
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in a preferably simplified way. They both try to create a
helpful mental modal for users to allow them to utilize the
system.

2.2 Discoverability Evaluation

Apart from the ideas and design principles to design for
discoverability, part of the literature review for this thesis
included understanding how to conduct a study to evalu-
ate discoverability.

Walter et al. [2013] designed for discoverability of a mid-
air gesture on public display while playing a game. Us-
ing the location and timing of a hint, they provided three
ideas. The first idea was to interrupt the game by showing
the hints (temporal division). The second idea was to dedi-
cate a permanent area of the screen to the hints (spatial di-
vision), and the third idea was to integrate the visual hints
into the game itself (integration). They differed in how they
provided hints for the first and second ideas: text, text plus
icon, and text plus video. In the study design, they gave par-
ticipants time to do the game without providing any infor-
mation on the game and the gesture. The study would end
if participants could perform the gesture or after 2 minutes.
Moreover, they did an interview to find answers to their re-
search questions: whether or not participants noticed the
hints, performed the gesture, and understood the gesture
before trying. Their result showed that the percentage of
the users who performed the gesture was highest for tem-
poral division, there is no difference between different types
of hint, and if users understand the gesture, they probably
perform it.

Goguey et al. [2018] introduced two force-sensitive text-
selection techniques and designed visual feedback for dis-
coverability of these techniques. They aimed to improve
expert performance ceiling in text-selection tasks. Further-
more, they designed visual cues to ease the discovery of
these techniques for the novices. In the study to evaluate
discoverability, they did not explain the technique to the
participants. However, they explained the possibility of
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force on the touch screen and the registration interactions
like triggering the selection by long press. Then, partici-
pants performed two blocks of nine text-selection tasks af-
ter going through an exploration phase with no time limit.
At the end, they were asked to explain the technique. In this
study, the important variables were the exploration time,
whether the participants could figure out the technique,
and whether they could explain it.

Hofmeester and Wolfe [2012] used an iterative design pro-
cess to design a discoverable design for swipe to select ges-
ture. In addition, they used the RITE methodology to apply
the necessary changes quickly between sessions of each it-
eration. In the studies they conducted, they first gave users
some time to explore the interface, and then without giv-
ing any hint on the interaction, they gave them some re-
lated tasks. The questions they tried to answer were about:
how users use the interaction, how it affects their experi-
ence, how confident they feel about it, how fast they dis-
cover and learn it, how they describe it, and can they use
the knowledge they get across the system. However, we
did not follow their design process in this thesis; their eval-
uation questions inspired this thesis.

2.3 Multimodal Interface Design

According to Turk [2014], designing a multimodal interface Design a multimodal
interface differs from
a standard interface.

is challenging since many of of the design guidelines for
standard user interfaces do not apply for them. Moreover,
many of design decisions in a multimodal system would
change depending on the application, tasks, context of use,
and involved multimodal interaction techniques.

Reeves et al. [2004] introduced six categories of guidelines There are some
guidelines for
multimodal interface
design.

for the multimodal interface design: requirement specifica-
tions, designing multimodal input and output, adaptivity, con-
sistency, feedback, and error prevention/handling. Some of
the points in these categories are beneficial for our work.
The guideline says a multimodal interface should not force
users to a specific modality or, in general, multimodal in-
teraction. Also, users should be aware of the interaction
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Figure 2.3: Affordance and feedback for multimodal inter-
actions in a visualization application. By pointing at an
axis, the other possibilities, like speech (command box) and
pen interaction (ink pad), are highlighted. Image is taken
from [Srinivasan et al., 2020].

that they are performing and the possible modalities. How-
ever, this should be done using a descriptive form instead
of lengthy instruction that might distract the users from
the task. In addition, confirmations should not be on each
modality rather on the system’s whole interpretation.

Srinivasan et al. [2020] introduced consistent multimodal
interaction techniques using pen, touch, and speech for
data visualization applications. Discoverability of the inter-
actions was not their goal, and users were informed at the
beginning of the study about the multimodal possibilities
and practiced them in an unlimited time frame. However,
their results show that there were still participants who pre-
ferred touch interaction. In addition, they got the help of
affordance and feedback to help users correctly perform the
interactions and recover from errors. Based on the user’s
first action, they highlighted the possibilities that exist, like
the speech command area for speech interaction and ink
pad area for pen interaction, to perform a valid interaction
(Figure 2.3). They also used feedback to communicate the re-
sult of a completed interaction, whether successful, invalid,
or void. They discuss that these design elements were not
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noticeable in most cases.

2.4 Multimodal Interaction Techniques

In order to better design for the discoverability of multi-
modal interactions, it is important to know the characteris-
tics of these interactions.

Oviatt [1999] identified and accurately modified ten myths
for creating a multimodal system and some of them can
help us with our goal for this thesis. Myth: “If you build
a multimodal system, users will interact multimodally.”
However, this behavior towards performing multimodal
interactions depends on the action type. An action type
predictably determines whether users choose multimodal
or unimodal interactions to perform it. Myth: “Multi-
modal input involves simultaneous signals.” These simul-
taneous signals rarely overlap and mostly occur sequen-
tially. For example, in a multimodal interaction using touch
and speech as the input signals, users would mostly per-
form them sequentially.

Oviatt et al. [1997] worked on finding natural interaction Probability of
switching to
multimodal
interaction depends
on the task type.

patterns in multimodal interactions using pen and speech
on a map application. Their first finding was that the user’s
probability of doing a task multimodally depends on the
command type needed for the task. Their results show
that tasks that involved spatial location commands, which in-
cluded specifying spatial location about a point, were per-
formed multimodally more often than tasks with selection
commands. In the latter command type, specifying the ob-
ject was easy in the spoken form, and therefore perform-
ing a gestural interaction to specify the object felt unneces-
sary. As Oviatt [2007] discussed, users would shift to mul-
timodal interaction if the task gets complex and increases
the mental load.
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Chapter 3

Designing Discoverable
Multimodal Interfaces

In this chapter, we describe our journey towards the two
multimodal interfaces (candidate interfaces) we investigate
in Chapter 4 “A Comparison of Different Interface Designs
for Better Discoverability”. For this, we start with explain-
ing the look and feel of the multimodal base system (base
system) of our focus. Then, we describe our seven pro-
posed interface designs for improving the discoverability
of multimodal interaction (proposed interfaces) and their spe-
cific appearances and behaviors. In the end, we conduct
an expert study and discuss the findings to pick the two
candidate interfaces from the proposed interfaces for the final
evaluation.

3.1 Look and Feel of the Multimodal Base
System

Different specifications, like tasks, interaction techniques, Description of the
bases system.and underlying logic, define a multimodal system. In the

following, we describe the specifications of the base system
for which we try to improve the discoverability of its mul-
timodal interactions in this thesis.
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a b

Figure 3.1: Map application as our base system(a). Menu on the train station which
shows the possible tasks for a location (b).

3.1.1 Multimodal Interaction Techniques, Applica-
tions, and Tasks

Multimodal interaction is a natural behavior of humans,The base system is a
map application

supporting
location-related

tasks.

and they have a lot of multimodal experiences in their
human-human interactions. However, when it comes to
multimodal interaction on a computer interface, the intu-
itiveness of the multimodal interaction for the target con-
text should be examined [Reeves et al., 2004]. Multimodally
interacting with a map application has shown efficiency
and naturalness in literature [Cohen et al., 2000, Oviatt
et al., 1997]. As such, we have picked a map as our appli-
cation, and the possible tasks on this map application are
familiar tasks on a location, similar to Google Maps. Fig-
ure 3.1 shows the map application as it is used throughout
this thesis and the six possible tasks for a location, which is
a train station in our application.

Similar to Koons et al. [1998], the multimodal interactionThe base system
supports

gaze-speech and
touch-speech

multimodal
interaction

techniques.

techniques that our map application supports for doing the
tasks are gaze and speech (gaze-speech) and touch and speech
(touch-speech). In these two multimodal interaction tech-
niques, users can select a location (train station) using gaze
or touch and give a specific command using speech. In ad-
dition to these two interaction techniques, our map appli-
cation supports touch-only interaction, which is the primary

https://www.google.com/maps/place/Sindelfingen/@48.7049586,8.9940436,15.41z/data=!4m5!3m4!1s0x4799dfcc1e63be07:0x549a0d3c9a6c0e78!8m2!3d48.7039585!4d8.9993175
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interaction technique in all touch interfaces, and speech-
only, which is a fundamental interaction when an interface
supports speech.

Our goal is to improve the discoverability of the two new
multimodal interactions on an interface that still supports
users’ habitual interactions. Therefore, all the six location-
related tasks on this map application are possible using all
four supported interactions. Moreover, these tasks are all Using a touch-only

interaction, all tasks
on the map
application are
possible with 2-steps.

integrated into the map application in a way that users can
perform them within 2-steps in a touch-only interaction as
the primary form of interaction on a touch screen. For ex-
ample, to navigate to the train station, users can touch the
train station to open the menu (shown on Figure 3.1(b)) and
then touch the navigate button.

3.1.2 Realization of Multimodal Interaction

Besides the specifications mentioned above, our applica- An underlying logic is
needed to realize a
multimodal
interaction.

tion should follow an underlying logic in order to realize
as a comprehensive multimodal system to serve as the base
system for the proposed interfaces we describe in Section 3.2
“Design for Discoverability”. The ways that the underly-
ing logic is defied would affect the user experience with the
multimodal interface. Therefore, to minimize the effects of
extraneous factors on the discoverability of our proposed in-
terfaces, we aim to control our base system by keeping this
system as similar as possible to a touch-only interface. In
the following, we explain the logic behind the base system.

Fusion. A fusion architecture is the background of ev-
ery multimodal system. It defines how to process input
modalities, depending on their type, and integrate them
to a complete and meaningful output as the user’s inten-
tion. Since our modalities (gaze and speech in gaze-speech In the base system, a

late semantic fusion
architecture is used.

interaction, and touch and speech in touch-speech interac-
tion) are not temporally coupled, we use the late semantic
fusion approach [Oviatt, 2007]. In this approach, different
input modalities are recognized separately and integrated
with an understanding component. The integration pro-
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cess can be complex. For example, a speech-based multi-
modal system uses context and dialog management infor-
mation and includes alternating lexical candidates to reach
the best interpretation. However, since our focus is not on
the performance of the fusion architecture, we simplified
the integration process for our base system.

The fusion of the base system starts with recognizing each
of the three modalities (gaze, touch, and speech) sepa-
rately. To recognize speech input, we used an internal tool
at Mercedes-Benz named VoiceConnect. This tool uses the
model created in Cerence Studio to recognize the intent of
the speech. To recognize the gaze modality, we used an-
other internal tool named GazeConnect. This tool gets the
gaze data from an eye tracker attached to a display and
converts the data to the valid coordinate points for the dis-
play. Using ProtoPie, a prototyping tool that we used to
create the prototypes of the interfaces, we decide on which
point of interest (POI) the user is looking at. On our map
application, the locations, such as the train station, are the
POIs. Also, for the touch modality, ProtoPie detects when a
POI is touched. Then, another internal tool, FusionConnect,The understanding

component is
simplified to use a

temporal approach to
integrate different

modalities.

serves as an understanding component to integrate the in-
tents of all the recognized modalities. This tool uses a 2
seconds temporal gap [Oviatt et al., 1997] to combine gaze
with speech or touch with speech. This simplified integra-
tion process is independent of the order that the modalities
are received. In case of successful integration, the output is
sent back to the ProtoPie as the user’s overall intention, and
ProtoPie acts upon meaningful intentions. Furthermore, if
users open the menu of a POI by touching it and give the
speech command but not within 2 seconds, the temporal
fusion would not occur. However, we consider this interac-
tion a touch-speech multimodal interaction.

Feedback on inputs. As Reeves et al. [2004] discussed in
their multimodal interface design guideline, all the modal-
ities should be coherently connected to represent the inter-
action state. Therefore, we removed all the feedback onThe input feedback

on the base system
is same as a

touch-only interface.

inputs and design for feedback on individual modalities
as part of the whole design for multimodal discoverability.
For example, we removed the speech wave for the speech
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modality from the base system, and it does not include any
default feedback on gaze.

Another important feedback that needs to be controlled but
cannot be removed is on touch modality. In current map
applications on touch screens, one feedback on touching
a location is immediately opening a menu. In this thesis,
we refer to this feedback by menu open on touch immediately
(MOT). Since MOT is necessary feedback for touch-only in-
teraction, and we do not want to change the look and feel
of a familiar touch-only system, we keep MOT unchanged.
However, the MOT can be misleading for the users that
are discovering the touch-speech interaction. For example, if
the intention is touch-speech, the MOT as an affordance for
touch-only interaction would be unexpected and can harm
the discoverability of the touch-speech. This challenge re-
sults from an immature fusion architecture to detect the
user’s exact intention and act based on that. Despite this
challenge with MOT, we decided to keep this feedback in
our base system.

Modality of system output. As another guideline for
multimodal interface design, a multimodal interface
should not demand users to comprehend different modali-
ties simultaneously to understand the system’s output [Ka-
lyuga et al., 1999]. However, the system’s output can be The base system

only provides visual
outputs.

provided in different modalities depending on the user’s
preferences, the context of use, and system functionality.
Since these interrelations are out of the scope of this work,
we decided to stick with visual-only output, as found in a
touch-only interface.

3.2 Design for Discoverability

In this section, we first explain what we want to achieve by
designing a discoverable multimodal interface. After that,
we describe the proposed interfaces by giving details on why
we came up with these designs and how they exactly look
and behave.
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3.2.1 Discoverability

In our work, discoverability refers to the discoverability ofAwareness (what)
and learnability

(how) are the two key
attributes of the

discoverability of an
interaction.

interaction possibilities on an interface. To answer what
contributes to a discoverable interaction, we are inspired by
the discoverability works in gesture interactions. Chueke
et al. [2017], Walter et al. [2013], Goguey et al. [2018] refer
to a discoverable interaction not only when it is performed
successfully by the users but also when they comprehend
it. Since our goal is to improve the discoverability of gaze-
speech and touch-speech interactions in our multimodal base
system, we define discoverability by two attributes: learn-
ability and awareness. Learnability means the users can
learn the interaction in order to perform it. Awareness
means the users are mindfully aware of the interaction, and
they do not perform it by accident.

3.2.2 Proposed Interfaces

Inspired by literature and doing brain storming, we cameProposed interfaces
are designed to

improve the
discoverability of the

multimodal
interactions in the

base system.

up with seven proposed interfaces for discoverability of the
two multimodal interactions (gaze-speech and touch-speech)
on the base system.

Interface 1. The goal of this interface is to minimize the
design for multimodal discoverability to only feedback on
gaze modality because this modality is the only new inter-
action. The gaze feedback is also minimized to only increas-
ing the size of a POI when it is looked at [Miniotas et al.,
2004].Interface 1 and

interface 2 are
minimal interfaces
with only feedback

on gaze. Interface 2. Same as the previous interface, this interface
also minimizes the design for multimodal discoverability
to only feedback on gaze modality, but with constant gaze
feedback.
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Interface 3. Inspired by Vermeulen et al. [2013] on feed-
forward and based on Norman [1988] suggestions on using
mapping and conceptual model for discoverability in com-
plex interfaces, we did a brainstorming session to come up Interface 3 uses the

mapping to show the
possible interactions.

with a simple graphical design (InteractionMap) that mod-
els multimodal interactions. As shown in Figure 3.4(a), the
graphical design is placed in the corner of the interface.

Interface 4. Since multimodal interaction is a natural be- Interface 4 is a
minimal interface that
only provides
awareness of
possible modalities.

havior in human to human interactions [Oviatt, 2007],
in this interface, we aimed at evaluating discoverability
when the users are only aware of the individual supported
modalities on an interface, in our case, gaze, touch, and
speech. Therefore, this interface only shows the available
modalities without any feedback on them.

Interface 5. Based on the work of Vermeulen et al. [2013] Interface 5 uses the
idea of sequential
feedforward and
affordance.

on sequential feedforward and affordance, we designed
this interface. This interface gives users in place hints over
what they should do next based on their first action. For ex-
ample, if a user looks at a POI, a speech icon appears on it
to tell the users they can say something about that POI. This
interface favors the sequential approach to multimodal in-
teraction; however, according to Oviatt [2007] people show
two different highly consistent behaviors towards multi-
modal interactions. They are either “simultaneous integra-
tors” or “sequential integrators.” Therefore, this interface
can be difficult for “simultaneous integrators”, who tend to
combine all the involved modalities at once.

Interface 6. In the interface, we utilized the playful as- Interface 6 teaches
the multimodal
interactions
throughout a game.

pect of the multimodal interactions. We designed a familiar
game (coloring game) and instructed users to do the game
using the two multimodal interactions. However, our idea
does not fall entirely into gamification definition by Deter-
ding et al. [2011], we wanted to use the playfulness of a fa-
miliar game to increase users’ engagement in learning the
interactions [Cockburn et al., 2014]. Also, according to sur-
vey by Cockburn et al. [2014], this interface provides the
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a

Gaze on Gaze off

b

Figure 3.2: interface 1, the appearance of this interface is same as base system(a). It
only has additional POI size gaze feedback (b).

users some practice over the interactions and teaches them
the interactions as a strategy to do tasks in general and not
as a way to do a specific task.

Interface 7. One approach to design a discoverable multi-Interface 7
recommends the

multimodal
interactions in case

of detecting an
unimodal interaction.

modal interface is to use the idea of “vocabulary extension”
by Cockburn et al. [2014] and recommend the two new in-
teractions in the cases that users perform the habitual uni-
modal interactions (touch-only and speech-only). Similar to
“calm notification” by Scarr et al. [2011], we have designed
a window that appears temporally on the top of the screen
with information about the two new interactions without
interrupting users from their tasks.

3.2.3 Interfaces Appearances and Behaviors

The ideas of proposed interfaces are applied to the base system,
explained in Section 3.1 “Look and Feel of the Multimodal
Base System”. Furthermore, these ideas include some de-
tails to create a coherent interface. In Table 3.1, we list these
details for each proposed interface including pictures of them.
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Proposed Interface Details of Design

interface 1 (Figure 3.2)
• By looking at a POI, its size increases (POI size gaze feedback). Figure 3.2(b)

• There is no feedback on the states of the voice recognition.

interface 2 (Figure 3.3)
• A cursor constantly moves with the gaze position (Cursor gaze feedback). Figure 3.3

• There is no feedback on the states of the voice recognition.

interface 3 (Figure 3.4)

• An IntercationMap shows the mapping of the two multimodal interactions on the top-right
corner of the interface. Figure 3.4(a)

• By looking at a POI on the interface, the gaze icon and the arrow get blue (Blue gaze feed-
back). Figure 3.4(b)

• By touching a POI on the interface, the touch icon and the arrow get blue (Blue touch feed-
back). Figure 3.4(c)

• By talking, the speech icon and the arrows get blue (Blue speech feedback). Figure 3.4(d)

• If a multimodal interaction is detected, the icons and the arrows of the included modalities
in that multimodal interactions get green (Green feedback). Figure 3.4(e)

• This interface also includes POI size gaze feedback. Figure 3.2(b)

interface 4 (Figure 3.5)

• Three static icons for each modality are on the top-right corner of the interface to show the
supported modalities. (Figure 3.5)

• There is no feedback on the states of the voice recognition and no feedback on gaze.

interface 5 (Figure 3.6)

• By talking, a cursor gaze feedback appears on the interface. Figure 3.6(a)

• By talking, a square blue background (touch affordance) appears behind the POIs to afford for
touch interaction. Figure 3.6(a)

• By looking at a POI or touching it, a speech bubble appears on it. Figure 3.6(b)(c)

interface 6 (Figure 3.7)

• On the first try of the interface, the user plays a coloring game. The correct color is on each
area as a label. Figure 3.7

• The instruction on the game tells users to “Look at the areas or touch them and call the color.”

• The feel of two multimodal interactions in the coloring game are similar to the base system.

• The tasks in the coloring game are 2-step tasks similar to the base system.

• By touching the areas, a color palette immediately appears (MOT).Figure 3.7(b)

• By looking at the areas, the shades of their colors change (Game gaze feedback). Figure 3.7(a)

• If an area is correctly colored, the color palette, the game gaze feedback, and the label will be
removed from it.

• By coloring all areas correctly, the game finishes, and the user is directed to the base system
including an additional POI size gaze feedback. Figure 3.2(b)

• There is no feedback on the states of the voice recognition.

interface 7 (Figure 3.8)

• If a unimodal interaction is detected, a recommendation for the two multimodal interactions
appears on the top of the interface and disappears after 7 seconds. Figure 3.8

• This interface include POI size gaze feedback. Figure 3.2(b)

• There is no feedback on the states of the voice recognition.

Table 3.1: Details of appearance and behavior of proposed interfaces



24 3 Designing Discoverable Multimodal Interfaces

Figure 3.3: Interface 2, the appearance of this interface is
same as base system. It only has additional cursor gaze feed-
back that moves like a cursor on the interface according to
eye movements.

a

b c d

e

e

e

Figure 3.4: Interface 3, this interface has the idea of interface 1 with an addition Inter-
actionMap on top-right corner (a). InteractionMap includes blue feedback on individ-
ual modalities (b)(c)(d), and green feedback on the detected multimodal interactions
(e).
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Figure 3.5: Interface 4, the appearance of this interface is same as base system. It only
has additional static icons for each modality on top-right corner of the interface.

a b c

Figure 3.6: Interface 5 includes cursor gaze feedback and touch affordance when user
is talking (a). When user looks at a POI a speech bubble appears on that POI and
it disappears when the gaze is off the POI (b). When user touches a POI a speech
bubble appears on that POI (c) and it disappears when the user close the menu by
touching somewhere else on the map.

3.3 Expert Study

We designed an expert study to get a better sense for our Experts helped us to
compare the
proposed interfaces
based on
discoverability and
users experience.

proposed interfaces. The main goal of this study is to evalu-
ate the discoverability of the proposed interfaces to find the
two best interfaces as our candidate interfaces. However, we
were also interested in the whole user experience with the
interfaces to make a more sound decision.
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a

b

Figure 3.7: Interface 6 includes coloring game at the beginning. The game gaze feed-
back changes the shade of the area’s color (a). In this picture, the user’s gaze is on
the top area. (b) shows the color palette that opens on an area when it is touched.
When the game is finished, the appearance and behavior of the map application is
similar to interface 1.

Figure 3.8: Interface 7 has same appearance and behavior as interface 1, except it
shows this note when a unimodal interaction is detected.

3.3.1 Heuristics

To reach the goals of this study, we prepared a list of the
following heuristics that we evaluated in this study for each
of the proposed interfaces.

1 Awareness of three modalities: Touch, Gaza, and
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Speech.

2 Awareness of two multimodal interactions.

3 Learnability of the multimodal interaction within six
trials.

4 Effectiveness of the information on the screen on
learning the two multimodal interactions.

5 Effect of usability and complexity of the interface on
the general interaction experience.

6 The mental load the interface causes for the users.

3.3.2 Experimental Design

In this study, to compare seven proposed interfaces, we
designed a within-group study. The order of the inter-
faces was counterbalanced across eight users using a Latin
square design.

3.3.3 Participants

We conducted the study with eight participants, including
one pilot (7 male, one female) with an average age of 32.4
years (SD = 7.3 years.) Data from the pilot study are only
included in qualitative analyses; however, due to some se-
rious technical issues during the pilot study, some of these
data are invalid, and we exclude them. Participants were
experts, meaning that they were all familiar with the multi-
modal interaction concept, and except for one user, they all
had experience in user interface design.

3.3.4 Apparatus

For this study, we used a Microsoft Surface Book (312.3mm
x 232.1mm x 13.0mm) with its keyboard attached to the
touch screen, but we covered the keyboard and touchpad
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Figure 3.9: Study setup, including the hardware and the camera that records the
hands’ interactions.

with white paper with a hole on it for the space button. We
attached a Tobii Pro Nano to the button edge of the Mi-
crosoft Surface for eye tracking. We also used a Sennheiser
Headmic calibrated with an M-Audio M-Track to listen to
the user’s speech input with less noise from the environ-
ment. Figure 3.9 shows the study hardware setup.

3.3.5 Tasks

In this study, each user did six 2-step location-related tasksParticipants did 6
different

location-related tasks
to evaluate each

proposed interface.

for each of the seven proposed interfaces. The order of the
tasks was fixed across all the interfaces and all the partici-
pants. These tasks are defined in the context of a map appli-
cation as the base system is. These tasks in their fixed order
are:

Navigation task Navigate to the train station
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Restaurant task Find restaurants near the train station

Parking task Find parking near the train station

Save task Save the location of the train station

Tom task Share the location of the train station with Tom

Jerry task Share the location of the train station with Jerry

Throughout the study, an additional study interface (Ap-
pendix A) did the job of instructing the users through the
proposed interfaces and the tasks. This interface shows the
instructions to the users on a white screen with text on it.
There are six different instructions that this interface gives
the users. 1) It welcomes the users to the study and asks
them to press space button to start the first section of the
study, which is the first assigned proposed interface. 2) It
shows the task and asks the users to press space button
when they are ready. 3) When the users completed the task
successfully, it informs them that they have done the task
successfully and asks them to press space button when they
are ready to go to the next task. 4) By successfully finish-
ing the sixth task for a proposed interface, it informs users
and asks them to evaluate it. 5) When the evaluation of a
proposed interface is finished, and it is time to go to the next
interface, it tells users and asks them to press space button
to start. 6) When all the proposed interfaces are finished, it
informs the users that the study is finished.

After seeing a task and pressing the space button, users are
redirected to the proposed interface to do the task. The inter-
face restarts for each task, which means the results of the
previous tasks do not remain on the interface. Moreover,
when the users finish the task, they are automatically redi-
rected to the appropriate instruction on the study interface
after 5 seconds.

3.3.6 Study Procedure

After signing the consent form and filling the demographic
questionnaire, the study conductor explained the proce-
dure and a guideline for the study. In the guideline, the two
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multimodal interactions (gaze-speech and touch-speech) are
introduced. In addition, the guideline includes the heuris-
tics (Section 3.3.1) as the purpose of the study.

After getting enough information about the procedure and
the study’s goal, participants did a gaze calibration. Users
were free to move the display as they wished. The study
started while the interaction was recorded on video to facil-
itate the subsequent analysis. During the study, users were
instructed using the study interface explained in “Tasks.” Af-
ter finishing six tasks for each interface, users evaluated the
interface based on the given heuristics in a questionnaire
and then answered some questions in an interview. Af-
ter finishing all the seven proposed interfaces, users ranked
them. During the evaluation, users were allowed to look at
the interfaces again. Appendix B shows the guideline and
questionnaires used in this expert study.

3.3.7 Measurements

In this study, we gathered both quantitative and qualitativeParticipants
evaluated each

proposed interface
one by one in a

questionnaire and an
interview.

data. After finishing the six tasks for each of the seven pro-
posed interfaces, users evaluated the heuristics (Section 3.3.1)
with a 5-point Likert scale, and then they took part in an in-
terview.

The second and third heuristics are two attributes (aware-
ness and learnability) of the discoverability as we explained
in Section 3.2.1 “Discoverability”. In the questionnaire, we
asked two separate questions about the awareness of the
two multimodal interactions and one question about the
learnability of the multimodal interaction. According to
Chueke et al. [2017] learning a new interaction within six at-
tempts can be translated to a discoverable interface for that
interaction if it is followed by complete awareness. There-
fore, we had six tasks for the trial of each interface, and
we evaluated the learnability within six tasks. In addition,
based on the first heuristic, we asked users to evaluate the
awareness of each of the three individual modalities that
each of these interfaces provides to get users’ opinions on
feedback on inputs for each interface.
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Figure 3.10: Box plots of all scores given to each proposed interface for awareness of
gaze-speech interaction (a), awareness of touch-speech interaction (b), and learnability
of multimodal Interaction within 6 tasks (c). (d) shows the box plot off the given
ranks to each interface. The numbers on the bars show the medians. Whiskers are
within a maximum 1.5 IRQ distance.

According to heuristics 4, 5, and 6, we included five ques-
tions in the questionnaire to evaluate the effects of these
interfaces with the two new interactions and additional de-
sign elements for discoverability on users’ general experi-
ence and the mental load.

Furthermore, we asked users to rank the seven proposed in- Participants ranked
the proposed
interfaces at the end.

terfaces based on their preferences.

3.3.8 Results

Gaze-speech awareness. Figure 3.10(a) shows the box
plot of the scores for gaze-speech awareness for each of the
proposed interfaces. As this figure shows, interface 6 has the
best median (median = 5), and followed by interface 3, inter-
face 5, and interface 7 (median = 4.) Removing the outlier in
this plot does not change the median for interface 7.
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Figure 3.11: The mean score for the awareness level over each individual modality.
And bars show the standard deviation (left). The stacked medians of the scores for
each usability heuristic (right).

Touch-speech awareness. Figure 3.10(b) shows the box
plot of the scores for touch-speech awareness for each of the
proposed interfaces. As this figure shows, interface 6 has the
best median (median = 5), followed by interface 3 and inter-
face 7 (median = 4.)

Learnability. Figure 3.10(c) shows the box plot of the
scores for learnability of the multimodal interactions within
6 tasks for each of the proposed interfaces. As this figure
shows, interface 3 , interface 5, interface 6, and interface 7
have a higher median (median = 4) than the other interfaces
which have median = 3.

Gaze awareness, touch awareness, and speech awareness.
Figure 3.11(left) shows the means of these three variables
for each of the proposed interfaces. As this figure shows,
overall performance of interface 3 and interface 6 is better
than other interfaces based on these three variables.

Ease of use, confidence, complexity, mental load, and in-
formation quality. Figure 3.11(right) shows the stacked
bars of the median of these variables for each of the proposed
interfaces. Since the Likert scale of the complexity and mental
load are opposite from the other variables, we reversed the
values for these variables in the quantitative evaluation. As
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Figure 3.12: Qualitative analysis using post-it notes

this figure shows, the interfaces are mostly similar. How-
ever, low medians for interface 2 and interface 4 might be an
indicator for serious problems with these interfaces.

Ranking. Figure 3.10(d) shows the box plot of ranking.
Best median of ranks is for interface 1 and interface 6 (me-
dian = 3). While, interface 4 has the worst (median = 6) and
it never received the first or second rank. interface 1, inter-
face 3, and interface 7 never got the worst rank. The lowest
worst rank is for interface 3, which is fourth rank.

Qualitative data. Furthermore, in the qualitative data,
there were positive and negative comments for each of
the proposed interfaces. We organized the repetitive com-
ments for each interface on a board using post-it notes (Fig-
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Figure 3.13: Qualitative analysis, this heat map visualize all the answers that all the
seven participants (vertical axis) gave for quantitative evaluation of each proposed
interface.

ure 3.12). In Table 3.2, we have listed the prominent com-
ments for each interface with their number of repetitions.

A the end, we visualized all the quantitative data points in
Figure 3.13. This figure shows the sorted scores that par-
ticipants gave to each variable for each proposed interface.
The given values for complexity and mental load are reversed.
The darkness of the areas corresponds to scores. The better
the score is, the darker the area gets.

3.3.9 Discussion

As Figure 3.13 shows, interface 3, interface 6, and interface 7Quantitative and
qualitative data are in

favor of interface 3,
interface 6, and

interface 7.

got the larger dark area in general and also for gaze-speech
awareness, touch-speech awareness, and learnability of the mul-
timodal interaction. In addition, the sum of the median of
these three variables is highest for the three interfaces (12,
14, 12 respectively.) Comments on these three interfaces
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Proposed interface Repetitive Comments (number of repetitions)

interface 1

• This interface is very good for users who are experts in multimodal interac-
tion.(3)

• POI size gaze feedback is the favorite gaze feedback of mostly all of the users.(6)

• POI size gaze feedback should exist in other interfaces.(7)

• The behavior of POI size gaze feedback makes users feel they have to look at the
POI constantly while giving the speech command.(3)

• This interface has serious problems in the discoverability of multimodal interac-
tions.(7)

• Lack of discoverable speech interaction.(3)

interface 2

• Cursor gaze feedback is not enough and need another gaze feedback like POI size
to confirm a received gaze on a POI.(7)

• Cursor gaze feedback is good only at the beginning, and not needed perma-
nently.(4)

• This interface has serious problems in discoverability of multimodal interac-
tions.(7)

• Lack of discoverable speech interaction.(4)

interface 3

• This interface is good for novice users with the clear InteractionMap about the
interface capabilities (5), however they might find its design complex.(3)

• The structure of InteractionMap affords for speech-gaze-touch multimodal inter-
action.(2)

• Blue feedback on this interface distracts users.(7)

interface 4

• This interface does not include any gaze feedback, which is necessary for gaze
modality in users’ opinions.(7)

• This interface has serious problems in discoverability of possible interactions.(7)

• Lack of feedback on speech input.(2)

interface 5

• This interface is perfect for discoverability of gaze-speech interaction, but ruins it
for other interactions.(6)

• Touch affordance and the cursor gaze feedback are not understandable.(8)

• Lack of feedback on speech input.(3)

interface 6

• This interface provides practice which make it perfect for novices.(4)

• There is a problem with transferability of knowledge from coloring game to base
system.(3)

interface 7

• This interface is helpful for novices.(3)

• It causes confusion by being difficult to comprehend.(5)

• Textual recommendation is not users’ favourite.(7)

Table 3.2: Quantitative analysis, repetitive comments for each of the the proposed
interfaces and their number of repetitions.
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also show a higher tendency towards these interfaces. For
example, interface 3 received comments like, P4: “The in-
teraction map informs the user of their capabilities. They
should understand how to interact using a multimodal
technique within 1 or 2 tasks.”, Pilot: “Clear infographic.
It is helpful because you see the possibilities.”, and P8: “If
you plain look at it before you interact just to understand
how to interact it is helpful to show that you can combine
different modalities.”. Comments on interface 6 were like,
P2: “As new users, it shows very well that you can do both.
I really like the sentence.”, P4: “The game helps the user
practice the interactions before executing a task.”, and P7:
“It can help explaining the user that how you could use
gaze, touch and speech together.”. Moreover, interface 7 got
positive comments like, P4: “The hint makes sure the user
can properly utilize the multimodality.”.

In addition, in the interview, participants did some two
by two comparisons between some of the proposed inter-
faces. For example, P8 preferred interface 6 over interface 7
because it is quicker and needs less mental load. In com-
parison between interface 7 and interface 3, P5 preferred the
first one because it shows hints after a unimodal interaction
and does not distract users while interacting. However, P7
and P8 preferred interface 3 because visual hints are bet-Participants prefer

interfaces based on
visual hints more

than textual hints.

ter than textual hints. In addition, in comparison of two
visual-based interfaces, interface 3 and interface 4, Pilot and
P8 preferred the first one because of multimodal learnabil-
ity and mature visual feedback, despite distraction, respec-
tively. However, on the other hand, P7 has found interface 4
clearer.

On the other hand, participants gave some feedback on the
awareness of individual modalities. As the results of in-
terface 4 show, awareness alone is not enough in order toFeedback on a

modality is important
to use that modality.

work confidently with those modalities. Almost all of the
participants suggested for including POI size gaze feedback
and blue speech feedback on interface 4. Furthermore, they
suggested for combining POI size gaze feedback with cur-
sor gaze feedback on interface 2. Participants mentioned thatCursor gaze

feedback is
incomplete without

POI size gaze
feedback.

the cursor gaze feedback is helpful for the gaze awareness at
the beginning of the usage, but only if it is combined with
POI size gaze feedback since it is necessary feedback for the
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gaze awareness. Moreover, for some speech awareness, par-
ticipants had additional requirements for more confident
use. For example, P4 commented, “I was only aware that I
could use speech when looking at a POI and the speech icon
came up, some constant feedback that speech was working
would help” on interface 5, P5 said, “Lighting speech icon
up on speech is good thing. It is good to get the idea that
did it understand me at all?” on interface 3, and P2 stated,
“I didn’t feel confident while using it.” on interface 4.

The other important feedback that participants had, was
on touch-speech interactions. They believe this interaction Participants found

the gaze-speech a
more sound
multimodal
interaction than
touch-speech for this
base system.

in unnecessary on an interface like this. Among four par-
ticipants who gave this feedback, two of them said gaze is
unavoidable when you perform touch, so there is no need
for touch when gaze works. And the other two explained
the reason as, when you do the touch as part of the touch-
speech interaction, it would be a lot easier to skip speech and
continue the interaction touch-only. We can assume two rea-
sons for the later explanation. First, these participants can
be “sequential integrators”, by Oviatt [2007], in their behav-
ior towards multimodal interaction. Second, the MOT be-
havior on the base system can lead to this mental model over
touch-speech interaction. As such, we observed fewer touch-
speech interactions than gaze-speech interactions among par-
ticipants on all the proposed interfaces. Specifically on inter-
face 6, even thought the coloring game was for both interac-
tions, most of the participants did not even try touch-speech.

To conclude, data leans towards interface 3, interface 6, and
interface 7, but the fact that no interface got a median = 5
for learnability shows there are some problems with all of
the interfaces including these three. Table 3.2 shows the
most prominent problems with each of the interfaces. How-
ever, having three interfaces as our candidate interfaces for
the Evaluation Study would exceed the time frame of this
thesis. Therefore, we exclude interface 7 since the problems
with this interface would take more time to solve than what
is available. Also, its performance was not as good as the
other two interfaces.

Based on these findings, we picked interface 3 and interface 6
as our candidate interfaces to proceed to Chapter 4 “A Com-
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parison of Different Interface Designs for Better Discover-
ability” after making the necessary changes we explain in
the following. In addition, from now on, we refer to these
interfaces with a clear name. Therefore, we use name In-
teractionMap instead of interface 3 and Game instead of inter-
face 6.Interface 3 and

interface 6 are picked
as the candidate

interfaces, with
InteractionMap and
Game as their new

names, respectively.

3.3.10 Candidate Interfaces Appearances and Be-
haviors

Based on the results from expert study, we applied some
changes to InteractionMap and Game to hopefully solve the
important issues in these interfaces. As Table 3.2 shows,
the main problem with InteractionMap is complexity and
distraction, and with Game is knowledge transferability. Ta-
ble 3.3 lists the design details of these two interfaces includ-
ing the applied changes.
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Candidate Interface Details of Design

InteractionMap
(Figure 3.14)

• A new IntercationMap shows the mapping of the two multimodal in-
teractions on the top-right corner of the interface (Figure 3.14(a)). To
remove complexity, we replaced arrows in the old design with a plus
icon, and separated the mapping of the gaze-speech and touch-speech
interactions.

• By looking at a POI on the interface, the gaze and plus icons get blue
(Blue gaze feedback), but to reduce distraction, this feedback remains
for 2 seconds. Also this interface includes POI size gaze feedback.
Figure 3.14(b)

• By touching a POI on the interface, the touch and plus icons get blue
(Blue touch feedback). Figure 3.14(c)

• By talking, the speech and plus icons get blue (Blue speech feedback).
Figure 3.14(d)

• If a multimodal interaction is detected, the background of the de-
tected multimodal Interaction gets green (Green feedback). However,
in the new design, if both multimodal interactions are detected, only
the back ground of touch-speech gets green. Figure 3.14(e)

Game
(Figure 3.15)

• On the first try of the interface, the user plays a coloring game. The
correct color is on each area as a label. Figure 3.15(a)(b)

• To solve the knowledge transferability problem, the purpose of the
game is explained at the beginning. Figure 3.15(c)

• To make sure that users practice both gaze-speech and touch-speech in-
teractions, we separated the coloring game of these two interactions.

• The instructions on the game include examples [Srinivasan et al.,
2019]: “Look at the areas and say for example “color it red”” for gaze-
speech, and “Touch the areas and say for example “color it red”” for
touch-speech.

• The feel of two multimodal interactions in the coloring game are simi-
lar to the base system.

• The tasks in the coloring game are 2-step tasks similar to the base sys-
tem.

• By touching the areas, a color palette immediately appears (MOT). Fig-
ure 3.15(a)

• By looking at the areas, the shades of their colors change. (Game gaze
feedback) Figure 3.15(b)

• If an area is correctly colored, the color palette, the game gaze feedback,
and the label will be removed from it.

• By finishing the coloring game for both interactions, the user is di-
rected to the base system including an additional POI size gaze feed-
back and speech wave for speech feedback to improve speech awareness.

Table 3.3: Appearance and behavior of candidate interfaces after changes based of
the results from the expert evaluation.
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Gaze on train station Gaze off train station

a

b

c

d e

Figure 3.14: The changes in InteractionMap after the expert evaluation include:
changes in the design of the InteractionMap (a), 2-second delay on disappearing the
blue gaze feedback (b), and clearly separating the green feedback on multimodal in-
teractions (e). However, the blue touch and speech feedback have similar behavior
as old interface (c)(d).
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c

d

a b

Figure 3.15: After the expert evaluation, Game includes separated coloring games for
each multimodal interactions (a)(b), includes a description for the purpose of the
game at the beginning (c), and a speech wave on both map application and game
(b)(d).
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Chapter 4

A Comparison of
Different Interface
Designs for Better
Discoverability

In this chapter, we describe the user study we conducted
to compare the two candidate interfaces (InteractionMap and We compare Game

and InteractionMap
with Baseline.

Game) in Section 3.3.10 “Candidate Interfaces Appearances
and Behaviors” with a Baseline interface for discoverability
of gaze-speech and touch-speech multimodal interactions .

4.1 Baseline Interface

According to one of the motivations behind this thesis, the Baseline used a
video to introduce
gaze-speech and
touch-speech.

discoverability of multimodal interactions on an interface
is an open question in the literature. However, in the stud-
ies in the multimodal area, conductors make users aware of
the multimodal capability of the system as part of the study
procedure [Srinivasan et al., 2020, 2019, Oviatt et al., 1997].
Therefore, we decided to do the baseline by introducing the
new multimodal interaction techniques at the beginning of
the study. To do so, we created a video . The video contains
information on available interaction possibilities to increase

https://drive.google.com/file/d/1Q61Idj784sOHwlECOrrNWfR48DthDO0C/view?usp=sharing
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a b

Figure 4.1: Game interface, we changed the design of the coloring game after two
rounds of pilot study. (a) and (b) show the changes after the first and second round
respectively for touch-speech part of the game.

awareness and examples to teach how to perform the pos-
sible multimodal interactions to increase learnability. The
awareness part of the video includes two sentences each
for one of the possible interaction techniques: “You can
combine your gaze with your speech” for gaze and speech
interaction, and “You can combine your touch with your
speech” for touch and speech interaction. The example part
of the video is followed by each awareness sentence show-
ing a person doing the navigation task to the train station. In
addition, as Freeman et al. [2009] used short videos (≤ 3.5
seconds) as their base condition for teaching hand gestures,
we also kept our baseline video short.

4.2 Pilot Study

We did a pilot study for the evaluation study, which is de-
scribed in Section 4.3 “Evaluation Study”. Six persons par-
ticipated in this pilot study (male: 5, female: 1) with an av-
erage age of 26.2 years (SD = 3.2 years.) Based on the results
of this pilot study, we made some changes in the interfaces.



4.2 Pilot Study 45

4.2.1 Changes in Interface Designs

In the Game interface, users had problem with correctly un- The pilot study
revealed that the
instruction in the
coloring game is
difficult to
understand.

derstanding the coloring game. Instead of focusing on how
to do the coloring task, they were struggling to understand
what the task is. We thought about three possible reasons
for this problem. First, the problem could be the unclear
instructions that the game gave the users to increase their
awareness and teach them the gaze-speech and touch-speech
interactions (Figure 3.15(a)(b)). Second, the color label on
each circle, which is unnatural in a coloring game context
could cause this problem. And third, we thought that a
traffic light might be a misleading object to color, because
users might think that the goal of the game is to completely
color the traffic light by getting the last circle green as a pass
to go to the next section. However, the goal of the game is
to use the familiar coloring task and practice the system ca-
pability without paying attention to what they are coloring.

To solve the problem with the Game interface, we first Within two rounds we
found the final look
and instruction for
the coloring game.

changed the instruction in the gaze-speech game from “Look
at the areas and say for example “color it red”” to “Look
at the circles and say your command, for example “color it
red””, changed the instruction in the touch-speech game in
the same way, changed the traffic light to three circles on
the corner of a triangle, and we did not change the color
labels (Figure 4.1(a)). Two users tried this solution and the
results did not improve. Therefore, in the the next step, we
changed the instruction in the gaze-speech game to “Color
each circle by combining look and speech. For example:
look at a circle and say “make it red””, changed the instruc-
tion in the touch-speech game in the same way, we kept the
three circles, but we removed the labels and added a pat-
tern of the correct coloring on the corner (Figure 4.1(b)).
Again two users tried the new solution and the observation
showed improvement in users’ confidence when doing the
game.

The other problem we observed in the pilot study was that Based on the pilot
study, we added
cursor gaze
feedback.

the POI size gaze feedback on the interfaces is not enough
especially in the cases that the gaze calibration is not per-
fect or the users are not familiar with the gaze modality.
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Figure 4.2: New Design of cursor gaze feedback. This gaze feedback and POI size
gaze feedback exist on the interface at the same time (right).

On the other hand, according to the expert study, experts
named the cursor gaze feedback as a helpful feedback for
the novice users. Therefore, we decided to add the cursor
gaze feedback to candidate interfaces as well as Baseline inter-
face. However, because of the occlusion problem that two
participants named for the old design in expert study, we
designed a new cursor gaze feedback (Figure 4.2).

4.3 Evaluation Study

The goal of this study is to measure the discoverability
of the two multimodal interactions (gaze-speech and touch-
speech) on the three interface conditions (Game, Interaction-
Map, and Baseline). To design this study, works of Chueke
[2016], Goguey et al. [2018], Walter et al. [2013] on discov-
erability of gestural interactions inspired us.

4.3.1 Experimental Design

Since our goal is highly susceptible to the learning effect,
we designed a between-group study. Therefore, we ran-
domly assigned each user one of the interface conditions with
keeping the total number of users for each condition equal.

Each user did 12 tasks that included a repeat of six different
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tasks. The order of the tasks was counterbalanced across
the users using a Latin square design with the condition
of not having a repetitive task in the first six tasks and not
having two same tasks in a row.

In the Game condition, the first game that user did could be
either gaze-speech game, or touch-speech game. We kept the
starting game random across the users of this condition.

4.3.2 Participants

We conducted the study with 36 participants who did not
participate in the expert study. The participants were 20 to
60 years old with an average of 36.98 years (SD = 9.9 years.)
30 participants were male, 13 were female. Participation in
this study had no precondition.

4.3.3 Apparatus

In this study, we used the same hardware as in the expert
study (Section 3.3.4 “Apparatus”.) We used a Microsoft
Surface Book (312.3mm x 232.1mm x 13.0mm) with the
touch screen attached to its keyboard, which was covered
with white paper. The Tobii Pro Nano was attached to the
bottom edge of the Microsoft Surface to track eye move-
ment. Also, the speech input was captured by a Sennheiser
Headmic calibrated with an M-Audio M-Track.

4.3.4 Tasks

In this study, users did 12 tasks in the interface condition that Each user did 12
location-related tasks
on the assigned
interface condition.

was assigned to them. These 12 tasks included six differ-
ent tasks, each of them two times. These six tasks are the
same 2-step location-related tasks as in the expert study
(Section 3.3.5 “Tasks”.) In addition, we also used the same
study interface used in the expert study, except this time it
was 12 tasks for only one interface condition. This study in-
terface gives the users the tasks one by one, and after giving
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Figure 4.3: Tasks are shown to the users as a subtitle on the interface.

each task, it redirects the users to the restarted state of the
interface condition. However, according to our observations
in the expert study, when the study interface first gave the
task at each step and then redirected the users to the inter-
face condition, users sometimes forgot the task. Therefore,Task was shown on

the interface like a
subtitle.

in addition to showing the task before redirecting users to
the interface condition, we added the task as a subtitle to this
interface (Figure 4.3).

When the task is finished, the subtitle changes to “TaskWhen the task is
finished, user can go

to the next task by
pressing space

button.

finished. Press space.” By pressing the space button, the
users are redirected to that instruction of study interface
which tells users, “You have successfully completed the
task. Press space to go to the next task.” The other five tasks
are also possible when users are doing a task, but users
should finish the assigned task at each step to proceed to
the next task.

4.3.5 Study Procedure

This study started with a short instruction about the study.
Same as Goguey et al. [2018] and Walter et al. [2013] works
on discoverability, this instruction did not include any in-
formation on the possible interactions with the system and
also supported modalities of the system. However, users
wore a microphone and did a gaze calibration right at the
beginning. Therefore, to be fair to touch modality, if users
struggled to tap a button or a POI on these interfaces, the
study conductor made them aware of the touch screen. The
distance and the angel of the display could change based on
the gaze calibration and the users’ preferences.

The information we gave to the users as the instruction con-
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tained: information on the number of tasks, information on
what the tasks are, information on the study interface that
guided them through the task that they should do in each
step, and the goal of the study which was stated as “ac-
complish the task in a natural speed.” What we observed Given study

instruction at the
beginning changed
after the pilot study.

in the “Pilot Study” was that users stuck to the first interac-
tion technique that works for the first task, and that was
speech-only and touch-only for half of the users. Also, as
one of the users stated: “Next time, I would explore the
interface more instead of focusing on the tasks and on the
time I spend finishing them (I wasn’t in a hurry, just too
focused on them.)”, we observed that users rush into do-
ing the tasks without exploring the system. Our conclusion
based on the observations was that the instruction is proba-
bly the problem. The fact that the instruction has too much
focus on the tasks without giving users a correct overview
of the study’s goal causes the observed behaviors. As a re-
sult, we changed the instruction to a more realistic goal: “In
this study, you will try a new system. To do that, you will
be given 12 exemplary tasks.” However, later on, as we will
discuss in Section 4.3.10 “Limitations”, we found that there
were also other probable reasons behind this behavior.

After the instruction and setup, a video recording of users’
hands interacting with the interface started. Then users
started the tasks using the study interface. In the Game and
Baseline conditions, users played the game or watched the
video after seeing the first task. When the tasks were fin-
ished, like Goguey et al. [2018] work, the conductor asked
the user to describe the possible interactions on their own
word, and then they filled a questionnaire. In the end, users
participated in a short interview.

The other observation we made in the “Pilot Study” was
that the users are not comfortable with speech. One of the
users stated: “I saw the wave icon on the screen in the be-
ginning. So I should have tried speech out, but I was too
shy/unsure if it works. I didn’t want to disturb anyone.”
The study setup was first in an area where there were other
people, which could have made the user uncomfortable.
Therefore, we decided to move the setup to a private lo-
cation.
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4.3.6 Measurements

This study is designed to measure the discoverability ofWe measured
discoverability,

awareness, and
learnability of the two

multimodal
interactions.

gaze-speech and touch-speech multimodal interactions in the
three interface conditions. As we mentioned in Section 3.2.1
“Discoverability”, two key attributes of discoverability are
awareness and learnability.

Based on the work of Chueke et al. [2017], a discoverable
gestural interaction should be mindfully learnable within
the first six attempts. To measure discoverability, they in-
troduce a formula. We recreated their formula for our
study. The following shows the formula we used to mea-
sure the discoverability of gaze-speech and touch-speech for
each user:

Discoverable If the user learns to perform the interaction within six
tasks and is able to describe the interaction.

Partially discoverable If the user learns to perform the interaction from the
seventh task onward and is able to describe the inter-
action.

Failure If the user does not learn to perform the interaction or
is not able to describe the interaction.

We did video recordings of the interactions with the system
and captured log files to label each task in a study with an
interaction technique and used these labels for measuring
discoverability. Moreover, in measuring learnability in one
study, if there is at least one task among 12 tasks with gaze-
speech or touch-speech label, that multimodal interaction is
learnable in that study; otherwise, it is not. Furthermore,Two methods are

used for measuring
gaze-speech and

touch-speech
awareness.

we measured awareness using two methods. First, after fin-
ishing the tasks, we asked the awareness question: “What
are the possible ways to do a task in this interface? Please
describe all of them in your own word.” If gaze-speech or
touch-speech is described in the answer, the user is aware of
that multimodal interaction based on the awareness ques-
tion. Second, without giving any extra information on mul-
timodal interactions, we asked users to fill a questionnaire.
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In this questionnaire, we asked users two questions to eval-
uate their awareness of gaze-speech and touch-speech multi-
modal interactions in a 5-point Likert scale. We used the
results from the first method in the formula for discover-
ability. In addition, the questionnaire included three Likert
scale questions to evaluate the gaze awareness, touch aware-
ness, and speech awareness. In the end, we asked participants At the end, user were

asked about their
prior multimodal
knowledge.

if they were familiar with the multimodal interaction con-
cept before the study. Appendix C shows the questionnaire.

4.3.7 Labelling of Data

Total number of finished tasks in the whole study is 436
(36 participants × 12 tasks), and we call each interaction
attempts, for finishing a task, an interaction trial.

To label each interaction trial with the intended interaction We followed some
rules to label each
interaction trial with
the intended
interaction technique.

technique (gaze-speech, touch-speech, touch-only, or speech-
only), we followed some rules. If the speech command in-
cludes “(the) train station,” the interaction type is speech-
only unless users say a clear statement in the post-study in-
terviews that they intended for gaze-speech or touch-speech.
The latter situation occured in 25 trials across four partic-
ipants, for example one of them said in the interview “I
guess you can also use only speech, I didn’t try it.”. In ad-
dition, if the “train station” is used with definite articles
“this” and “that”, and the log file shows an occurrence of
gaze-speech or touch-speech, the interaction type is one of the
multimodal interactions. However, no speech command
in touch-speech trials included “train station.” If the log file
shows both gaze-speech and touch-speech for a trial, the touch-
speech is selected as the intended interaction technique.

Moreover, participants did not necessarily finished a task In some cases, users
did more than one
interaction trial to
finish a task.

within one interaction trial. 52 tasks were finished by more
than one unique interaction trial. In 12 cases, participants
did another trial because their previous trial was not suc-
cessful due to the technical issues. In 4 cases, they did a
new trial because they did not realize that the task is fin-
ished. And in 39 cases, at least one of the trials was invalid.
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There are five groups of invalid interaction trials. 1) In-Not all the interaction
trials were valid. teractions that are correctly multimodal, but they do not

lead to finishing the task, because they are not intended
for the given task. For example, doing a navigation task
instead of a parking task. These invalid interaction trials
occured in 12 out of 436 tasks. 10 of them were navigation
task instead of the given task in the Baseline condition, and
among these 10 tasks, seven of them were the first given
task. 2) The second type of invalid trials happened for the
parking and restaurant tasks. When these tasks are finished,
some new POIs for parking and restaurants appear on the
map. In 15 tasks, users performed multimodal interactions
(86.6% gaze-speech and 13.3% touch-speech) to navigate to
one of the new POIs. Although this interaction is a correct
multimodal interaction, we count it as an invalid trial since
we aimed for doing the measurements for exactly the given
task, and our prototype did not support it. 3) The third
group of invalid trials are those that includes unsupported
speech commands in a gaze-speech multimodal interaction.
These speech commands in these trials were short com-
mands like: “select”, “press”, “confirm”, and “options”. Six
participants performed this invalid interaction trial within
10 tasks. 4) The other invalid trial happened only three
times for either Tom or Jerry tasks. For example one partici-
pant performed it like this: “Hey Jerry, this is the location of
the train station.” while she was looking at the train station.
5) The last group of invalid interaction trials are those that
include incomplete speech commands in Tom or Jerry tasks.
for example a participant said: “Share location.” An inter-
action like this happened only in two tasks. The forth and
fifth groups are counted as invalid because the base system
could not support them, however, they were actually mul-
timodal.

We labeled each of the 436 tasks with only one valid inter-We labeled each
task with the last

valid interaction trial
for that task.

action technique. We ignored the invalid trials, and among
valid trials, we picked the last valid trial that the user per-
formed. We could also pick the first valid trial, since the
effect is only marginal (one participant in Baseline, and one
in InteractionMap conditions.)
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Figure 4.4: Number of discoverable, partially discoverable, and failure cases for
gaze-speech interaction (left) and touch-speech interaction (right) in three interface con-
ditions

4.3.8 Results

Gaze-speech discoverability and touch-speech discover-
ability. Figure 4.4 shows the number of discoverability
cases for each of the interface conditions. A Kruskal Wallis
test shows no significant difference between interface condi-
tions in discoverability of both gaze-speech and touch-speech.

Gaze-speech learnability and touch-speech learnability.
Figure 4.5(left) shows the number of cases for each inter-
face condition that includes at least one gaze-speech interac-
tion within 12 tasks, and Figure 4.5(right) shows it for touch-
speech. A Kruskal Wallis test shows no significant difference
in learnability of gaze-speech and also touch-speech between
all three interface conditions.

Gaze-speech awareness and touch-speech awareness.
Figure 4.6(left) shows the number of participants who de-
scribed gaze-speech in answering the awareness question,
and Figure 4.6(right) shows it for touch-speech. A Kruskal
Wallis test revealed a significant effect of interface condition
on awareness of touch-speech (χ2(2)=10.0, p < 0.006). A post-
hoc test using Mann-Whitney tests with Bonferroni correc-
tion showed the significant differences between Interaction-
Map and Game (p < 0.007, r = 0.63).
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Figure 4.6: Number of cases that were aware of gaze-speech interaction (left) and
touch-speech interaction (right) in three interface conditions based on the awareness
question

However, results from the questionnaire, the second
method of measuring awareness, shows no significant dif-
ference between the three interface conditions in both multi-
modal interactions using a Kruskal Wallis test. Figure 4.7
shows the box plots of these measurements.

Gaze awareness, touch awareness, and speech awareness.
The box plots of these three variables are shown in Fig-
ure 4.8. There is no significant difference for gaze aware-
ness between interface conditions. However, a Kruskal Wal-
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Figure 4.8: Box plots of awareness of each modality in three interface conditions. The
numbers on the box plots show the median.

lis test revealed a significant effect of interface condition on
touch awareness (χ2(2)=8.3, p < 0.02). A post-hoc test using
Mann-Whitney tests with Bonferroni correction showed the
significant differences between Game and Baseline (p< 0.04,
r = 0.50) and between InteractionMap and Baseline (p < 0.01,
r = 0.56). Furthermore, same test showed a significant effect
of interface condition on speech awareness (χ2(2)=5.8, p<0.05).
A post-hoc test using Mann-Whitney tests with Bonferroni
correction showed the significant differences between Game
and Baseline (p < 0.03, r = 0.50).

Familiarity with multimodal interaction concept. 58.3%,
33.3%, and 58.3% of participants stated that they had prior
knowledge of multimodal interaction in Baseline, Game, and
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InteractionMap conditions, respectively.

4.3.9 Discussion

As the results show, the Game and InteractionMap condi-
tions are not significantly different from Baseline condition
in discoverability. However, our prediction for this study
was a high discoverability of gaze-speech and touch-speech in
Baseline condition, the results show a poor performance of
this condition in discoverability of touch-speech. Since aware-
ness for touch-speech is rather high (Median = 5) in this con-
dition (Figure 4.7(right)), the investigations continued with
the probable issues in learnability of touch-speech.

The qualitative data shows that there are two main reasonsBaseline did not
perform as expected

in touch-speech
discoverability.

for the failure of Baseline condition in discoverability of touch-
speech multimodal interaction. First, technical issues can
cause damage in learnability and awareness, and as a result,
discoverability. Second, the fact that there is another new
multimodal interaction which has the support of the setup,
and has a more exotic modality, gaze, involved with an ex-
plicit cursor gaze feedback, can result in neglecting touch-
speech and therefore a bad discoverability.

A detailed analysis shows that among 12 users in Baseline,
five users tried to perform touch-speech in their interaction
trials and only one case resulted in discoverability of touch-
speech. In two of the cases, a technical problem while per-
forming touch-speech was reason for failure in both learnabil-
ity and awareness of this interaction. For example, one of the
participants commented on the low touch-speech awareness:
“Did not work the way I thought it should.” In the other
two cases, participants tried to perform touch-speech. How-
ever, they explained in the interview that their intention of
doing touch is to see the possible options and probably not
to perform touch-speech. Therefore, we continued the inves-
tigations by analyzing the effect of discoverability of gaze-
speech on learnability of touch-speech. As Figure 4.4 shows,
gaze-speech had shown a rather high discoverability in Base-
line. The four failures of discoverability of gaze-speech were
also failures of touch-speech. The failure reason was video
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in three cases. The problems were no clear instruction (2
cases), no clear way of how-to confirm gaze (2 cases), lan-
guage issue (2 cases), and lab-condition anxiety (2 cases).

However, among eight cases that discovered gaze-speech in gaze-speech
interaction affected
touch-speech
discoverability.

Baseline condition, five of them were aware of touch-speech
(based on questionnaire). Investigation on the behavior of
those participants who tried gaze-speech shows that most of
them had a high focus on gaze-speech interaction because
of three reasons. First, the video did not contain enough
information for them to learn gaze-speech, so they had to
spend time to learn it mostly themselves (2 cases). Second,
gaze-speech was comfortable and easy in this study setup,
so there was no need to try the other interaction (2 cases).
Third, experience with gaze made them curious to try it in
this system (2 cases).

Therefore, we can suggest some improvements in the Some changes can
improve the video in
Baseline.

video. The video should be longer and include more de-
tailed information. For example, multimodal interaction
concept should be introduced including information on the
role of each modality and how to perform each of them in
the multimodal interactions. Moreover, the high frequency
of the first type of invalid interactions in the Baseline con-
dition (in Section 4.3.8 “Results”), shows that video needs
practice. Therefore, including more than one example can
replace this need for practice and help to make the interac-
tion clearer.

The other interesting result that is worth investigating is
discoverability in InteractionMap condition. In this condition,
56% discovered gaze-speech, but no one discovered touch-
speech. To find out the influential factors in this result, we
started from the analysis of the awareness. As Figure 4.7
shows, there is a big difference between awareness for gaze-
speech, and that for touch-speech in this condition. Since In-
teractionMap tries to show both multimodal interactions in
similar ways, we dig deep into qualitative data from inter-
views to find the reasons. The qualitative data shows that Gaze-speech

awareness in
InteractionMap
depended highly on
familiarity with
multimodal concept.

reasons for high awareness for gaze-speech are prior knowl-
edge of multimodal interaction (7 cases), and therefore, a
quick notice was enough for them (4 cases) to realize the
possibility of multimodal interaction and discover it. How-
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ever, the prior knowledge did not improve awareness for
touch-speech. The low awareness for touch-speech is because
participants have already found a working interaction tech-
nique (6 cases), and the study setup does not afford for
touch (5 cases).

Therefore, a lot of information on InteractionMap was un-InteractionMap had
complexity issues for

novices.
necessarily extra for users who were familiar with the mul-
timodal concept, so they overlooked the details of it. How-
ever, that information was few or too vague for the unfa-
miliar participants with the multimodal interaction concept
or those who do not have experience in such interaction,
especially on how-to perform gaze and gaze-speech. In ad-
dition, study did not invite for exploring new things. As
such, they tried to ignore the InteractionMap after finding a
working interaction technique.

In the Game condition, more participants described touch-The coloring game
improved awareness

of both multimodal
interactions.

speech in answering the awareness question compared to
the other interface conditions (Figure 4.6(right)). The high
awareness was caused by the coloring game in most cases (5
cases). However, there are three reasons for poor touch-
speech learnability in this condition. First, touch can be re-
placed by gaze if it works properly (4 cases). Second, par-
ticipants had a problem finding the right speech commands
in the map application (3 cases). Last but not least, partic-
ipants could not apply their knowledge from the coloring
game to the map application (5 cases). The last two rea-
sons, affected learnability of gaze-speech as well. The lackGame had

knowledge
transferability issues.

of knowledge transferability between coloring game and the
map application was harmful to learnability; however, one
participant commented on an abstract idea for the coloring
game as an introduction: “Maybe an abstract introduction
is not a bad idea, because if you have different use cases, a
specific introduction would not fit to another use case. But
if there is this one use case, it would be good idea to have
an introduction more about navigating on the map.”

Furthermore, we did a separate analysis of the three in-For novices, Game
performed better

than InteractionMap
in discoverability of

gaze-speech.

terface conditions for only those cases in which participants
were unfamiliar with multimodal interaction concept be-
fore the study. In Baseline, Game, and InteractionMap con-
ditions, 60%, 25%, and 20% of the cases successfully dis-
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covered gaze-speech respectively. However, there is no suc-
cessful touch-speech discoverability recorded for these three
conditions when participants had no prior knowledge of
multimodal interaction.

In summary, InteractionMap and Game performed similar
to Baseline in discoverability of gaze-speech and touch-speech.
Game could increase the touch-speech awareness better than
the two other interface conditions, and gaze-speech awareness
almost similar to Baseline. Moreover, it performed better
than InteractionMap in gaze-speech discoverability for unfa-
miliar participants with the multimodal interaction con-
cept. However, it could not help users transfer their knowl-
edge from the game to the map application due to the dif-
ferences in the two contexts as mentioned by Cockburn
et al. [2014]. In addition, InteractionMap was difficult to fol-
low, and we guess that the location of it might be an issue as
it was in the work of Srinivasan et al. [2020]. Furthermore,
the observation showed a lack of enough information on
how to work with gaze in general, as users struggled to
find how-to confirm gaze. In addition, the co-existence of
the two multimodal interactions in the same study setup
caused some unexpected results for touch-speech in all three
conditions.

4.3.10 Limitations

In this study, we faced some limitations that caused unex-
pected results or uncertainty in some cases. One of the most Technical issues

damaged learning
process for the new
multimodal
interactions.

harmful limitations that we observed was technical issues.
These problems were mainly with the voice system that
could not listen to users or detect the correct intent. These
technical issues negatively affected learnability of the new
interactions by reducing users’ trust and making them con-
tinue the tasks with the comfortable interaction techniques
without willing to explore the system.

In addition, some study limitations also contributed to
some behaviors like rushing through the study and not ex-
ploring the new possibilities of the interface. One of the
study limitations might have been tasks. The tasks were
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too easy for some participants to complete with the new
interactions, or they were confusing in some cases, espe-
cially for Jerry and Tom tasks, or they did not feel natural
for multimodal interaction. The other study limitation wasA lack of willingness

to explore new
possibilities may be

due to tasks and
study instructions.

the given instruction and the lab condition, which made the
users nervous about making mistakes. Maybe using the
word “successful” in the study interface was a bad choice
that could cause this feeling.

Furthermore, there are some contradictions between the re-
sults for gaze-speech awareness and touch-speech awareness in
the two different measuring methods (the awareness ques-
tion and the Likert scale questionnaire). Therefore, cor-
rectly understanding the questions might have been an-
other study limitation. For example, one participant per-
formed gaze-speech and was aware of this interaction based
on the questionnaire but did not name this interaction in
answering the awareness question. Also, for Game condi-
tion, some participants answered the awareness question
for both game and map application, but they answered the
questionnaire only for the map application.



61

Chapter 5

Discussion

Based on the result of the previous chapter the two candi-
date interfaces (InteractionMap and Game), were not signifi-
cantly different from Baseline. However, as we discussed in
Section 4.3.9 “Discussion”, there are some different reasons
behind the good or bad results for these three interfaces. In
this chapter, based on the results from the whole thesis, we
discuss some possible influencing factors that might have
an effect on the discoverability of the gaze-speech and touch-
speech multimodal interactions.

According to Oviatt et al. [1997], the likelihood of users Discoverability of a
multimodal
interaction might
change for different
tasks.

switching naturally to multimodal interaction for a partic-
ular task depends on the type of task. However, the way
we designed the tasks did not feel natural in some cases
for the users. For example, we observed that the parking
and restaurant tasks, when there is only one train station on
the map, felt unnatural for some users. However, continu-
ing with a multimodal interaction to, for example, navigate
to one of the appeared restaurants or parking on the map
came naturally to some participants. Therefore, task choice
is an important factor that, in some circumstances, it might
be in favor of discoverability.

In addition, the tasks that we picked could be performed
by a touch-only interaction within two steps. 2-step tasks
can be easy for a touch-speech interaction, as one of the par-
ticipants said, “When I am touching, I already have the lo-
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cation, or I know what I am going to do, so I don’t need
the speech. I continue with touch.” Also, the base systemHow a task can be

performed with
touch-only

interaction would
affect the

touch-speech
discoverability.

had the MOT effect in which the context menu opens im-
mediately by touching a POI. MOT affords for touch-only
interaction and it can affect discoverability of touch-speech
multimodal interaction. As such, 2-step tasks and MOT can
be influencing factors on the discoverability of multimodal
touch-speech interaction or also maybe other multimodal in-
teractions that include touch.

However, the discoverability of gaze-speech was better than
touch-speech. This interaction was also not easily discover-
able for some participants. The biggest challenge was the
lack of confirmation on selecting with the gaze. In the fi-Users expect an

explicit confirmation
of their gaze

interaction.

nal study, almost all the users who performed gaze-speech
looked at the POI (train station) during the time that they
were saying the speech command. This behavior is the re-
sult of the missing confirmation for the gaze. The partic-
ipants were unsure if their gaze was confirmed, so they
looked at the POI until they saw the result and ensured that
the system got the correct POI. Some participants tried dif-
ferent ways to confirm their gaze. Two participants tried
pressing space button, some tried blinking, and some used
words like “confirm” and “select.” Expecting confirmation
of gaze was unexpected for us. This expectation can be be-
cause of the gaze, which is a new modality, and there is
no widespread convention on how to use it. On the other
hand, it might be due to the similarity between this interac-
tion and mouse interaction, especially with a cursor as the
gaze feedback. As such, the discoverability of gaze-speech
interaction or other multimodal interactions that include
gaze might be highly affected by the discoverability of gaze,
or specifically the learnability of gaze interaction.

In addition, the discoverability of a multimodal interactionIn multimodal
interactions that
include speech,

finding the correct
speech command

can be challenging.

that includes speech can also be affected by speech modal-
ity. In the final study, we observed that participants had
problems in finding the correct speech command. Some
participants did not trust the voice assistant to understand
a complicated sentence that includes too much information
or includes deictic references. As a result, some participants
did touch to get some hints for their speech command from
the menu that opens, and some participants suggested a
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popup menu that tells them what to do or say next when
they look at the POI. This suggestion is similar to the idea
that the interface 5 had.

In summary, besides the strengths and weaknesses that the
candidate interfaces had for the discoverability of the two
multimodal interactions, some possible external factors
might have influenced the results in this thesis. Throughout
the two user studies in this thesis, we could observe the ef-
fects of choice of tasks, experience with gaze modality, and
confidence in speech modality as the probable influencing
factors on discoverability.
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Chapter 6

Summary and future
work

6.1 Summary and contributions

In this thesis, our goal was to improve the discoverability of
two multimodal interactions (gaze-speech and touch-speech)
on a multimodal base system. Since we aimed to keep the ha-
bituated user experience with a touch interface unchanged,
the base system follows the look and feel of a touch-only in-
terface. Based on different approaches in the literature, we
proposed seven interface designs for improving the discov-
erability of the two multimodal interactions in this system.
Throughout two studies, we evaluated these proposed inter-
faces based on two key attributes for discoverability: aware-
ness and learnability.

These proposed interfaces follow different ideas. Interface 1
has only POI size gaze feedback, which is the feedback that
appears when the look is on a point of interest (POI). Inter-
face 2 has only a cursor gaze feedback that shows the con-
stant location of the gaze. Interface 3 shows a mapping
for the two possible multimodal interactions. Interface 4
only provides information on the three possible modalities
(gaze, touch, and speech) without providing any feedback
on any of them. Interface 5 uses the idea of sequential feed-
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forward and tells what is possible next based on the user’s
first choice of modality to interact with. Interface 6 provides
a practice for the multimodal interactions in a coloring game
context. And interface 7 recommends the two multimodal
possibilities when a unimodal interaction is detected.

Since the number of proposed interfaces were high, we got the
help of experts who were familiar with the multimodal con-
cepts to evaluate these interfaces. In a within-group study
with seven experts, we found that interface 3 (Interaction-
Map) and interface 6 (Game) were the two best interfaces for
discoverability. We picked these two interfaces as the candi-
date interfaces to proceed with. Moreover, in this study, we
observed the importance of feedback for each modality in
being confidently aware of them; however, it is not neces-
sarily part of the discoverability of multimodal interactions
and the scope of this thesis.

The two candidate interfaces received the best qualitative
and quantitative results among other proposed interfaces in
the expert study. However, they had some issues that we
solved before proceeding with the final study. In Interac-
tionMap we improved the design for less complexity and
distraction. In Game, we solved the problem of knowledge
transferability by providing more explanation on the pur-
pose of the game. In addition, since the InteractionMap al-
ready included speech feedback on its design, we added a
speech wave in Game to control speech awareness. And we
combined the POI size and cursor for the gaze feedback in
both candidate interfaces. From the experts’ point of view,
this new combination for gaze feedback would result in
better gaze awareness for novices.

In the final study, we compared the two candidate interfaces
with a Baseline. In the Baseline, a video shows the possible
interactions and how they work. Also, the Baseline includes
speech wave, and combination of POI size and cursor gaze
feedback. In a between-group study, we evaluated the dis-
coverability of gaze-speech and touch-speech in these three in-
terface conditions. In the study, each user did 12 exemplary
location-related tasks on the assigned condition. We mea-
sured awareness and learnability of both multimodal inter-
actions and calculated discoverability according to them.
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The results of the final study showed that the two candi-
date interfaces are not significantly different from Baseline
in the discoverability of both multimodal interactions. In
addition, Game performed close to Baseline in gaze-speech
awareness, and better than Baseline in touch-speech aware-
ness. Moreover, touch-speech awareness was significantly
better in Game compared to InteractionMap. However, in
general, the learnability of touch-speech interaction showed
a bad result in all three interface conditions. Further anal-
ysis revealed that this bad result was mostly due to the
co-existence of gaze-speech and touch-speech on an interface.
When the gaze-speech was discovered, it was more conve-
nient for the users, so they neglected touch-speech. Never-
theless, the learnability of gaze-speech was also a challenge
in some cases. In addition to the issues that each interface
condition had, lack of information on how to confirm their
gaze was a similar issue across all of them. Furthermore,
among those participants who had no prior knowledge of
multimodal interaction, Game performed better in discov-
erability of gaze-speech than InteractionMap, with Baseline in
the first place.

The key to widely adopting multimodal interactions and
not keeping them as an expert-only technology is making
users aware of them. Therefore, they need to be easily dis-
coverable by novice users. We were able to identify two
promising concepts for supporting the discoverability of
multimodal interactions and provided valuable insights on
still existing problems in the adoption of multimodal inter-
actions. Future work can build on these results to foster the
naturalness and convenience of interaction for future gen-
erations of HCI systems.

6.2 Future work

In the expert study, we excluded five interfaces. However,
qualitative results, from both studies, showed that the idea
behind interface 5 could be helpful for confidently using
gaze-speech interaction. In addition, interface 7 was excluded
because of the time limit of the thesis. In future work, these
ideas are worth investigating.
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In addition, in this thesis, we did the evaluation using 2-
step tasks. In future work, we can assess the proposed dis-
coverability ideas for more complex tasks that need more
than two touch interactions to be finished. Specifically, this
can change the results for discoverability of touch-speech.

Despite poor knowledge transferability in Game, the col-
oring game provided a good practice using a playful ap-
proach. Future works can investigate other games with
either playful or gameful approaches by Deterding et al.
[2011] for discoverability purposes. In addition, results
showed that practice was missing in Baseline. Therefore, we
suggest further work on different ways to embed practice
into an interface.

The scope of this thesis was not finding feedback methods
for gaze-speech and touch-speech. However, the observations
in the two studies gave us some hints on what users expect
from an interface when they perform multimodal interac-
tions. First, users expect clear feedback on gaze confirma-
tion, and second, they need feedback on acceptable speech
commands. With the help of these observations, in the fol-
lowing studies, feedback on these multimodal interactions
can be investigated.
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Appendix A

Study Interface



70 A Study Interface

 

1
0
.
5 
 

2
0
.
5 
 

3

0
.
5 
 

4

0
.
5 
 

5 6

Figure A.1: The study interface that instructed the participants through the study.
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Appendix B

Expert Study
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Multimodal Interaction: 
 
Combine Look or Touch with Speech 
 
 
 
 

Heuristics: 
 

1. Awareness of 3 modalities: 
o Touch 
o Gaze 
o Speech 

2. Awareness over explained multimodal interaction: 
o Combining Touch with Speech to do the task 
o Combining Gaze with Speech to do the task 

3. Learnability of the (multimodal) interactions within 6 tasks. 

4. Effectiveness of the information on the screen on learning 
the (multimodal) interactions. 
 

5. Effect of the interface design on the general interaction 
experience: 

o Usability of the interface 
o Complexity of the interface 

6. The metal load the interface design causes. 

Figure B.1: The guideline that is used for the expert study.
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Figure B.2: Demographic questionnaire in the expert study

https://docs.google.com/forms/d/1qIZ7EXQbf5HJuPKIMwerAf63bG5izUzEdbukk_Sq39g/edit?usp=sharing
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Figure B.3: Questionnaire for the quantitative evaluation in the expert study

https://docs.google.com/forms/d/1DVPOS3nq_uc7usBUmKHMQxDxycGEUZfWKLnWkco4w7o/edit?usp=sharing
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User ID: ………….. 

 
Please rank the 7 interfaces☺ [1= The best / 7= The worst] 
 
___ Interface 1 (POI size gaze feedback) 

___ Interface 2 (Cursor gaze feedback) 

___ Interface 3 (InteractionMap) 

___ Interface 4 (Modalities’ icons) 

___ Interface 5 (Sequential feedforward) 

___ Interface 6 (Game) 

___ Interface 7 (After interaction recommendation) 

Figure B.4: Questionnaire for ranking the proposed interfaces in the expert study
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Appendix C

Evaluation Study
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Figure C.1: Demographic questionnaire in the evaluation study
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Figure C.2: Questionnaire for evaluating awareness in the evaluation study
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Figure C.3: Question on the familiarity with the multimodal interaction concept in
the evaluation study
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