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Abstract

This thesis investigates the effectiveness of virtual assistants as countermeasures
against dark patterns in online user interfaces. Driven by the pervasive nature of
deceptive design practices that undermine user autonomy, the research explores
how different intervention strategies, ranging from passive information provision
to active dark pattern removal and user customization, impact user experience. A
comprehensive user study was conducted using interactive prototypes, evaluating
various virtual assistant variants across metrics such as helpfulness, safety, control,
efficiency, and general user experience. The findings reveal a user preference for
proactive interventions, particularly those offering personalized control over the
assistant’s behavior. Variants that directly removed dark patterns, especially when
combined with optional informational support, consistently led to improved web-
site usability, clarity, and efficiency, and were highly favored by participants. Con-
versely, the lack of interventions or purely passive information approaches were
perceived negatively by the participants. The study highlights the critical impor-
tance of transparency, user control, and clear feedback mechanisms for building
trust and ensuring a positive user experience with such assistants. This research
demonstrates the tangible benefits of virtual assistants in combating manipulative
online practices. It provides actionable insights for researches, developers and de-
signers, emphasizing the need for customizable, transparent, and proactive solu-
tions to empower users in complex digital environments.
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Uberblick

Diese Arbeit untersucht die Wirksamkeit virtueller Assistenten als Gegenmafs-
nahme gegen Dark Patterns in Online-Benutzeroberflichen. Angetrieben von
der allgegenwirtigen Natur triigerischer Designpraktiken, die die Autonomie des
Nutzers untergraben, untersucht die Forschung, wie verschiedene Intervention-
sstrategien, die von der passiven Bereitstellung von Informationen bis zur aktiven
Beseitigung von Dark Patterns und der Anpassung durch den Nutzer reichen, die
Nutzererfahrung beeinflussen. Es wurde eine umfassende Nutzerstudie mit inter-
aktiven Prototypen durchgefiihrt, in der verschiedene Varianten virtueller Assis-
tenten anhand von Kriterien wie Hilfsbereitschaft, Sicherheit, Kontrolle, Effizienz
und allgemeine Nutzererfahrung bewertet wurden. Die Ergebnisse zeigen, dass
die Nutzer proaktive Interventionen bevorzugen, insbesondere solche, die eine
personalisierte Kontrolle iiber das Verhalten des Assistenten bieten. Varianten, die
Dark Pattern direkt beseitigten, insbesondere in Kombination mit optionaler In-
formationsunterstiitzung, fithrten konsequent zu einer verbesserten Benutzerfre-
undlichkeit, Ubersichtlichkeit und Effizienz der Website und wurden von den Teil-
nehmern stark bevorzugt. Umgekehrt wurden fehlende Interventionen oder rein
passive Informationsansidtze von den Teilnehmern negativ wahrgenommen. Die
Studie unterstreicht die entscheidende Bedeutung von Transparenz, Nutzerkon-
trolle und klaren Feedback-Mechanismen fiir den Aufbau von Vertrauen und die
Gewdihrleistung einer positiven Nutzererfahrung mit solchen Assistenten. Diese
Studie zeigt die greifbaren Vorteile virtueller Assistenten bei der Bekdmpfung ma-
nipulativer Online-Praktiken. Sie liefert umsetzbare Erkenntnisse fiir Forscher, En-
twickler und Designer und unterstreicht den Bedarf an anpassbaren, transparenten
und proaktiven Losungen, um Nutzer in komplexen digitalen Umgebungen zu un-
terstiitzen.
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Conventions

Throughout this thesis we use the following conventions:

* The thesis is written in American English.
* The first person is written in plural form.

* Unidentified third persons are described in plural form.

While the terminology of “dark patterns” is evolving to the
more recently used term “deceptive design patterns” for
the remainder of this thesis, we still use the term “dark
patterns” for easier recognition and consistency along the
papers this thesis build on.

Short excursuses are set off in colored boxes.
EXCURSUS:

Excursuses are set off in orange boxes.

Where appropriate, paragraphs are summarized by one or
two sentences that are positioned at the margin of the page.

This is a summary of a
paragraph.






Chapter 1

Introduction

The digital landscape has become an indispensable part
of daily life, with online services and platforms permeat-
ing nearly every aspect of human interaction, from com-
munication and entertainment to commerce and educa-
tion. While these advancements offer unprecedented con-
venience and access, they also present new challenges, par-
ticularly concerning user autonomy and well-being. A
growing concern in this evolving environment is the per-
vasive use of “dark patterns”, deceptive user interface de-
signs that manipulate users into making decisions they
might not otherwise make, often to the benefit of the service
provider and at the expense of the user’s interests (Gray
et al. [2018]). These manipulative tactics can lead to un-
wanted purchases, involuntary data sharing, and a general
erosion of trust in digital platforms (Mathur et al. [2019],
Bongard-Blanchy et al. [2021]).

The increasing prevalence and sophistication of dark
patterns require effective countermeasures that empower
users and restore transparency to online interactions. Exist-
ing approaches, such as legislative efforts and user educa-
tion, have shown promise but often face limitations in prac-
tical application and immediate user protection (Schifer
et al. [2024]). This thesis explores the potential of virtual
assistants as a novel and proactive solution to combat dark
patterns, drawing inspiration from and building upon the
findings of previous work of Schéfer et al. [2023] on visual

Dark patterns in digital
design manipulate
users into making
decisions against their
interests, undermining
user autonomy and
trust.

Virtual assistants could
proactively combat dark
patterns in real-time,
restoring transparency

for users.



1 Introduction

The motivation is to
enhances user agency
and study how virtual
assistants can combat
dark patterns
effectively.

This research could
guide the development
of virtual assistants as

countermeasures to

dark patterns.

countermeasures against dark patterns in user interfaces.
By integrating a virtual assistant directly into the user’s
browsing experience, these assistants could identify, inform
about, and even mitigate manipulative design elements in
real-time.

This research is motivated by the critical need to enhance
user agency in an increasingly complex digital world. Un-
derstanding how different forms of intervention through
virtual assistants, from the passive provision of information
to the active elimination of dark patterns, affect users’ per-
ception, efficiency, and overall experience is crucial for the
development of effective and user-oriented digital tools.
Our work contributes to the growing body of literature on
ethical design and user empowerment by empirically in-
vestigating the efficacy of various assistant behaviors.

This thesis aims to answer the following key research ques-
tions:

¢ Is the assistant perceived as distracting or helpful? Is
the user’s flow interrupted?

¢ How safe do users feel with the assistant? Do they
still believe they are being manipulated by the dark
patterns, or do they now feel protected from the ef-
fects by the assistant?

¢ Do users feel in control of their actions? Does the as-
sistant communicate clearly enough what it is doing,
or do users feel a loss of control?

The significance of this research lies in its potential to in-
form the design and implementation of future user assis-
tance systems that actively protect consumers from manip-
ulative online practices. By identifying preferred modes of
intervention and understanding user perceptions of con-
trol, safety, and efficiency, this study provides actionable
insights for developers, designers, and policymakers seek-
ing to foster a more transparent and trustworthy digital en-
vironment.



Outline: The remainder of this thesis is structured as fol-
lows: Chapter 2 provides a comprehensive review of ex-
isting literature on dark patterns, their classification, and
current countermeasures. Chapter 3 describes the potential
use of virtual assistants and a preliminary study in which
we explore what is expected of a virtual assistant as a coun-
termeasure to dark patterns. Chapter 4 details the method-
ology employed in the user study, including the design
of the virtual assistant prototypes, the experimental setup,
and data collection procedures, as well as the quantitative
and qualitative results derived from our user study. Chap-
ter 5 offers an in-depth discussion of these findings, inter-
preting their implications for the research questions and ac-
knowledging limitations. Finally, Chapter 6 concludes the
thesis by summarizing the main contributions and outlin-
ing directions for future research.

We reviewed dark
patterns, conducted an
small creative study and
a bigger study for the
virtual assistant.






Chapter 2

Related Work

This section provides an overview of existing research and

the literature relevant to the study of dark patterns in user
interfaces. We begin by establishing a foundational under-
standing of what defines a dark pattern, followed by onto-
logical approaches used to classify and categorize these de-
ceptive design elements. Finally, we present a range of pos-
sible countermeasures that have been proposed and stud-
ied to combat the expansion and impact of dark patterns.
We have organized these into the following categories: Le-
gal measures, social pressure, awareness, and technical in-
terventions. We will then take a closer look at the technical
countermeasures.

2.1 Definition of Dark Patterns

DARK PATTERNS:

Deceptive patterns (also known as “dark patterns”) are
tricks used in websites and apps that make you do
things that you didn’t mean to, like buying or signing
up for something. (Harry Brignull)

The concept of "dark patterns" refers to user interface de-
signs that intentionally mislead, trick, or coerce users into

This section overviews
dark pattern definitions,
classifications, and
countermeasures,
focusing on technical

interventions.

Excursus:
Dark Patterns

Dark patterns are
deceptive Ul designs,
as defined by Harry
Brignull, that trick users

into unintended actions.



2 Related Work

Researchers use
ontologies to classify
dark patterns, aiding

analysis,
communication, and
countermeasure
development.

Harry Brignull's
classification identifies
various dark pattern
types, each a distinct
deceptive tactic.

making decisions they might not otherwise make, often to
the benefit of the service provider and to the disadvan-
tage of the user. The term was made popular by Harry
Brignull in 2010, who defined them as "Deceptive patterns
(also known as “dark patterns”) are tricks used in websites
and apps that make you do things that you didn’t mean
to, like buying or signing up for something". This defi-
nition emphasizes the deceptive and manipulative nature
of these design decisions, distinguishing them from “bad”
designs that merely exhibit poor usability or accidental de-
sign flaws. The definition can be found on Brignull’s web-
site! along with other interesting areas, such as the “Hall of
shame” which we will discuss in more detail later. There
are other definitions and approaches, as the line between
dark patterns and good marketing is not always clear. In
this paper, we will use Brignull’s definition mentioned
above.

2.1.1 Ontology of Dark Patterns

To systematically analyze and address dark patterns,
researchers have developed various ontologies and tax-
onomies to classify them based on their characteristics,
mechanisms, and the type of deception employed. These
classifications help in identifying recurring patterns, un-
derstanding their underlying psychological principles, and
developing targeted countermeasures. Moreover, these
definitions make it much easier to communicate about
dark patterns, especially when communication takes place
across different research areas, for example, between com-
puter scientists and legal counsels.

One prominent early classification, proposed by Harry
Brignull, categorizes dark patterns into several types, in-
cluding "Trick Questions," "Sneak into Basket," "Roach Mo-
tel," "Privacy Zuckering," "Price Comparison Prevention,"
"Misdirection," "Hidden Costs," "Bait and Switch," "Con-
firmshaming," and "Disguised Ads." Each category de-
scribes a distinct deceptive tactic.

1 https://www.deceptive.design/


https://www.deceptive.design/

2.2 Countermeasures

More recently, Gray et al. [2024] proposed a comprehen-
sive three-level ontology of dark patterns, harmonizing ten
existing regulatory and academic taxonomies. This ontol-
ogy defines 64 synthesized dark pattern types, structured
hierarchically:

¢ High-level patterns: These represent the most ab-
stract forms of knowledge, characterizing general
strategies of manipulative, coercive, or deceptive ele-
ments that limit user autonomy and decision-making.
They are context-agnostic and apply across various
modalities and application types.

* Meso-level patterns: These bridge high- and low-
level knowledge, describing specific angles of at-
tack or approaches to undermining a user’s ability to
make autonomous and informed decisions. They are
content-agnostic and can be interpreted contextually.

e Low-level patterns: These are the most situated and
contextually dependent, detailing specific means of
execution within the Ul that limit user autonomy.
They are often visually or temporally described and
are typically detectable through algorithmic or man-
ual means.

This structured ontology, which is shown in Figure 2.1,
aims to provide a shared language for scholars, regulators,
and practitioners, facilitating a more consistent and consol-
idated understanding of dark patterns across diverse con-
texts and stakeholders.

2.2 Countermeasures

Addressing the pervasive issue of dark patterns requires a

multi-faceted approach involving legal, social, and techni-
cal interventions. This subsection shows various counter-
measures aimed at reducing the impact and spread of dark
patterns.

Gray’s three-level
ontology defines 64
dark pattern types,
providing a shared
understanding across
contexts.

Countermeasures
against dark patterns
involve legal, social,
and technical
interventions to reduce

their impact.



2 Related Work
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Figure 2.1: An excerpt from the "An Ontology of Dark Pat-
terns Knowledge" illustrating the hierarchical structure of
dark pattern types, categorized into high-level, meso-level,
and low-level patterns, derived from harmonized academic
and regulatory taxonomies by Gray et al. [2024].



2.2 Countermeasures

2.21 Laws and Regulations

Governments and regulatory bodies worldwide are in-
creasingly recognizing the need to legislate against de-
ceptive design practices. Laws such as the General Data
Protection Regulation (GDPR) in the European Union,
while primarily focused on data privacy, have implications
for dark patterns that manipulate user consent (Martini
et al. [2021], Gray et al. [2021]). Similarly, consumer pro-
tection laws and unfair competition laws in various juris-
dictions aim to prevent unfair and deceptive trade prac-
tices, which can encompass certain dark patterns (Mar-
tini et al. [2021]). For instance, the California Consumer
Privacy Act (CCPA) and its amendments, as well as the
now-defunct DETOUR Act in the US, and recent enforce-
ment actions by the US Federal Trade Commission (FTC)
and the UK Competition and Market Authority (CMA),
demonstrate a growing legal focus on these issues (Martini
et al. [2021]).

Specifically concerning cookie consent, the ePrivacy Direc-

tive and GDPR establish strict criteria for valid consent, re-
quiring it to be "freely given, specific, informed and unam-
biguous" (Grassl et al. [2020], Gray et al. [2021]). However,
the effectiveness of these legal requirements is questioned,
as studies indicate that cookie consent requests often do not
lead to genuinely informed consent, with users frequently
agreeing by default as mentioned by Grassl et al. [2020].

The legality of certain dark patterns in consent banners,
such as "Creating barriers" or "Hiding information", is a
significant area of debate. While some regulatory bod-
ies and stakeholders, including the European Data Protec-
tion Board (EDPB), the European Parliament, BEUC, and
several national Data Protection Authorities (DPA), deem
dark patterns like "tracking walls" unlawful, others like
the ICO and Austrian DPA hold differing opinions (Gray
et al. [2021]). The European Data Protection Board (EDPB)
has clarified that making access to services conditional
on consent for storing information (cookie walls) is non-
compliant with GDPR'’s requirement for free consent (Gray
etal. [2021]). The challenge lies in defining what constitutes

Governments globally
are enacting laws and
regulations like GDPR
and CCPA to counter
dark patterns and
protect user consent.

Despite GDPR, cookie
consent often lacks
genuine user
agreement, highlighting
legal requirements’

ineffectiveness.

The legality of dark
patterns in consent
banners remains
debated.
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2 Related Work

Public pressure from
advocacy groups and
media campaigns holds
companies accountable
for dark patterns.

Educating developers
and designers on
ethical principles can
help preventing dark
patterns and foster
transparent digital

environments.

Research shows the
need for ethical
education and
research.

a "dark pattern" legally and enforcing these regulations ef-
fectively in the rapidly evolving digital landscape.

2.2.2 Public Pressure

Public awareness and collective pressure play a signifi-
cant role in holding companies accountable for their use of
dark patterns. Consumer advocacy groups, privacy organi-
zations, and ethical design movements actively campaign
against deceptive interfaces, raising awareness among
users and pressuring companies to adopt more transpar-
ent and ethical design practices. Social media campaigns,
investigative journalism, and public shaming can lead to
reputational damage for companies, incentivizing them to
remove or modify dark patterns. The “Hall of Shame” on
the aforementioned website? from Harry Brignull is a no-
table place to start.

2.2.3 Developer and Designer Awareness

Related to “public pressure” is the opportunity to guide,
instruct and support developers and designers not to im-
plement dark patterns in the first place. Promoting ethi-
cal design principles and raising awareness among devel-
opers and designers themselves is vital. Educational pro-
grams, industry guidelines, and professional codes of con-
duct can encourage designers to prioritize user autonomy;,
transparency, and fairness over manipulative tactics. Fos-
tering a culture of ethical design within organizations can
lead to a proactive approach to preventing dark patterns
rather than merely reacting to their implementation.

Research by Gray et al. [2018] highlights that while inter-
est in critical scholarship on user experience (UX) practice
is growing, a common vocabulary for assessing criticality
is often lacking. Their work explores "dark patterns" as
an ethical phenomenon where user value is supplanted by

2 https://www.deceptive.design/hall-of-shame
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shareholder value, emphasizing that UX designers can be-
come complicit in manipulative practices. They advocate
for implications for the education and practice of UX de-
signers, and broadening research on the ethics of user ex-
perience.

Further insights from Beattie et al. [2024] reveal that UX
designers often feel ethically motivated due to their "moral
compasses,” but their ability to act ethically is frequently
restricted by commercial pressures and a limited purview
of projects. In their study, focusing on designers in New
Zealand, they also found that designers” understanding of
ethics often does not align with determinations made by
international privacy and design scholars, particularly re-
garding how user behavior can be shaped in ways that ob-
fuscate beneficial privacy outcomes. These findings under-
score the need for progressive ethics education in UX train-
ing institutions and ongoing professional development in
data privacy for existing practitioners.

2.2.4 User Awareness

Educating users about dark patterns is a crucial counter-
measure, as understanding these tactics can empower users
to make more informed decisions online and avoid manip-
ulation. Research by Maier and Harr [2020] indicates that
while the specific term "dark pattern” might be unfamiliar
to end-users, they are moderately aware of the existence of
such deceptive techniques and can recognize some exam-
ples. Their studies show that users often perceive these pat-
terns as sneaky, dishonest, and intentionally implemented,
although they also express a resigned attitude due to their
dependence on certain online services.

A key concept in this area is "manipulation literacy," pro-
posed by Lewis and Vassileva [2024], which refers to a
user’s ability to identify manipulative techniques and their
potential consequences, enabling them to make consensual,
informed choices. Increased media coverage of data scan-
dals (e.g., Facebook-Cambridge Analytica) and public dis-
cussions on social media have contributed to a rise in user

UX designers face
ethical conflicts due to
commercial pressures,
needing better privacy
and ethics education.

Educating users about
dark patterns
empowers them,
despite their resignation
to pervasive
manipulative online

services.

Even with increased
manipulation literacy,
users still struggle to
detect or resist dark

patterns effectively.
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2 Related Work

Children are highly
vulnerable to dark
patterns; targeted

education and serious
games can improve
their detection skills.

Technical solutions like
browser extensions
could directly weaken
dark patterns on user
devices, offering

immediate protection.

awareness and manipulation literacy as stated by Maier
and Harr [2020]. However, studies also suggest that even
with increased awareness, users might still struggle to de-
tect dark patterns consistently (Keleher et al. [2022]) or re-
sist them (Bongard-Blanchy et al. [2021]), particularly if
they are unaware of the actual harm or dangers involved
(Schifer et al. [2024]). This highlights that knowledge alone
may not be sufficient to prevent manipulation, as people
are susceptible to persuasive technologies even after learn-
ing about their existence (Weinschenk [2013], Maier and
Harr [2020]).

Furthermore, research specifically focusing on children,
such as by Schéfer et al. [2024], reveals that children are par-
ticularly vulnerable to dark patterns. While many children
understood the intentions behind simple dark patterns and
some could spot complex manipulations, a significant por-
tion missed subtle deceptive elements like "Bad Defaults" in
privacy settings. This underscores the critical need for tar-
geted education for younger users, not just about dark pat-
terns generally, but also about the specific risks and how to
resist them. Fiedler et al. [2025] offer a promising approach
with their serious game "Deception Detected!" to sensitize
users to dark patterns in a risk-free and engaging learning
environment, thereby improving their detection skills.

Initiatives that provide examples of dark patterns, explain
their mechanisms, and offer tips for navigating deceptive
interfaces are crucial. Online databases (e.g., darkpat-
terns.org, darkpatterns.uxp2.com) also contribute signifi-
cantly to raising public awareness by cataloging and expos-
ing these practices (Maier and Harr [2020]).

2.2.5 Technical Weakening of Dark Patterns

Beyond legal and awareness-based approaches, technical
solutions can also contribute to weakening the effective-
ness of dark patterns. This can involve interventions di-
rectly on the user’s device, often in the form of browser
extensions or similar tools, which offer immediate protec-
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tion without requiring server-side changes (Conti and So-
biesk [2010], Schifer et al. [2024], Graf [2024]).

Research in this area focuses on how to best communicate
detected dark patterns to users to mitigate their influence
(Schéfer et al. [2023], Schéfer et al. [2024]). Proposed visual
countermeasures include:

e Highlighting: Marking detected dark patterns with
visual cues and providing additional explanations
(Mathur et al. [2019], Schéafer et al. [2023], Schéfer
et al. [2024]). This approach aims to enhance
user awareness and detection capabilities (Schéfer
et al. [2023]). However, concerns exist about visual
clutter, especially with multiple dark patterns present
simultaneously (Schéfer et al. [2023]).

¢ Hiding/Removing: Visually altering, rephrasing, or
completely removing manipulative elements to turn
dark patterns into "fair patterns" (Moser et al. [2019],
Schifer et al. [2024], Lu et al. [2024]). While this can
make pages clearer and improve usability, it can be
controversial, as users might fear being deprived of
relevant content or that sketchy websites might ap-
pear misleadingly trustworthy (Schafer et al. [2023],
Schifer et al. [2024]).

¢ Switching: Providing a toggle to switch between the
original manipulative view and a hidden or altered
version (Schifer et al. [2024]). This offers a com-
promise between hiding and transparency, giving
users more control and allowing them to verify the
countermeasure’s effect (Schéfer et al. [2023], Schifer
et al. [2024]).

e Lowlighting: Recolorizing dark patterns to make
them less alarming, a less intrusive approach than
highlighting (Graf [2024]).

e Friction Designs: Introducing deliberate friction
to disrupt automatic user behavior and encourage
more conscious decision-making (Bongard-Blanchy
et al. [2021], Lu et al. [2024]).

Research explores
visual countermeasures
against dark patterns,
including highlighting,
removing, switching,
lowlighting, and friction
designs.
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2 Related Work

Modular browser
extensions like
"Deceptive Defender"
simplify testing and
updating dark pattern
countermeasures.

Detecting and
countering dark
patterns remains
challenging; future work
needs improved
algorithms and
customizable tools.

Al and LLMs offer a
promising frontier for
automated dark pattern
detection.

Early machine learning
approaches detected
dark patterns using web
crawlers, text clustering,
and supervised ML, but
faced challenges in
data encoding and
labeling.

The development of modular browser extension frame-
works, such as "Deceptive Defender" by Graf [2024], aims
to simplify the testing and updating of detection algorithms
and countermeasures. These frameworks are designed
to be adaptable to future dark pattern developments and
support research into novel detection and countermeasure
strategies. Such tools could empower end-users by allow-
ing them to select between pre-defined Ul enhancements
based on their preferences and goals (Lu et al. [2024]).

Despite these advancements, technical weakening of dark
patterns faces several challenges. Automatic detection of
dark patterns is still an active area of research and not yet
fully mature (Schéfer et al. [2023]). Some dark patterns may
be inherently difficult or even impossible to detect auto-
matically due to their variety (Curley et al. [2021]). Fur-
thermore, detection tools are often reactive, as new patterns
continually emerge (Hausner and Gertz [2021]). The effec-
tiveness of countermeasures can vary significantly depend-
ing on the specific dark pattern and individual user prefer-
ences as shown by Schéfer et al. [2023]. Therefore, future
work needs to focus on improving detection algorithms,
developing more sophisticated and customizable counter-
measures, and ensuring that these tools provide users with
meaningful control over their online experience.

Al and LLM

The application of Artificial Intelligence (AI) and Large
Language Models (LLMs) presents a promising frontier in
the technical weakening of dark patterns, particularly for
their detection and the simulation of user responses. The
sheer volume and pervasiveness of dark patterns make hu-
man detection and enforcement challenging, necessitating
automated solutions (Soe et al. [2022]).

Early approaches to automated detection leveraged ma-
chine learning (ML) techniques to identify dark patterns.
For instance, Mathur et al. [2019] developed automated
methods, including web crawlers and text clustering, to
identify and measure dark patterns at scale on shopping
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websites, discovering over 1,800 instances across 1,200
websites. Similarly, Soe et al. [2022] explored the use of
supervised ML for automating the detection of dark pat-
terns in cookie banners, using a dataset of features de-
scribing Ul elements. While their initial results showed
promise, they also highlighted significant challenges, such
as the difficulty in encoding interfaces as feature values and
the need for human intervention in data labeling, conclud-
ing that dark pattern detection is complex for Al because
it is complex for humans. Nazarov and Baimukhambe-
tov [2022] also proposed using cluster analysis algorithms
for detecting dark patterns in user interfaces of websites
and e-commerce portals, addressing the challenge of lack-
ing formalized datasets.

More recently, generative Al technologies, particularly
LLMs, are being investigated by Mills and Whittle [2023]
as high-level auditing tools for detecting dark patterns by
simulating the experiences of diverse online users. This
approach aims to address the "representative agent prob-
lem," acknowledging that different individuals experience
dark patterns differently based on factors like digital skill
and cultural background. Mills and Whittle [2023] propose
three methods for using generative Al:

"Choose your own adventure" approach: The LLM is
given a text description of the choice architecture and valid
options, then prompted to select an action based on a given
user persona. This method is relatively easy to implement
and automate but is highly dependent on prompt engineer-
ing and the quality of text descriptions.

"Al Vision" approach: The LLM receives images (screen-
shots) of the choice architecture, reducing informational
discrepancies between what a user sees and what is de-
scribed. Preliminary testing with GPT-4 showed promising
results in identifying deceptive design features and predict-
ing behavior congruent with human auditors, especially for
obvious dark patterns.

"Decision Network" approach: This is the most technically
advanced, aiming to integrate Al functionality into a web
crawler that navigates online services in real-time using

Mills explores using
generative Al,
specifically LLMs, to
detect dark patterns by
simulating diverse user
experiences. They
propose "Choose your
own adventure," "Al
Vision," and "Decision
Network" approaches.
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2 Related Work

Algorithmic fidelity
allows LLMs to simulate
user responses to dark
patterns, offering fast,
cost-effective
behavioral audits
despite current
limitations.

HTML and JavaScript code. While offering the most objec-
tive description of a web page, preliminary testing suggests
LLMs may struggle to "see" the visual aspects of the page
from HTML alone, focusing more on links.

The concept of "algorithmic fidelity" (Aher et al. [2023])
underpins these simulation approaches, suggesting that
LLMs, trained on vast datasets, can approximate a wide
variety of individual subjects, providing reasonable estima-
tions of population responses to dark patterns (Mills and
Whittle [2023]). This "silicon sampling" offers advantages
in terms of speed and cost compared to recruiting human
participants for behavioral audits. However, limitations re-
main, including the need for careful prompt engineering,
the subjective nature of screenshot generation, and techni-
cal challenges in automating complex web interactions for
LLMs.
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Chapter 3

Virtual Assistant as
Countermeasure

This chapter delves into the potential of virtual assistants
as a novel countermeasure against dark patterns in user
interfaces. Building upon the understanding of dark pat-
terns and existing countermeasures discussed in the previ-
ous chapter, this section outlines the conceptualization, in-
vestigation, and preliminary findings related to the devel-
opment of a virtual assistant designed to empower users
against dark patterns. Due to the current rapid develop-
ment of artificial intelligence (AI) and the resulting possi-
bilities, Al represents a particularly interesting way of tack-
ling the problem of dark patterns. This interest extends to
both the detection of dark patterns and their mitigation as
a countermeasure. However, in this thesis, the focus is on
the application of Al as a direct countermeasure in the form
of a virtual assistant. For the scope of this research, it is as-
sumed that the underlying dark pattern detection mecha-
nisms are sufficiently reliable so that the research can focus
on the role of the assistant in intervening and empowering
the user.

This chapter explores
virtual assistants using
Al as countermeasures
against dark patterns,
assuming reliable
detection for

intervention.
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3 Virtual Assistant as Countermeasure

Virtual assistants,
powered by Al, offer a
unique opportunity for

user protection against
dark patterns.

Excursus:
Intelligent Assistant

An intelligent assistant
is an Al-powered,
interactive, and
assistive agent
providing
context-aware,
proactive user support.

Virtual assistants
evolved from annoying
"Clippy" to sophisticated
Al-powered tools like
Siri, Google Assistant,
and Alexa.

3.1 Virtual Assistants

Virtual assistants, often powered by artificial intelligence
and natural language processing, have become ubiqui-
tous in various digital environments, ranging from voice-
controlled devices to integrated functionalities within web
browsers and applications. These assistants are designed
to perform a wide array of tasks, including information re-
trieval, scheduling, communication, and personalized rec-
ommendations. Their increasing sophistication and inte-
gration into daily digital interactions present a unique op-
portunity to explore their role beyond conventional assis-
tance, specifically as agents for user protection in complex
online environments.

INTELLIGENT ASSISTANT:

An agent that uses artificial intelligence and can inter-
act with user(s) via natural and/or artificial language
by combining one or more communicative and sensory
modalities to assist and collaborate with them.

An intelligent assistant, as defined by Shaikh [2023] above,
is "an agent that uses artificial intelligence and can interact with
user(s) via natural and/or artificial language by combining one
or more communicative and sensory modalities to assist and col-
laborate with them." This definition highlights three constitu-
tive features: Al-enabled, interactive, and assistive. Maed-
che et al. [2016] further categorize Advanced User Assis-
tance Systems (UAS) based on their degree of intelligence
and interaction, distinguishing between basic, interactive,
intelligent, and anticipating UAS. These advanced systems
are characterized by their ability to provide context-aware,
proactive, and adaptive assistance, sensing user activities
and environments to offer tailored support and recommen-
dations (Maedche et al. [2016]).

The evolution of virtual assistants has seen a transition
from early, often frustrating, attempts like Microsoft Of-
fice’s "Clippy" (Maedche et al. [2016], Guidobono [2024]),
which was criticized for being annoying and disruptive,
to more sophisticated and well-received modern exam-
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ples such as Apple’s Siri, Google Assistant, and Ama-
zon Alexa (Maedche et al. [2016], Shaikh [2023]). These
contemporary virtual assistants leverage advancements in
Al particularly deep learning, natural language processing
(NLP), speech-to-text (STT), and text-to-speech (TTS) tech-
nologies, to offer more intuitive and effective interactions
(Guidobono [2024]).

In terms of interaction, Al can adopt various roles (Dix
et al. [2024]):

¢ Servant: The AI explicitly performs tasks based on
user commands (e.g., "turn up the heating" to Alexa).
The Al’s intelligence serves to fulfill the user’s explicit
instruction.

e Master: The Al dictates actions to the user, as seen
in gig-economy platforms where algorithms assign
tasks to workers.

¢ Symbiosis: This represents the most productive inter-
action, where humans and Al work together, leverag-
ing complementary abilities. In this synergistic rela-
tionship, the Al may take initiative, seek clarification,
or make suggestions, rather than passively awaiting
commands (Dix et al. [2024]).

For a virtual assistant to be effective, especially in a
protective role against dark patterns, its design must ad-
here to principles of "appropriate intelligence." This means
the AI should be right as often as possible, and when
it is right, it should be genuinely helpful. Crucially,
when the Al is wrong, it "shouldn’t mess you up" (Dix
et al. [2024]). This principle emphasizes designing systems
that fail gracefully and do not disrupt the user’s work-
flow, a lesson learned from the negative reception of Clippy
(Dix et al. [2024]). Furthermore, virtual assistants should
aim to reduce human cognitive and physical efforts while
increasing performance, without being attention-grabbing
or disruptive (Guidobono [2024], Maedche et al. [2016]).
They should provide clear and precise guidance, tailor as-
sistance to the user’s context, and offer proactive support
(Guidobono [2024], Maedche et al. [2016]).

Al can interact as a
servant, master, or in
symbiosis with users,
leveraging
complementary abilities
for productivity.

Effective virtual
assistants for dark
patterns need
"appropriate
intelligence": helpful,
non-disruptive, and
reducing user effort.
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3 Virtual Assistant as Countermeasure

Virtual assistants could
proactively inform
users, suggest
alternatives, or modify
interfaces to combat

dark patterns.

This research
investigates optimal
virtual assistant design
to counter dark
patterns, focusing on
prominence (RQ1) and
intervention level
(RQ2).

The inherent capabilities of virtual assistants, their ability
to process information, interact dynamically, and provide
assistance, make them highly relevant as a countermeasure
against dark patterns. By leveraging their Al-driven un-
derstanding of user context and their capacity for proac-
tive intervention, virtual assistants can potentially inform
users about dark patterns, suggest alternative actions, or
even modify interfaces to protect user autonomy, thereby
acting as a powerful tool in the fight against dark patterns.

3.2 Research Questions

The central objective of this research was to investigate
the feasibility and optimal design of a virtual assistant as a
countermeasure against dark patterns. This led to the crys-
tallization of several key research questions that guided the
study:

¢ RQ1: How prominent should a virtual assistant be
to effectively serve as a countermeasure against dark
patterns?

e RQ2: To what extent should a virtual assistant inter-
vene in website functionality or content?

RQ1 explores the optimal level of visibility and noticeabil-
ity required for the assistant to be perceived and utilized
by users without being overlooked or becoming intrusive.
Since the virtual assistant is supposed to helpful, it should
also be noticed. Help that is overlooked is simply not help-
ful. On the other hand, the virtual assistant should not be
too distracting either, as it could otherwise be perceived as
an annoyance and disrupt the flow.

RQ2 addresses the balance between merely informing the
user about detected dark patterns and actively modifying
the website’s code or interface to mitigate their effects. Do
users want the website to be actively changed by the virtual
assistant or do they just want to be informed about dark
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patterns or is that perhaps already too much and users just
want the opportunity to inform themselves?

3.3 Preliminary Study

To gain insights into user expectations and preferences re-
garding a virtual assistant as a dark pattern countermea-
sure, we conducted a preliminary study. This study aimed
to gather qualitative data on desired functionalities, inter-
action modalities, and intervention strategies from individ-
uals with prior knowledge of dark patterns.

3.3.1 Research Questions (Preliminary Study)

The preliminary study was designed to answer the follow-
ing questions:

e What functionalities and features do users expect
from a virtual assistant designed to counter dark pat-
terns?

* What possibilities should there be for interacting with
the virtual assistant?

3.3.2 Study Procedure

The preliminary study employed a qualitative approach,
involving creative focus groups and interviews with par-
ticipants. The preliminary study was conducted as follows:

Participants with prior knowledge of dark patterns were
sought for the study. A total of five students participated in
two groups.

Initially, the concept of dark patterns was reiterated,
and participants were given the opportunity to describe

We conducted a
preliminary study to
understand user
expectations for a
virtual assistant
combating dark

patterns.

The preliminary study
explored user
expectations for virtual
assistant functionalities
and interaction methods
against dark patterns.

The preliminary study
used qualitative creative
focus groups and
interviews with five
students knowledgeable
about dark patterns.

The study began by
reviewing dark patterns
and user experiences,
then categorized
examples and
discussed existing

countermeasures.
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Participants
brainstormed and voted
on virtual assistant
ideas to combat dark

patterns collaboratively.

Five students from the
i10 with prior dark
pattern knowledge
participated in the
preliminary study.

their previous experiences and engagement with dark pat-
terns. They were then encouraged to list any dark pat-
terns they were familiar with. The listed dark patterns
were subsequently sorted into categories provided by Gray
et al. [2024]. To ensure a comprehensive understanding,
further examples of dark patterns were presented, ensuring
that at least one example from each category was reviewed.
Following this, a brief overview of existing countermea-
sures was provided by the ontology from Gray et al. [2024]
and selected examples.

The main part of the study then commenced. Partici-
pants were informed about the proposed development of
a virtual assistant as a countermeasure and were tasked
with brainstorming, collaboratively, how such a virtual as-
sistant could best support users in dealing with dark pat-
terns. Ideas were to be written down on post-it notes. After
an initial 5-minute brainstorming period, each participant
was asked to present and explain their ideas to the group.
This entire process was then repeated. With the benefit of
hearing others” ideas, participants engaged in a second 5-
minute brainstorming phase, again writing down ideas on
how a virtual assistant could most effectively support users
against dark patterns.

Finally, each participant was asked to vote for their three
most favored ideas.

Participants

All participants in the preliminary study had prior knowl-

edge of dark patterns. This criterion ensured that the
feedback gathered was informed by an understanding of
the problem space and potential solutions. A total of
five participants, consisting of students from the i10 Chair
(Human-Computer Interaction)! at RWTH Aachen Univer-
sity, participated in the study.

1 https://hci.rwth-aachen.de/welcome
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3.3.3 Results

The data collected as part of the preliminary study was an-
alyzed to identify recurring themes, preferences and expec-
tations of the virtual assistant. The results were divided
into thematic categories.

Findings

During the brainstorming sessions, a total of 60 ideas
were noted and then categorized into seven different cat-
egories. These categories represent the variety of func-
tions and approaches that participants envisioned for a vir-
tual assistant as a countermeasure to dark patterns. The
seven categories identified were: Page rating, highlight-
ing/marking, explaining, removing, setting options, assis-
tant warns/interrupts and assistant performs tasks for the
user.

Page rating:  This category consisted of ideas that had in
common that the website is rated in some way. Mostly in
such a way that the number of dark patterns (DP) on the
website was counted. Either the number should be dis-
played directly or simplified (many DP = bad, few DP =
good), for example as a “traffic light”, so if comparatively
few dark patterns were found on the website, it is green,
if a particularly large number of dark patterns were found,
it is displayed in red and yellow in between. Two ideas
described that such an evaluation of the website should be
displayed even before the website is visited, for example
during the web search on the search engine results page.
One idea in this category suggested clearly marking "fake
websites" (e.g. in scam emails) as "fake websites".

Highlighting/marking: = This category revolves around
the concept of highlighting/marking the dark patterns on
the website so that the user is made aware of them. A coun-
termeasure that has already been examined in user studies

Participants generated
60 ideas for a virtual
assistant combating
dark patterns,
categorized into seven
functions like page
rating and removing.

Page rating ideas
involved showing dark
pattern counts, traffic
light ratings, and
pre-visit warnings for
deceptive sites.

This category focuses
on dynamically
highlighting dark
patterns on websites to
increase user
awareness.
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This category
emphasizes explaining
dark patterns to users,

providing information
and tips via interactive
elements.

The "Remove" category
focused on direct dark
pattern
countermeasures,
including altering "Bad
Defaults" and using
LLMs to rewrite

deceptive text.

The "Setting options"
category focuses on
user preferences for

dark pattern handling,
including intervention
strength and marking

false positives.

by Schéfer et al. [2023]. One idea that stood out was to make
the highlighting of dark patterns dynamic, i.e. with an ani-
mation and not just static highlighting.

Explain:  This category is mainly about explaining the
dark patterns to the user, so that the user can find out what
kind of dark pattern is shown here and what it is made
of. This information could then be made available to the
user via hover menus or by clicking on the dark pattern,
for example. Tips on how to deal with certain dark pat-
terns would also be useful. One idea also described that
the assistant should communicate very clearly what it has
done and why;, i.e. explain its actions.

Remove: This category was the largest and contains al-
most all ideas that describe more direct countermeasures to
dark patterns. This primarily involves removing identified
dark patterns whenever feasible, or exploring other meth-
ods to mitigate their effects. Schéfer et al. [2023] has also re-
searched this type of countermeasure. The gathered ideas
described in particular how the assistant should deal with
certain dark patterns, e.g. for the dark pattern “Bad De-
faults”, the assistant should ensure that no option or the op-
tion that is most likely to be in the user’s interest is selected.
For the dark patterns "Shaming" and "Trick Question”, the
corresponding text passages should be rewritten directly
with the help of LLMs. Other interesting ideas from this
category were for the dark pattern “Forced Registration”,
the assistant could provide “fake user data” for registra-
tion. Additionally, a suggested approach was to "gray out"
or visually obscure identified dark patterns similar to the
"lowlighting" of Graf [2024]. The idea of using animations
to emphasize the removal of dark patterns also came up in
this category.

Setting options:  This category groups together a num-
ber of ideas that all have in common that users should be
able to adjust something, as already predicted by Schéfer
et al. [2023] in their "Future Work" section. This includes
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settings for specific dark pattern interventions and broader
user preferences for the assistant’s behavior. Users could
also adjust the strength of the assistant’s intervention or
flag incorrectly identified dark patterns. Additionally, the
concept of a tutorial for dark patterns and the assistant was
proposed, which would then allow users to fine-tune the
assistant’s settings based on their learning.

Assistant warns/interrupts:  This category is character-
ized by the fact that the assistant actively acts on these
ideas and thus interrupts the user’s flow, similar to the
Friction Designs from Bongard-Blanchy et al. [2021] and
Lu et al. [2024]. Most ideas describe a type of warning
so that the user is made aware that they could be manip-
ulated by the dark patterns. For example, a warning when
shopping online with the dark pattern "Sneak into Basket"
comes with the content: "Attention! You did not add these
products to your basket yourself. Would you still like to
buy it?"

Assistant performs tasks for the user:  This category con-
tains ideas in which the assistant is expected to act indepen-
dently. An example from this category is to instruct the as-
sistant to buy a certain product for the user so that the user
does not even see the shopping website, but at most the
product. Another example is to counteract the dark pattern
“Obstruction”, here the assistant should show the user ex-
actly the easiest way to fulfill his goal, i.e. the easiest way
to circumvent the “Obstruction”. The first idea shows simi-
larities to the "Servant” Role (3.1) of Al where as the second
idea more similarities to the "Master" role described by Dix
et al. [2024] has.

Voting

In this section, we present the ideas that received the most
votes. Each participant received two votes, and the voting
was conducted exclusively in the second group, which con-
sisted of three participants.

This category involves
the assistant actively
warning/interrupting
users about dark
patterns, like
unexpected items in
shopping carts.

This category suggests
the assistant
independently performs
tasks or bypasses dark
patterns for the user.



26

3 Virtual Assistant as Countermeasure

The participants desire
granular control over
how an assistant
combats dark patterns,
from informing to

removal.

The participants want to
whitelist falsely
recognized dark
patterns to improve
assistant accuracy and
prevent unnecessary

interventions.

The participants
prioritize clear
communication from the
assistant about its
actions and reasons,
depending on the dark
pattern.

The most favored idea
was an assistant that
automatically declines
cookies by removing
banners entirely.

An assistant that
directly displays the
"real" price, combating
hidden costs and price
manipulation.

One of the highly favored ideas was: "Einstellung wie ex-
trem gegen Pattern eingegriffen wird" (Setting how extremely
patterns are intervened against). This idea suggests that
users should have granular control over how the assistant
handles each detected dark pattern. This includes options
for the assistant to merely point out and inform the user,
to mark (highlight) the area containing the dark pattern, to
weaken its effect (e.g., by graying out), to completely re-
move the dark pattern, or to ignore it entirely.

Another popular idea was: "Filschlich erkannte Pattern
whitelisten" (Whitelist falsely recognized patterns). This
proposes that users should have the option to inform the
assistant about false positives (instances where the assistant
incorrectly identifies a dark pattern). This feedback mech-
anism would allow the assistant to improve its recognition
accuracy or to specifically ignore certain areas in the future,
preventing unnecessary interventions or notifications.

A third idea was: "Klare Markierung was der Assistent
gemacht hat wiire mir wichtig (Kommt auf pattern an)" (Clear
marking of what the assistant has done would be impor-
tant to me (depends on the pattern)). This idea emphasizes
the importance of transparency regarding the assistant’s ac-
tions. Participants felt it was crucial for the assistant to
clearly communicate to the user what specific actions it has
taken and why, ideally tailored to the particular dark pat-
tern being addressed.

The idea that received the most votes was: "Decline cookies
for you, ideally without the banner even showing". This concept
describes an assistant that automatically rejects all cookies
by removing cookie banners, ideally without the user ever
seeing the banner. Research conducted subsequent to the
study confirmed that browser extensions already exist that
perform this exact function.

Finally, another highly-voted idea was: "Bei Preismanipu-
lation: Direkt den "wirklichen” Preis hinschreiben" (For price
manipulation: Directly write down the ‘real” price). This
idea focuses on dark patterns that affect the final price, such
as "hidden costs." The assistant would combat these by di-
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rectly displaying the final, true price to the user, bypassing
the manipulative presentation.

3.3.4 Discussion

The findings from the preliminary study offer valuable
insights into the design considerations for a virtual assis-
tant aimed at countering dark patterns. Unsurprisingly, a
strong expectation emerged for the assistant to intervene
directly against various dark patterns, ideally by removing
them or negating their effects. Many ideas in the "Remov-
ing" and "Highlighting /Marking" categories align with ex-
isting research and implemented countermeasures, sug-
gesting a clear user desire for tangible interventions. In
particular, the concept of highlighting dark patterns is a
method that has already been investigated to increase user
awareness.

The study also highlighted the importance of the assis-
tant providing comprehensive information to users. This
includes not only explanations about the detected dark pat-
terns themselves (e.g., their type and what they are de-
signed to do) but also transparency regarding the assis-
tant’s own actions. This aligns closely with the principles
of Explainable AI (XAI), where understanding the "why"
behind an Al’s actions is crucial for user trust and adop-
tion.

A critical and challenging aspect revealed by the ideas
in the "Assistant Warns/Interrupts” category is the tension
between protecting the user and maintaining an uninter-
rupted user experience. While active interruptions might
be necessary to safeguard users from the immediate effects
of dark patterns, such disturbances can also be perceived
negatively and lead to user frustration. Designing an as-
sistant that can effectively warn or interrupt without being
overly intrusive will be a key design challenge.

Furthermore, the strong emphasis across almost every par-
ticipant’s ideas on "Setting Options" underscores the need
for high customizability. This is driven by several factors:

The preliminary study
showed users expect a
virtual assistant to
directly remove or
highlight dark patterns,
aligning with existing

countermeasures.

The study emphasizes
that an assistant must
explain dark patterns

and its own actions for

user trust.

Balancing user
protection and an
uninterrupted
experience is crucial for
an assistant warning

against dark patterns.

Users strongly desire
customizable assistant
settings to manage dark
patterns, adapting to
diverse and evolving
needs.
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Rating a website
regarding dark patterns
is feasible while
browsing; pre-emptive
analysis on search
results poses greater
technical challenges.

The automation of
complex tasks such as
product purchases or
the circumvention of
dark patterns for users
poses a technical
challenge.

The preliminary study’s
small, specialized
participant pool and
limited voting reduced
generalizability. Future
research needs a
larger, more diverse

sample.

the diverse needs and preferences of a broad user base, the
potential for individual users” needs to evolve over time
(e.g., from a desire for detailed explanations to a prefer-
ence for autonomous intervention once familiar with dark
patterns), and the subjective nature of what constitutes an
"acceptable” intervention. An adaptive assistant that learns
from user preferences and allows for fine-grained control
over its behavior will be essential for user satisfaction and
long-term adoption.

Regarding the technical feasibility of certain ideas, eval-
uating a website based on the number of dark patterns
present appears technically achievable, provided the user
is actively on that website. However, analyzing a website
in advance, for instance, displaying a rating on a search
engine results page before the user has even visited the
site, presents significantly greater technical challenges due
to the need for pre-emptive crawling and analysis without
user interaction.

Similarly, instructing the assistant to perform complex
tasks for the user, such as autonomously purchasing a
product on a website, is technically quite challenging.
While some website operators” own assistants (e.g., Alexa
on Amazon) can perform limited tasks within their spe-
cific ecosystems, they are designed to serve the operator’s
interests. Building a general-purpose assistant capable of
navigating diverse online shopping environments and act-
ing solely in the user’s best interest is a much more com-
plex undertaking. Moreover, analyzing website structures
to the extent required for the assistant to explain or au-
tomate complex processes, such as circumventing deliber-
ately difficult account deletion procedures, remains a sig-
nificant technical hurdle at the current stage of develop-
ment.

3.3.5 Limitations

Despite the valuable insights gained, the preliminary study
had several limitations. A clear limitation is the small num-
ber of participants, with only five individuals participating
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in this study. While their insights were valuable, such a
limited sample size restricts the generalizability of the find-
ings. Another limitation is the specific background of the
participants. The study intentionally recruited individuals
who were already familiar with dark patterns. While this
ensured informed feedback and a more comprehensive un-
derstanding of user needs, insights from individuals who
are not yet familiar with the topic are also highly relevant.
Finally, the voting process was limited to only the second
of the two groups, further impacting the representativeness
of the quantitative preferences expressed. Future research
should aim to include a more diverse and larger participant
pool, and standardize voting across all groups, to enhance
the robustness and applicability of the findings.
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Chapter 4

User Study

This chapter details the user study conducted to further
investigate the effectiveness and optimal design of a vir-
tual assistant as a countermeasure against dark patterns.
Building upon the insights gathered from the preliminary
study, this user study aimed to evaluate specific prototype
variations of the assistant in a simulated online shopping
environment, gathering both quantitative and qualitative
feedback from participants. This user study aims to build
upon the findings of Schéfer et al. [2023].

4.1 Research Questions

The user study was designed to address key questions re-
garding the prominence and intervention level of the vir-
tual assistant, directly building on the findings and open
questions from the preliminary study. The research ques-
tions guiding this study were:

¢ RQ1: Is the assistant perceived as distracting or help-
ful?

¢ RQ2: How safe do users feel with the assistant?

¢ RQ3: Do users feel in control of their actions?

This chapter details a
user study evaluating
virtual assistant
prototypes against dark
patterns in simulated
online shopping.

This user study
investigates if a virtual
assistant is helpful,
safe, and maintains
user control against

dark patterns.
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A Figma prototype with
seven virtual assistant
variants simulated
online furniture
shopping for a wall
clock purchase.

The prototype’s product
page displays a wall
clock with images,
details, price, warranty,
and cart options.

RQ1: This question seeks to understand the impact of the
assistant’s prominence and interaction style on the user’s
overall experience and task completion. This question also
addresses the user’s flow. Is it interrupted or not?

RQ2: This question explores the assistant’s ability to instill
a sense of security and mitigate the perceived manipulative
influence of dark patterns. Do the participants still believe
they are being manipulated by the dark patterns, or do they
now feel protected from the effects by the assistant?

RQ3: This question investigates the balance between the
assistant’s autonomous actions and the user’s sense of
agency and understanding of the assistant’s interventions.
Does the assistant communicate clearly enough what it is
doing, or do the participants feel a loss of control?

4.2 Prototype

This section will describe the virtual assistant prototype
used in the user study, detailing its functionalities and
how it was implemented to address the research questions.
The prototype incorporated different variations of the as-
sistant’s behavior regarding prominence and intervention.

We named the virtual assistant “Lumi” and illustrated it
with a light bulb with a smiley face which can be seen in
Figure A.1.

For this study, a medium-fidelity prototype was developed
using Figma. The prototype simulates a limited segment of
an fictitious online furniture shopping website, which can
be seen in Figure 4.1, and incorporates seven different vari-
ants of the virtual assistant. The scenario was specifically
designed to involve the purchase of a predetermined wall
clock, ensuring consistency across all trials.

The prototype begins on the product page of the wall clock,
which can be seen in Figure 4.1. This page features several
images of the wall clock, essential product details, its price,
a checkbox option to select a warranty, and buttons to add
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the wall clock to the shopping cart and navigate to the cart
view.

Upon proceeding, the shopping cart view, which can be
seen in Figure 4.3, displays the contents of the cart, the to-
tal price including shipping costs, and options to select the
shipping method. At the bottom of this view, a "Proceed
to Checkout" button is available to complete the simulated
purchase scenario, along with a checkbox for newsletter
subscription.

4.2.1 Dark Pattern

In this subsection, we will describe the specific dark pat-
terns that participants encountered within the simulated
online shopping scenario during the user study. These dark
patterns were carefully selected to represent common ma-
nipulative tactics found in e-commerce environments.

Product Page

On the product page, (see Figure 4.1) the dark pat-
terns "Low Stock," "Bad Defaults," "Adding Steps," "Visual
Prominence," and "Confirmshaming" were integrated:

Low Stock: Displayed directly below the price as "Only
5 left in stock!" This dark pattern creates a false sense of
urgency, pressuring the user into making a quick purchase
before the item supposedly runs out.

Bad Defaults: The checkbox for a 2-year warranty for
an additional €5.99 is pre-selected. A pre-selected option is
not necessarily in the user’s best interest, requiring active
opt-out.

The shopping cart view
shows items, total price,
shipping options,
checkout, and a
newsletter checkbox.

This section details the
common dark patterns
found in the simulated
online shopping
scenario for the user

study.

"Only 5 left!" creates
false urgency,
pressuring quick
purchases.

The "Bad Defaults" dark
pattern pre-selects a
2-year warranty for an
extra €5.99, requiring
users to opt out.
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W CozyHome  New Furniture Decor Lighting Textiles Sale Q search « O R

Home / Decor / Clocks

Classic Wall Clock

Thisti features a simple design with a clear, easy dface. Crafted fals, it
adds a touch of elegance to any room.

Dimensions
Wood frame, glass cover 40 cm diameter, 5 cm depth

Movement Power
Quartz Requires one AA battery (notincluded)

€29.99

Only 5leftinstock!

2-Year Warranty
Add a2-Year Protection Plan

Covers accidental damage and malfunctions. Cost: € 5.99. See terms.

AddtoCart

Gotocart

Figure 4.1: Screenshot of the simulated product page proto-
type in the "Unchanged" variant. This prototype, a custom-
made fictional e-commerce website, served as the baseline
for evaluating user interaction with dark patterns without
any intervention.
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Warranty

Are you sure you don't want a warranty? Without a warranty, you will have to
carry the costs of any damage yourself. We therefore recommend that you
purchase at least a 2-year warranty.

Keep 2-year warranty

No, | want to take the risk and do not want a warranty.

Figure 4.2: Screenshot of the "Warranty Question" pop-
up in the "Unchanged" variant, designed to embody the
"Adding Steps" dark pattern. This window appears when
the user attempts to remove the warranty, subtly nudg-
ing them to reconsider their action through visual promi-
nence and confirmshaming, making the removal process
even more tedious.

Adding Steps:  If the user clicks on the activated check-
box to deselect the 2-year warranty, a pop-up appears, ask-
ing the user again whether they would like to have the
warranty after all. The pop-up is shown in Figure 4.2. By
adding unnecessary additional steps, the difficulty of the
task is increased, discouraging the desired action.

Visual Prominence: In the pop-up (Figure 4.2) that ap-
pears when the user attempts to deselect the 2-year war-
ranty, the "Keep 2-year warranty" button is large, blue, and
therefore visually prominent and easily recognizable. In
contrast, the "No, I want to take the risk and do not want
a warranty" button is displayed only as grayish text. This
design influences the user to click on the large, prominent
button rather than the less conspicuous alternative. An op-
tion that stands out visually from others can distract from
them.

Confirmshaming: In the same pop-up (Figure 4.2), the
button that allows the user to deselect the warranty is la-

The "Adding Steps"
dark pattern adds a
pop-up confirmation,
increasing task difficulty
to discourage opting

out.

The "Visual
Prominence" dark
pattern uses a large,
blue "Keep warranty"
button to manipulate
users away from a
small, gray "No

warranty" text.

The "Confirmshaming"
dark pattern uses
guilt-inducing language
like "No, | want to take
the risk" to discourage
warranty declination.
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W CozyHome  NewArivals  Fumitre  Decor  Lighting  Textiles  Sale Q Search « O v

Home / Shopping Cart

Shopping Cart
¢ Classic Wall Clock
O Quantity:1  Delete €29.99
2-Year Protection Plan £5.99
1 Quantity:1  Delete
AA Batteries (Pack of 4) £3.99
Quantity:1  Delete )
Order Summary
Subtotal €39.97
Shipping €5.99
Total €45.96

Express Shipping

Arrivesin1-2 business days

By placing your order, you agree to Cozy Home's Privacy Policy and Terms of Use

Wouldyou like to receive a newsletter via email, SMS and push-notifications to be kept up to date on special offers,
promotions, discounts and more? If you prefer not to receive the newsletter, please tick this box.

Proceed to Checkout

Figure 4.3: Screenshot of the simulated shopping cart page prototype in the "Un-
changed" variant. This custom-made fictional e-commerce website displays the cart
contents and typical checkout elements, serving as the baseline for evaluating user
interaction with dark patterns without any intervention.

beled "No, I want to take the risk and do not want a war-
ranty." This phrasing implies a negative consequence or
risk associated with declining the warranty, intending to
discourage the user from this option by invoking feelings of
guilt or fear. Certain phrasings can make an option sound
worse than it actually is.

Cart Page

The dark patterns "Sneak Into Basket," "Bad Defaults,"
"Hiding Information," "Trick Question," "Adding Steps,"
"Visual Prominence," and "Confirmshaming" have been in-
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tegrated on the shopping cart page which is shown in
Figure 4.3:

Sneak Into Basket: A pack (4 pcs.) of batteries for €3.99
was automatically added to the shopping cart. This in-
volves putting additional items into the basket that the user
may not have explicitly wanted.

Bad Defaults: The more expensive shipping method,
"Express Shipping," is preselected. Similar to the product
page, this pre-selection is not necessarily in the user’s best
interest, requiring active change.

Hiding Information: The "Standard Shipping" option is
displayed in light gray text, making it barely visible on the
white background. This visual design also makes this op-
tion appear unavailable or inactive, making it harder for
the user to select.

Trick Question: The question next to the corresponding
activated checkbox for newsletter subscription is worded
as follows: "Would you like to receive a newsletter via email,
SMS and push-notifications to be kept up to date on special of-
fers, discounts and more? If you prefer not to receive the newslet-
ter, please tick this box." This phrasing is counter-intuitive; if
the user does not want to receive the newsletter, they must
keep the checkbox activated (ticked), contrary to the com-
mon expectation of deactivating a checkbox to opt-out.

Adding Steps:  If the 2-year warranty was not deselected
on the product page, it will appear here in the shopping
cart. If the user attempts to remove it from the shopping
cart, a pop-up (see Figure 4.2) appears, identical to the one
on the product page, again asking the user whether they
would like to keep the warranty.

The "Sneak Into
Basket" dark pattern
automatically adds
unwanted items, like
batteries, to the user’s
cart.

The "Bad Defaults" dark
pattern preselects more
expensive "Express
Shipping," requiring
users to change it.

The "Hiding
Information" dark
pattern uses light gray
text for "Standard
Shipping," making it
hard to see and select.

The "Trick Question"
dark pattern uses
counter-intuitive
phrasing for newsletter
opt-out, requiring users
to tick a box to decline.

The "Adding Steps"
dark pattern reappears
in the shopping cart,
presenting the same
pop-up to deter
warranty removal.
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The "Visual
Prominence" dark
pattern uses a large,
blue "Keep warranty"
button to manipulate
users toward that

option.

The "Confirmshaming"
dark pattern uses
guilt-inducing language
in a pop-up to
discourage deselecting
the warranty.

The study countered
dark patterns by
highlighting,
removing/mitigating,
informing users, and
rating pages based on
dark pattern count.

A red dashed border
was used to visually
highlight dark patterns.

Visual Prominence: Since the same pop-up (Figure 4.2)
regarding the 2-year warranty appears as on the product
page, the "Keep 2-year warranty" button is large, blue, and
therefore prominent and easily recognizable as a button,
while the "No, I want to take the risk and do not want a
warranty" button is only displayed as grayish text. The
user is therefore influenced to click on the large blue but-
ton rather than the other option. An option that stands out
visually from others can distract from them.

Confirmshaming:  Since the same pop-up (Figure 4.2)
appears regarding the 2-year warranty as on the product
page, the button that lets the user deselect the warranty
is labeled "No, I want to take the risk and do not want a
warranty," which implies a risk with this option and is thus
intended to discourage the user from this option. Certain
phrasings can make an option sound worse than it actually
is.

4.2.2 Countermeasures

As countermeasures to the dark patterns, the study em-
ployed several strategies: clearly highlighting the areas of
the dark patterns, actively removing or mitigating their ef-
fects, and providing users with the opportunity to inform
themselves about the dark patterns on the respective page.
Additionally, the page was rated based on the number of
dark patterns present.

Marking: For highlighting, a red dashed border was cho-
sen to visually emphasize the areas containing dark pat-
terns. The corresponding areas in the prototype then dis-
played this distinctive border to draw the user’s attention.
This can be seen in Figure 4.4.

Removing: This strategy involved directly counteracting
the dark patterns by altering or removing their manipula-
tive elements:
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W CozyHome  NewArivals Furniture Decor Lighting Textiles Sale Q, search « O ¥
Home / Shopping Cart
Shopping Cart
) Classic Wall Clock
O Quantity:1  Delete €2999
Z—Yee.anrotectlon Plan £5.99
I Quantity:1  Delete
Q AA Batteries (Pack of 4) €3.99
Quantity:1  Delete
Order Summary
Subtotal €39.97
Shipping €5.99
Total €45.96

Express Shipping

Arrivesin1-2 business days

By placing your order, you agree to Cozy Home's Privacy Policy and Terms of Use

> Would you like to receive a newsletter viaemail, SMS and push-notifications to be kept up to date on special offers,
promotions, discounts and more? If you prefer not to receive the newsletter, please tick this box

Proceed to Checkout

Figure 4.4: Screenshot of the simulated shopping cart page in the "Mark + Chat"
variant, showcasing the visual highlighting of detected dark patterns. This inter-
vention aims to draw user attention to deceptive design elements while providing

supplementary information via the chat interface.

e "Low Stock" was removed by simply not displaying
the text area indicating limited stock.

¢ "Bad Defaults" were addressed by ensuring that no
option was preselected, or by preselecting the option
that was more beneficial or cheaper for the user (e.g.,
the warranty checkbox was not checked by default,
and standard shipping was preselected).

¢ "Adding Steps" was removed by preventing the pop-
up that re-asked the user about the warranty. In-
stead, the checkbox or "Delete" button functioned as
expected, allowing for a direct and uninterrupted ac-
tion.

Hiding the text.

Unchecking warranty
and preselecting
standard-shipping.

Removing the pop-up.
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Matching the button

design.

Rephrasing the text.

Removing batteries.

Improve visibility.

Rephrasing the text.

The chat bot informed
users about detected
dark patterns via
messages,
descriptions, and
screenshots, though
direct questioning was
not implemented.

"Visual Prominence" was mitigated by ensuring that

the appearance of relevant buttons was consistent.
For instance, both the "Keep 2-year warranty" and
"No, I do not want a warranty" buttons were made
large and blue, eliminating the visual bias.

¢ "Confirmshaming" was removed by changing the
manipulative text. The phrasing was altered from
"No, I want to take the risk and do not want a war-
ranty" to the neutral "No, I do not want a warranty."

* "Sneak Into Basket" was counteracted by not auto-
matically adding any additional items, such as bat-
teries, to the shopping cart.

¢ "Hiding Information" was addressed by adjusting the
visual appearance of the "Standard Shipping" method
to match the "Express Shipping" method, ensuring
good contrast (e.g., black or dark gray text on a white
background) and clear visibility.

e "Trick Question" was removed by changing both
the wording and the functionality of the newsletter
checkbox. The question was simplified to "Would you
like to receive a newsletter via email, SMS and push-
notification, tick this box," and the checkbox’s func-
tionality was made intuitive, where ticking it meant
opting in.

Figure A.2 and A.3 show a version of the product page and
cart page with dark patterns removed.

Inform:  To facilitate user self-information about dark
patterns, the assistant was presented as a chat bot which
can be seen in Figure 4.5. Upon activation, the assistant
provided a brief introduction and immediately informed
the user that it had detected several dark patterns on the
current website. The user was then prompted, via interac-
tive buttons, whether they wished to learn more about the
identified dark patterns. If affirmative, the assistant pro-
vided further chat messages containing a list of the dark
patterns found on that specific page, along with a brief de-
scription, an explanation of their effects, and a screenshot
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© Chat with Lumi
! Lumi

Hi, | have spotted several dark patterns on this page.

Would youlike to learn more about the dark patterns on this page?

Type your message

Figure 4.5: Screenshot illustrating the "Counter + Chat" variant’s functionality on
the shopping cart page. The image highlights the interactive chat interface, which
provides information about detected dark patterns, alongside the colored indicator

signifying the presence of such patterns on the page.

illustrating the dark pattern’s location on the page. A Part
of this list in the chat window can be seen in Figure A.9.
While the chat bot’s appearance suggested the ability for
users to ask questions, this functionality was not fully im-
plemented. In instances where participants attempted to
use this feature, the investigator provided answers on be-
half of the assistant.

Page Rating: The button for the chat bot served as a vi-
sual indicator of the page’s dark pattern density. Its color
changed according to a traffic light system: green indicated
few dark patterns, yellow indicated a medium number, and

The chat bot’s color, like
a traffic light, indicated
dark pattern density
(green for few, red for
many).
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Participants
experienced eight
virtual assistant
variants, including a
baseline, in a simulated
online shopping

scenario.

Baseline scenario with
no assistant, exposing
users to dark patterns

in their original form.

This variant provided
information about dark
patterns via a chat bot

and a color-coded page
rating, without direct
website modification.

red indicated many dark patterns. On the product page,
the button was displayed in yellow which can be seen in
Figure A.10 and A.11, while on the shopping cart page, it
appeared in red-orange which can be seen in Figure 4.5 as
well as Figure A.8 and A.9. The meaning of these colors
was briefly explained to participants at the beginning of the
respective scenarios.

4.2.3 Assistant Variants

In the study, each participant navigated through the on-
line shopping scenario eight times, each instance featuring
a different variant of the virtual assistant. The very first
variant always served as a baseline, without any assistant
present. The following describes these variants and their
distinguishing characteristics:

Unchanged (UC): This variant of the scenario was al-
ways the first and did not include any virtual assistant.
Participants were confronted with the dark patterns exactly
as they would be in a typical online shopping environ-
ment. This allowed participants to familiarize themselves
with the website in its "original state” and served as a con-
trol condition for comparison. This variant can be seen in
Figure 4.1 and 4.3.

Counter + Chat (CC): In this variant, the assistant inter-
vened minimally with the website’s content. Its primary
function was to be available to participants in the form of
a chat bot (Figure 4.5), through which they could obtain in-
formation about the dark patterns detected on the website.
Additionally, the assistant provided a rough estimate of the
number of dark patterns found by evaluating the website
and signaling this rating via the color of the chat bot button,
using the previously explained traffic light scheme (4.2.2).
This variant aimed to provide information and awareness
without direct modification of the website.
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Mark + Chat (MC): This variant focused on visual aware-
ness. The areas containing dark patterns were clearly
highlighted by markings (the red dashed border) which is
shown in Figure A.6, 4.4 and A.15. Similar to the CC vari-
ant (4.2.3), participants also had the option to access the
chat bot for more detailed information about the detected
dark patterns. However, in this variant, the chat bot but-
ton remained a consistent blue color and did not provide
any additional information regarding the number of dark
patterns found on the page.

Animation (AN): This variant introduced a dynamic and
proactive approach. The assistant actively removed the de-
tected dark patterns from the website and simultaneously
displayed a short, indicative animation. The animation in-
volved the areas with dark patterns briefly lighting up red
before disappearing or changing to their non-manipulative
form. Screenshots of this animation can be seen in Figure
A4 and A.5. On the product page, where all dark pat-
terns were located at the bottom, the animation was trig-
gered when the user hovered over the area of the first dark
pattern (from top to bottom), ensuring it was seen during
natural user interaction. The view of the upper part of the
product page can be seen in Figure A.10 for reference. The
lower part is shown in Figure A.11. For the shopping cart
page, which was small enough not to require scrolling (see
Figure 4.3), the animation commenced automatically after
a brief delay (800ms).

Remove (R): In this variant, the dark patterns found on
the website were removed directly and immediately by the
assistant, without any accompanying animation, resulting
in the websites shown in Figure A.2 and Figure A.3. This
behavior was designed to be subtle; participants would
only notice the removal if they had a prior comparison
with the original, unmitigated website. This variant is con-
ceptually similar to conventional ad blockers, which pre-
vent advertisements from being displayed without explicit
user interaction. This variant is basically the same as the
"Hide without Marking (HD)" method used in the study

This variant visually
highlighted dark
patterns with borders; a
chat bot offered
information, but no

page rating.

This variant actively
removed dark patterns,
showing a brief red

animation.

This variant subtly
eliminated dark
patterns directly, similar
to an ad blocker.
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This variant removed
dark patterns, offered
information via a
chat-bot, and displayed
a page rating.

This variant offered
comprehensive
countermeasures:
automatic removal,
page rating, information
via chat-bot, and
persistent highlighting
of removed dark
patterns.

This variant allowed
users to configure the
assistant’s dark pattern
countermeasures
(highlight, remove, both,
or neither) before
shopping.

performed by Schifer et al. [2023] to improve comparabil-
ity.

Remove + Counter + Chat (RCC): This variant combined
the functionalities of the "Remove (R)" (4.2.3) and "Counter
+ Chat (CC)" (4.2.3) variants. All dark patterns were auto-
matically removed from the website. Additionally, partici-
pants had the option to use the assistant’s chat bot to inform
themselves about the dark patterns that had been removed.
This variant also provided a page rating (4.2.2), signaling
the number of detected and removed dark patterns via the
color (traffic light scheme) of the chat bot button.

Remove + Mark + Counter + Chat (RMCC): This vari-
ant built upon the "RCC" variant (4.2.3), offering a com-
prehensive set of countermeasures. All dark patterns were
automatically removed, and the page rating was evaluated
based on the number of detected and removed dark pat-
terns and signaled this via the colored (traffic light scheme)
chat bot button. Participants could also obtain information
about the removed dark patterns through the chat bot. Fur-
thermore, in this variant, the areas where the dark patterns
were originally located were highlighted, even after their
removal, providing a continuous visual cue. Screenshots of
this variant are shown in Figure A.7 and Figure A.8.

Options (O): This variant introduced a user-configurable
experience. Before beginning the online shopping scenario,
participants first went through a setup phase. During this
setup, the assistant briefly introduced itself (see Figure
A.12) and then, for each category of dark patterns expected
in the study (e.g., "Adding Steps", "Bad Defaults",...), it
asked the user how they would prefer to handle that spe-
cific type of dark pattern as can be seen in Figure 4.6.
The available options were: highlighting the dark pattern’s
area, removing the dark pattern, doing both, or doing nei-
ther. After this personalized configuration, participants
proceeded through the familiar online shopping scenario,
with the assistant’s behavior adjusted to their chosen set-
tings. Instead of a chat bot button, this variant provided
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2 Lumi

The first dark pattern on ourlist is “Adding Steps”. Here is a short explanation:

Adding Steps
By adding unnecessary additional steps the difficulty of
that taskisincreased.

Should I highlight the spots where this dark pattern appears for you, should I remove the dark
pattern if possible, or should | leave it asitis?

Figure 4.6: Screenshot illustrating the setup phase interac-
tion for the "Options" variant. This interface allows users
to customize the assistant’s behavior by selecting preferred
countermeasures for various dark pattern categories, em-
bodying the user-control aspect of this variant.

access to a small menu where the previously made set-
tings could be reviewed and changed at any time, which
is shown in Figure A.14.

4.3 Study Procedure

The study had the following procedure:

We used a within study approach, meaning that all par-
ticipants saw all assistant-variants. Each participant com-
pleted the study individually and only in the presence of
the investigator. The order of the variants was random-
ized using a latin square, with the exception of the baseline,
which was always the first variant.

After a brief "welcome," the topic of the study (Virtual As-
sistant as Countermeasure against Dark Patterns) was in-
troduced to the participants. The definition of dark pat-
terns was explained to each participant (regardless of prior

Participants were given
the definition of dark
patterns, which was
illustrated using the
example of cookie
banners.
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Participants completed
eight online shopping
scenarios to buy a wall
clock, each with a
different virtual
assistant variant
assisting against dark
patterns.

Questionnaire about
demographics.

7-point Likert scale for
usability, clarity, safety,
efficiency, helpfulness

and general user

experience.

Qualitative Interview
regarding strengths and
weaknesses of the

variants.

knowledge) and illustrated with a short example. As an
example, each participant was given "cookie banners," as
these are often structured in such a way that they contain
several dark patterns intended to entice the user to accept
all cookies (e.g., through "visual prominence" or "adding
steps") as stated by Grassl et al. [2020]. Furthermore, we
choose cookie banners because most people would already
be familiar with them.

The participants were then informed about the procedure

of the study: that they would have to go through an on-
line shopping scenario in which they were tasked with buy-
ing a specific wall clock, which had already been chosen
for them, and they only needed to complete the purchase.
They were also told that they would go through this sce-
nario eight times, each time supported by a different vari-
ant of the virtual assistant designed to help them deal with
the dark patterns.

Before the scenarios commenced, all participants filled out
a questionnaire to collect demographic data such as age and
gender. They also indicated their self-assessed experience
with online shopping and dark patterns. The questionnaire
is shown in Figure B.1.

At the beginning of each scenario, a brief description was

provided for the specific variant of the virtual assistant in-
cluded, along with an explanation of its rough function-
ality. After successful completion of each scenario, par-
ticipants completed a questionnaire using a 7-point Likert
scale (ranging from 1-7 or good to bad). This questionnaire
assessed the usability, clarity, safety, and efficiency of the
website, as well as the usability, clarity, safety, efficiency,
and helpfulness of the assistant, and the overall user ex-
perience. These measurements were chosen to facilitate
good comparability with the study performed by Schifer
et al. [2023]. The questionnaire can be seen in the appendix
B. Once the quantitative questionnaire for each variant was
completed, participants were then asked in a subsequent
interview to articulate the strengths and weaknesses, or ad-
vantages and disadvantages, they perceived in that specific
variant.
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Non-binary
5%

Female
38%

Figure 4.7: Gender distribution of participants within the
user study, 38% (8) female, 57% (12) male, and 5% (1) non-
binary.

After successfully completing all eight variants, the par-
ticipants were asked to rank the variants, indicating which
they found best, which worst, and their preferences for the
variants in between.

4.3.1 Participants

This subsection provides detailed information on the par-
ticipants involved in the user study. A total of 21 partic-
ipants participated in the study. The gender distribution
was 8 female, 12 male, and 1 non-binary (see Figure 4.7). All
participants were aged between 21 and 37, except for one
outlier being 72 years old. The participants represented di-
verse educational backgrounds, including degrees such as
Abitur, Ausbildung, Fachausbildung, Bachelor of Science,
Master of Science, Doctor of Philosophy, State Examina-
tion, and Diploma, across various disciplines such as Sus-
tainable Resources and Energy Supply, Biology, Electrical
Engineering, Medicine, Education, Computer Science, Psy-

Ranking of the variants.

The study included 21
diverse participants

(8 female, 12 male,

1 non-binary) aged
21-72, with varied
backgrounds and online
shopping experience.
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Experience with Online Shopping

3

= weekly
= few times a month
= few times a year

rarely

Figure 4.8: Distribution of participants” self-reported fre-
quency of online shopping. The majority of participants
engage in online shopping "few times a month" (8 partici-
pants) or "few times a year" (6 participants), with a smaller
number shopping "weekly" (4 participants) or "rarely" (3
participants).

chology, Civil Engineering, General Business, and Business
Economist. Their experience with online shopping varied
from "rarely" to "weekly," as can be seen in Figure 4.8 and
their familiarity with dark patterns ranged from "No prior
experience" to "Heard of Dark Pattern before." which can
be seen in Figure 4.9.

44 Results

This section will present the findings derived from the user
study. After each scenario involving a variant of the assis-
tant, participants were asked to rate the website and the
assistant variant using a 7-point Likert scale. Additionally,
a short interview was conducted to gather qualitative feed-
back on the strengths and weaknesses of that specific vari-
ant.
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Experience with Dark Patterns

2

No prior experience

= Aware, but didn't know the
term

= Heard of dark patterns
before

Figure 4.9: Distribution of participants” prior experience
with dark patterns. The largest group (11 participants)
was "Aware, but didn’t know term," followed by those
who "Heard of dark patterns before" (8 participants), and a
smaller group with "No prior experience" (2 participants).

Usability (Website) The usability of the website, as rated
by participants on a 7-point Likert scale (1: Easy to use,
7: Hard to use), showed varying perceptions across the
different assistant variants (See Figure 4.10). The data
suggests that variants which directly removed dark pat-
terns (R, RCC) generally resulted in higher perceived us-
ability (lower scores), with Variant R showing the lowest
mean (1.33) and median (1), indicating it was perceived as
the easiest to use. Variants that primarily informed (CC,
MC) or had no intervention (UC) tended to have higher us-
ability scores (closer to hard to use), with CC having the
highest mean (3.85) and median (4). The "Animation" (AN)
and "Options" (O) variants, along with "Remove + Mark
+ Counter + Chat" (RMCC), showed moderate usability
scores.

Clarity (Website) The clarity of the website, rated on a
7-point Likert scale (1: Clear, 7: Confusing), also varied
among the assistant variants (See Figure 4.11). Similar to
usability, the "Remove" (R) variant showed the highest per-
ceived clarity (lowest scores, mean = 1.57, median = 1), in-

Variants that removed
dark patterns improved
website usability, while
informative or
no-intervention variants
rated lower.

Removing dark patterns
improved website
clarity; other
interventions helped,
but less so than direct

removal.
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Figure 4.10: Website usability ratings across different assistant variants. Partici-
pants rated usability on a 7-point Likert scale (1: Easy to use, 7: Hard to use).
Variants R and RCC show the lowest median and interquartile range, indicating
higher perceived usability, while UC and CC generally rated lower.

Directly removing dark
patterns increased
perceived website
safety compared to
informational or
no-intervention variants.

dicating that participants found the website clearest when
dark patterns were directly removed. Variants that did not
remove dark patterns (UC, CC) or only marked them (MC)
generally resulted in lower clarity scores (closer to confus-
ing). The "Animation" (AN) and "Options" (O) variants,
as well as "Remove + Mark + Counter + Chat" (RMCC),
again fell in a more moderate range, suggesting that while
removal is highly effective for clarity, other forms of inter-
vention can also improve it compared to no intervention.

Safety (Website) The safety of the website, rated on a 7-
point Likert scale (1: Safe, 7: Dangerous), also exhibited dif-
ferences across the assistant variants (See Figure 4.12). The
"Remove" (R) variant again demonstrated the highest per-
ceived safety (lowest score), suggesting that participants
felt most secure when dark patterns were directly elimi-
nated. Variants that provided only information or no in-
tervention (UC, CC) generally resulted in lower safety per-
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Figure 4.11: Website clarity ratings across different assistant variants. Participants
rated clarity on a 7-point Likert scale (1: Clear, 7: Confusing). Variants R and RCC
show the lowest median and interquartile range, indicating higher perceived clar-

ity, while UC and CC generally rated lower.

ceptions (closer to dangerous), with CC having the high-
est mean (4.62) and median (5). The "Animation" (AN),
"Options" (O), "Remove + Counter + Chat" (RCC), and "Re-
move + Mark + Counter + Chat" (RMCC) variants showed
more moderate safety ratings, indicating that while direct
removal is highly effective, other forms of assistance can
also contribute to a sense of safety compared to no inter-
vention.

Efficiency (Website) The efficiency of the website, rated
on a 7-point Likert scale (1: Efficient, 7: Inefficient), also
showed notable differences across the assistant variants
(See Figure 4.13). Consistent with the trends observed in
usability and clarity, the "Remove" (R) variant was per-
ceived as the most efficient (lowest scores, mean = 1.62,
median = 1), indicating that participants found the web-
site to be most efficient when dark patterns were directly
removed. Variants with no intervention (UC) or those pri-

Removing dark patterns
improved website
efficiency; other
interventions helped,
but less effectively than

direct removal.



52

4 User Study

1: Safe - 7:Dangerous

Safety (Website)

|

Muc @Mcc @MmMmC AN IR MRCC MRMCC MO

Figure 4.12: Website safety ratings across different assistant variants. Participants
rated safety on a 7-point Likert scale (1: Safe, 7: Dangerous). Variant R shows the
lowest median and interquartile range, indicating higher perceived website safety,
while CC and UC generally rated lower.

The "Remove" assistant
variant was most
usable, as direct
intervention was
preferred over
informative, interactive

options.

marily providing information (CC, MC) generally resulted
in lower efficiency perceptions (closer to inefficient), with
CC having the highest mean (4.71) and median (5). The
"Animation" (AN), "Options" (O), "Remove + Counter +
Chat" (RCC), and "Remove + Mark + Counter + Chat"
(RMCC) variants showed more moderate efficiency ratings,
suggesting that while direct removal is highly effective,
other forms of assistance can also contribute to a sense of
efficiency compared to no intervention.

Usability (Assistant) The usability of the assistant, rated
on a 7-point Likert scale (1: Easy to use, 7: Hard to use), was
also assessed across the variants that included an assistant
(See Figure 4.14). The "Remove" (R) variant of the assis-
tant was perceived as the most usable (lowest mean = 1.38
and median = 1 scores), indicating that participants found
it the easiest to interact with, because there was no possi-
bility to interact with the assistant. Variants that involved
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Figure 4.13: Website efficiency ratings across different assistant variants. Partici-

pants rated efficiency on a 7-point Likert scale (1: Efficient,

7: Inefficient). Variant

R shows the lowest median and interquartile range, indicating higher perceived

website efficiency, while CC and UC generally rated lower.

direct removal (R, RCC, RMCC, AN) or user options (O)
generally scored lower (more usable) than those primarily
focused on information provision (CC, MC). The "Counter
+ Chat" (CC) variant had the highest mean (3.2) and me-
dian (3), suggesting it was perceived as comparatively less
usable among the assistant variants. This indicates a pref-
erence for direct, less intrusive interventions from the assis-
tant and a inconvenient implementation of the chat bot.

Clarity (Assistant) The clarity of the assistant, rated on
a 7-point Likert scale (1: Clear, 7: Confusing), was evalu-
ated for the variants that included an assistant (See Figure
4.15). The "Options" (O) variant demonstrated the highest
perceived clarity for the assistant (lowest mean (1.86) and
median (2) scores), suggesting that participants found this
assistant variant to be the clearest. Variants that provided
information (CC, MC, RCC, RMCC) also generally scored
well in terms of clarity. The "Animation" (AN) variant, de-

The “Options” assistant
variant was the
clearest; informative
variants also scored
well, but “Animation”
and “Remove” were
less transparent.
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Figure 4.14: Assistant usability ratings across different assistant variants. Partic-
ipants rated usability on a 7-point Likert scale (1: Easy to use, 7: Hard to use).
Variant R shows the lowest median and interquartile range, indicating higher per-
ceived usability, while AN and CC generally rated lower.

The "Options" assistant
variant was perceived
safest, followed by
combined removal and
informational variants,
while "Animation" felt
less secure.

spite its direct intervention, had a higher mean (3.75) and
median (4), indicating it was perceived as less clear in its
actions, likely due to the passive nature of the animation
itself in conveying information, since this variant provided
no further information regarding what exactly or why parts
of the website were changed. The "Remove" (R) variant also
showed a relatively higher mean (3), suggesting that while
it made the website clearer, the assistant’s actions them-
selves might not have been as explicitly clear to the user
without additional informational cues.

Safety (Assistant) The safety of the assistant, rated on a
7-point Likert scale (1: Safe, 7: Dangerous), was assessed
for the variants that included an assistant (See Figure 4.16).
The "Options" (O) variant was perceived as the safest assis-
tant (lowest mean = 1.29 and median = 1 scores), indicat-
ing that participants felt most secure with this configurable
variant. Variants that involved direct removal and informa-
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Figure 4.15: Assistant clarity ratings across different assistant variants. Participants
rated clarity on a 7-point Likert scale (1: Clear, 7: Confusing). Variant O shows the
lowest median and interquartile range, indicating higher perceived clarity, while
AN generally rated lower.

tion (RCC, RMCC) also scored very well in terms of safety.
The "Animation" (AN) variant had the highest mean (3.33),
suggesting it was perceived as less safe, potentially due to
the unexpected nature of the animations or a lack of explicit
control over the intervention. The "Remove" (R) variant,
despite making the website safer, had a high mean (2.95)
for assistant safety, possibly because the assistant’s actions
were less transparent without additional cues.

Efficiency (Assistant) The efficiency of the assistant, Directly removing dark
rated on a 7-point Likert scale (1: Efficient, 7: Inefficient), patterns was most
was assessed for the variants that included an assistant (See efficient, while
Figure 4.17). The "Remove" (R) variant of the assistant was chat-based information
perceived as the most efficient (lowest mean = 1.39 and me- was least efficient.

dian = 1 scores), indicating that participants found it to be
the most efficient in its operation. The "Animation" (AN)
variant also scored very highly in terms of efficiency. The
other Variants that involved direct removal (R, AN, RCC,
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Figure 4.16: Assistant safety ratings across different assistant variants. Participants
rated safety on a 7-point Likert scale (1: Safe, 7: Dangerous). Variant O shows the
lowest median and interquartile range, indicating higher perceived safety, while
AN and MC generally rated lower.

The "Options" assistant
variant was most
helpful, while the
"Counter + Chat"

variant were perceived
as least helpful.

RMCC) or user options (O) generally showed higher per-
ceived efficiency than those primarily focused on informa-
tion provision (CC, MC). The "Counter + Chat" (CC) vari-
ant had the highest mean (4) and median (4), suggesting
it was perceived as the least efficient among the assistant
variants. This further reinforces the preference for direct
and streamlined interventions from the assistant or atleast
an more efficient way to provide information.

Helpfulness (Assistant) The helpfulness of the assistant,
rated on a 7-point Likert scale (1: Helpful, 7: Unhelpful),
was assessed for the variants that included an assistant (See
Figure 4.18). The "Options" (O) variant was perceived as
the most helpful assistant (lowest mean = 1.38 and median
= 1 scores), indicating that participants found this config-
urable variant to be the most beneficial. Variants that in-
volved direct removal and information (RCC, RMCC) also
scored very well in terms of helpfulness. The "Counter +
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Figure 4.17: Assistant efficiency ratings across different assistant variants. Partici-
pants rated efficiency on a 7-point Likert scale (1: Efficient, 7: Inefficient). Variant
R shows the lowest median and interquartile range, indicating higher perceived

efficiency, while CC generally rated lower.

Chat" (CC) variant had the highest mean (3.76) and me-
dian (4), suggesting it was perceived as the least helpful
among the assistant variants, likely due to its more passive,
information-only approach. This again highlights a prefer-
ence for more proactive and impactful interventions from
the assistant.

General User Experience The general user experience,
rated on a 7-point Likert scale (1: Good, 7: Bad), was also
assessed across all variants (See Figure 4.19). The "Options"
(O) variant, along with "Remove + Counter + Chat" (RCC),
generally resulted in the best perceived general user ex-
perience (lowest scores), indicating that participants found
these variants to provide the most positive overall experi-
ence. The "Unchanged" (UC) variant, with no assistant, had
the highest mean (5) and median (5), indicating the least fa-
vorable general user experience and that countermeasures
are generally desired. Variants that involved direct removal

Direct dark pattern
countermeasures (like
"Options" and "Remove
+ Counter + Chat")
improved the general

user experience.
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Figure 4.18: Assistant helpfulness ratings across different assistant variants. Partic-
ipants rated helpfulness on a 7-point Likert scale (1: Helpful, 7: Unhelpful). Variant
O shows the lowest median and interquartile range, indicating higher perceived
helpfulness, while CC generally rated lower.

Directly removing dark
patterns (R, AN) sped
up the scenario
completion; informative
variants (CC, MC) and
the "Options" setup
took longer.

(R, RCC, RMCC, AN, O) consistently showed better user
experience ratings than those that primarily informed (CC,
MC) or had no intervention (UC), reinforcing the positive
impact of proactive dark pattern countermeasures on the
overall user experience.

Time The time (in seconds) needed to complete the sce-
nario was recorded for each variant (See Figure 4.20). The
data indicates that variants which directly removed dark
patterns, particularly "Remove" (R) and "Animation" (AN),
reduced the time needed to complete the scenario, with R
showing the lowest mean (36 seconds) and median (26 sec-
onds) times. Variants that primarily informed (CC, MC) or
had no intervention (UC) generally resulted in longer com-
pletion times, because the first visit of the website was of-
ten a bit more careful and the participants read the details
and were therefore slower. CC and MC had the chat bot
providing information but did not removed any Dark Pat-
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Figure 4.19: General user experience ratings across different assistant variants. Par-
ticipants rated their experience on a 7-point Likert scale (1: Good, 7: Bad). Variants
R and O show the lowest median and interquartile range, indicating a better overall

user experience, while UC generally rated lower.

terns resulting in reading time and dealing with the Dark
Patterns. It is noteworthy that the "Options" (O) variant,
while providing a good user experience, had a substantially
longer mean and median time when including its initial
setup phase, highlighting the trade-off between customiza-
tion and initial time investment. When excluding the setup,
the "Options" variant’s completion time was comparable to
other informative or less intrusive variants.

4.4.1 Ranking

The ranking of the variants reflects participants” overall
preference, where 1st place indicates the most liked vari-
ant and 8th place indicates the least favorite. (See Figure
4.21 and 4.22) The "Options" (O) variant was ranked as the
most preferred, with the lowest mean (2.14) and median (2)
rank, indicating participants highly valued the ability to

Users preferred
customizable or direct
dark pattern removal,
with "Unchanged"
(baseline) being the
least favorite.
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Figure 4.20: Time taken to complete the scenario (in seconds) across different assis-
tant variants. Variant R shows the shortest completion times, while variants, that
inform the user about Dark Patterns (CC, MC, RCC, RMCC) tend to show a longer
time. It is also shown how long the participants needed for the setup of the Options

variant.

customize the assistant’s behavior. The "Remove + Counter
+ Chat" (RCC) and "Remove + Mark + Counter + Chat"
(RMCC) variants also performed very well, suggesting a
strong preference for proactive removal combined with in-
formational support. Conversely, the "Unchanged" (UC)
variant was consistently ranked as the least favorite, high-
lighting the negative impact of unmitigated dark patterns.
Variants that primarily focused on information (CC, MC)
or animation (AN) fell in the middle range, indicating that
while they were better than no intervention, they were not
as preferred as those offering direct removal or customiza-
tion.



4.4 Results

61

Ranking

~N

)]

w

»

w

N

iy,

Muc @Mcc @MmMmc AN R [MRCC MMRMCC O

Figure 4.21: Overall ranking of assistant variants based on participant preference.
A lower rank indicates a higher preference (1st place = most preferred, 8th place =
least preferred). Variant O consistently shows the lowest ranks, indicating it was

the most preferred, while UC was the least preferred.

4.4.2 Qualitative Comments

This subsection will present the most important and inter-
esting qualitative comments provided by the participants
during the post-scenario interviews. These comments will
be categorized to highlight common themes and provide
deeper insights into user perceptions and experiences. The
numbers in brackets indicate how often a comment ap-
peared in a similar form. For direct user quotes, we indicate
the randomized participant ID in brackets with a leading
P: “This is a sample comment” (P6). Participant quotes were
translated if necessary and corrected for grammar.

Unchanged (UC): The rating for this variant can be seen
in Figure 4.23. Some participants had a positive impres-
sion of the website because there was "no advertising" (P2).
Other participants were very negative about the mere ex-
istence of dark patterns, so that they would probably have

Some participants liked
the website for its lack
of ads, while others
disliked it because of
the presence of dark
patterns.
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Figure 4.22: Distribution of participant rankings for each assistant variant. The
chart illustrates the frequency with which each variant was ranked from 1st (most
preferred) to 8th (least preferred)
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Figure 4.23: Participant ratings for the "Unchanged (UC)"
variant across various website experience metrics. Ratings
are on a 7-point Likert scale (1: positive extreme, 7: negative
extreme). This variant, lacking any assistant intervention as
it serves as the baseline, generally shows higher (less favor-
able) median scores across all measured aspects.
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Figure 4.24: Participant ratings for the "Counter + Chat
(CC)" variant across various website and assistant metrics.
Ratings are on a 7-point Likert scale (1: positive extreme, 7:
negative extreme). This variant, which primarily provides
information via chat, shows more varied and generally less
favorable ratings compared to variants with direct removal.

left the website under normal circumstances. Participants
also commented, particularly with regard to the security of
the website, that they would normally check the website
more closely, for example with the help of Trustpilot or sim-
ilar, but this was not possible with the prototype.

Counter + Chat (CC): The rating for this variant can be
seen in Figure 4.24. Many participants liked the fact that
the website is not changed by the assistant (7). Many par-
ticipants also liked the possibility to inform themselves
about dark patterns (6). With the comment "Traffic light
is quick" (P21), one participant commented positively that
the color indicator of the number of dark patterns on the
website is a quick way to get an impression of the website
regarding the use of dark patterns. A few participants (4)
commented that the button for the chat bot and its position-
ing were initially thought to be a chat bot of the website
instead of the “Dark Pattern Countermeasure”-assistant.
Some participants were bothered by the amount of read-
ing that this list of dark patterns in the form of chat mes-
sages entailed and described the chat messages as a "wall
of text" (P15). In the CC variant in particular, participants

This variant was liked
for not changing the
website and offering
information about dark
patterns, but criticized
for being
time-consuming and
having a "wall of text."
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This variant was liked
because the markings
were helpful and served
as a "To-Do-List".

There was criticism that
the markings might be

too many.

(6) had problems identifying where the dark patterns were
located. The majority of participants (13) commented that
the assistant’s chat bot, in the form in which it appeared
in the prototype, is a time-consuming type of countermea-
sure, for various reasons such as clicking on the chat bot,
the extra request to find out more about dark patterns and
reading through the chat messages. However, the fact that
this variant does not change the website was not always
noticed positively; many participants (9) also commented
negatively that this variant does nothing and that the user
has to take care of the dark patterns themselves. A few par-
ticipants (4) found the chat bot button “too discreet” (P16)
and said that it “can be overlooked” (P9). One issue that was
also raised frequently was the order and number of dark
patterns displayed in the chat. The assistant did not adapt
enough to the current situation, as the order was not com-
prehensible and the assistant also displayed dark patterns
that were either no longer relevant because they had al-
ready been dealt with by the participants or were not yet
relevant because the participants had not (yet) encountered
them. The chat bot also had “no memory” (P5) and therefore
did not respond to the previous interaction with the user.
Furthermore, two participants also noticed negatively that
the “chat is in the way” (P15), i.e. parts of the website are
blocked and the chat-window cannot be moved.

Mark + Chat (MC): The rating for this variant can be seen
in Figure 4.25. The markings were generally perceived
positively (8). For example, one participant found the high-
lighting helpful “because it catches the eye” (P9), i.e. it is
quick and easy to see. We noticed that many participants
saw both the chat and the markings as a kind of to-do list
that had to be completed. One participant confirmed this
by saying that they could "go through the ‘checklist™ (P6) to
see if they had found everything. At the same time, partic-
ipants also complained that “there is no confirmation that you
have dealt with the dark patterns “correctly”” (P3) and that the
markings are still there after the interaction. A few par-
ticipants (4) noted that the markings are too many or could
be too many on websites with even more dark patterns in-
dicating the problem of "visual clutter" which was already
mentioned by Schéfer et al. [2023].
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Figure 4.25: Participant ratings for the "Mark + Chat (MC)"
variant across various website and assistant metrics. Rat-
ings are on a 7-point Likert scale (1: positive extreme, 7:
negative extreme). This variant, combining marking with
chat information, generally shows moderate to positive rat-
ings, better than "Unchanged" but not as high as direct re-
moval variants.

Animation (AN)
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Figure 4.26: Participant ratings for the "Animation (AN)"
variant across various website and assistant metrics. Rat-
ings are on a 7-point Likert scale (1: positive extreme, 7:
negative extreme). This variant shows mixed feedback,
with relatively positive website usability but lower ratings
for assistant clarity and safety.

Animation (AN): The rating for this variant can be seen
in Figure 4.26. Animation has generated very mixed feed-
back. Some of the participants (6) were positive about the

This variant received
mixed feedback,
praised for active
intervention, but
criticized for speed, lack
of undo, and "loss of

control."
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This variant was
praised for simplicity
and autonomy, but
criticized for its lack of
transparency and user
control.

fact that the assistant "does something" (P20), i.e. actively in-
tervenes and removes dark patterns. "You didn’t have to do
anything" (P11). It was also positively noted (7) that the ani-
mations indicate that something is being done and where.
The fact that the animation and removal of the dark pat-
tern took place relatively quickly was also perceived pos-
itively by several participants (6). On the other hand, the
speed of the animation was a point of criticism for other
participants (10). "Too fast" (P19). Because the dark pat-
terns were removed in this variant, many participants (10)
asked "What if batteries are wanted after all?"(P14) with
regard to the dark pattern "Sneak Into Basket". Of course
this question came up for the variants R, RCC and RMCC
as well. Something that was also mentioned for variants R,
RCC and RMCC was the "lack of Undo" (P10), i.e. the pos-
sibility of undoing the changes. However, what was partic-
ularly criticized with this variant was the feeling of "loss of
control" (8) that was triggered by the animation. Because
suddenly something was visibly changed on the website
without the user having initiated it. In addition, the anima-
tions caused “too much to happen at the same time” (P16),
which was mentioned by several participants (7) and some-
times (3) caused confusion. The participants (8) lacked ad-
ditional information, so they asked themselves “What did
the assistant do?” (P5). Some participants did not like the an-
imation at all and described it as “time-consuming, disruptive
and destroying the flow” (P8).

Remove (R): The rating for this variant can be seen in
Figure 4.27. The variant was perceived by the participants
as "simple" (P16) and "autonomous" (P11). A few partici-
pants were very positive about this variant. "The website is
the way I would like it to be" (P18). "I think it’s great" (P17).
"Very pleasant" (P19). However, this variant was of course
also criticized, above all because of the "lack of trans-
parency" (6), so that questions arose such as "I don't know
what [the assistant] has done" (P21). The lack of feedback (3)
from the assistant and the lack of control options (3) were
also criticized. "Does the assistant work as it should?"(P4).
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Figure 4.27: Participant ratings for the "Remove (R)" vari-
ant across various website and assistant metrics. Ratings
are on a 7-point Likert scale (1: positive extreme, 7: negative
extreme). This variant, focusing on direct removal, shows
very high (favorable) ratings for website-related metrics
but slightly more variability for assistant-specific attributes.

Removed + Counter + Chat (RCC)
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Figure 4.28: Participant ratings for the "Remove + Counter
+ Chat (RCQ)" variant across various website and assistant
metrics. Ratings are on a 7-point Likert scale (1: positive
extreme, 7: negative extreme). This variant demonstrates
consistently high (favorable) ratings across most metrics,
indicating strong positive user perception.

Remove + Counter + Chat (RCC): The rating for this vari-
ant can be seen in Figure 4.28. With this variant, just as
with the CC and MC variants in some cases, it was praised
that there is the optional possibility of obtaining informa-

This variant was
praised for the optional
dark pattern information
and transparency, but
criticized for the chat
message quantity and
potential for interrupting
the flow.
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This variant improved
the transparency even
further but especially
the empty markings
often caused confusion
and distraction.

Removed + Mark + Counter + Chat (RMCC)
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Figure 4.29: Participant ratings for the "Remove + Mark
+ Counter + Chat (RMCC)" variant across various website
and assistant metrics. Ratings are on a 7-point Likert scale
(1: positive extreme, 7: negative extreme). This variant
shows generally favorable ratings, particularly for website
usability and safety, but with some variability in other as-
pects.

tion about dark patterns with the help of the chat bot (6).
It was also praised that this variant offers “more trans-
parency” (P16) and “more feedback” (P15), especially in
comparison to AN and R. As before, however, the order of
the dark patterns in the chat was criticized and that there
are too many chat messages, which means that “you over-
look things” (P3). There was also criticism (4) that all vari-
ants that change the website interfere with the website.
One participant found the color “indicator unclear” (P15).
In addition, several participants found it “too prominent”
(P13), “conspicuous and annoying” (P8). “You are tempted to
click on the chat bot button, which in turn destroys the flow”
(P13).

Remove + Mark + Counter + Chat (RMCC): The rating
for this variant can be seen in Figure 4.29.  "The "where’
is clearer"(P9). Something that many participants praised
was that with this variant it is more obvious where the as-
sistant has changed something. In addition, many partic-
ipants (12) enjoyed the fact that the variants that remove
dark patterns (AN, R, RCC and RMCC) act independently
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Figure 4.30: Participant ratings for the "Options (O)" vari-
ant across various website and assistant metrics. Ratings
are on a 7-point Likert scale (1: positive extreme, 7: negative
extreme). This variant, offering user customization, consis-
tently receives highly favorable ratings across all measured
aspects, indicating strong user preference for control.

and automatically. In this variant, however, the markings
often (5) caused confusion, especially (11) when the mark-
ings were empty, i.e. when they indicated that something
had been removed at this position. This variant also partic-
ularly caused the “flow to be interrupted” (5). Among other
things, because the markings can “draw attention to them-
selves” (P15) and “distract” (P17).

Options (O): The rating for this variant can be seen in
Figure 4.30. A large majority (15) of participants expressed
a positive opinion about the individual setting options.
"[The assistant did] exactly what I wanted" (P16). The mark-
ings were "good for testing" (P7). The option to change the
settings later was also perceived positively by a few partic-
ipants (2). Most criticism was voiced regarding the setup.
The later options were also used rather sparingly. Many
participants (12) found the setup time-consuming. Con-
cerns were also expressed that the "own configurations could
be unsafe" (P5), which is why several participants (3) wished
for default options or similar. The order of the dark pat-
terns was also criticized in a similar way to the order of the
messages in the chat of the variants with a chat.

This variant was
praised for user
customization, but
criticized for its
time-consuming setup
and lack of default

settings.
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Participants suggested
numerical dark pattern
indicators, movable
chat, interactive
checklists, an Undo
function, other form of
information, default
settings and
notifications for

removed patterns.

Suggestions from the participants

Instead of the color indicator, one participant pre-
ferred a precise number that shows the user how
many dark patterns were found on the website.

The window of the chat bot should be movable so that
it can be moved around so that certain parts of the
website and the chat can be seen at the same time.

Some participants would have preferred an “interac-
tive checklist” instead of the chat with the assistant.
In other words, something that shows the user which
dark patterns the user still has to deal with and then
also reacts accordingly if the user has dealt with these
dark patterns “correctly”.

The chat bot should have a “memory” and react to
and build on the interaction with the user.

Users specifically requested notifications when dark
patterns were blocked, especially for the AN and R
variants. This included suggestions for hints directly
at the respective positions after an animation, or a
pop-up providing detailed information.

One user also wanted a switch for the entire website,
i.e. similar to the R variant but with an Undo function,
which was generally missing in most variants.

A few users suggested alternative forms for the chat
messages, such as a list or table.

Other users suggested minor improvements to the
chat, such as larger gaps between the dark patterns
in the chat.

A button that shows the user where the dark patterns
are on the website instead of permanently marking
the dark patterns was also suggested.

Two users also asked for categories or “ratings” of the
dark patterns, in the sense of: how “bad” are the dark
patterns for the user? Does overlooking the dark pat-
tern cost the user money or is data collected from the
user?
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Many participants (6) also wanted additional infor-
mation on the dark patterns via a “hover” window.

Several participants (5) would like to see examples of
the dark patterns in the setup of the option variant.

Suggestions for improving the setup also came in the
form of a “Reject All” button or “Default Options”.

A progress bar for the setup was also missing.

There was also no chat bot in the options variant, but
this was then requested by several (4) participants.

Another suggestion for the options variant was that
the menu for changing the settings later should be
better hidden, as the user probably needs this less of-
ten.
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Chapter 5

Evaluation

In this chapter, we discuss our results and limitations.

5.1 Discussion

This section evaluates the performance of the different vir-
tual assistant variants based on the quantitative results and
qualitative comments collected during the user study. The
aim is to understand the effectiveness of various interven-
tion strategies in mitigating dark patterns and improving
the user experience.

Overall Performance of Variants: The "Options (O)"
variant (4.2.3) emerged as the most preferred, demonstrat-
ing the lowest mean and median rank (2.14 and 2 respec-
tively, see Figure 4.21) and consistently high scores across
all positive metrics (usability, clarity, safety, efficiency, help-
fulness of the assistant, and general user experience). See
Figure 4.30. This indicates a strong user preference for per-
sonalized control over the assistant’s behavior. The "Re-
moved + Counter + Chat (RCC)" variant also performed
exceptionally well, ranking second overall (mean rank 3.00,
median 3, see 4.21) and showing very positive ratings for
website usability, clarity, and efficiency, as well as assistant

Users highly preferred
the "Options" variant for
customizable control
and the "Removed +
Counter + Chat" variant
for its effective removal
and support.
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Unmitigated dark
patterns (UC)
negatively impacted
user experience, while
passive information
(CC) was largely
ineffective.

Removing dark patterns
improved efficiency and
sped up task
completion. User
customization (Options)
was preferred, despite a
longer setup.

Direct dark pattern
removal (R, RCC)
vastly improved website
usability and clarity,
outperforming markings
or information-only
approaches.

helpfulness and safety (See Figure 4.28.). This highlights
the effectiveness of combining direct dark pattern removal
with optional informational support.

Conversely, the "Unchanged (UC)" variant (4.2.3), the base-
line, with no assistant, consistently received the lowest rat-
ings for general user experience (mean 5.00, median 5, see
Figure 4.19) and was ranked as the least favorite (mean
rank 7.48, median 8, see Figure 4.21). This clearly demon-
strates the negative impact of unmitigated dark patterns on
user perception. The "Counter + Chat (CC)" variant (4.2.3),
which only provided information via a chat bot without al-
tering the website, also performed poorly in terms of web-
site efficiency (mean 4.71, see Figure 4.13) and assistant
helpfulness (Figure 4.18), and was generally ranked low
(mean rank 6.14, median 6, see Figure 4.21). This suggests
that passive information alone is insufficient to effectively
counter dark patterns and improve user experience.

Key Findings by Metric:

Efficiency and Time to Completion:  Variants that di-
rectly removed dark patterns, particularly "Removed (R)"
(4.2.3) and "Animation (AN)" (4.2.3), drastically reduced
the time needed to complete the scenario (R: mean 36s,
median 26s; AN: mean 57s, median 43s, see Figure 4.20).
This aligns directly with their high efficiency ratings for
the website which can be seen in Figure 4.13. The "Op-
tions (O)" variant(4.2.3), while highly rated, had a signif-
icantly longer completion time when including its initial
setup phase (mean 219s, median 194s, see Figure 4.20). This
highlights a trade-off: users are willing to invest initial time
for a customized and ultimately more efficient experience,
but the setup itself is a barrier.

Website Usability and Clarity:  Direct removal of dark
patterns (R, RCC) consistently led to the highest perceived
website usability (see Figure 4.10) and clarity (see Figure
4.11). This suggests that the presence of dark patterns in-
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herently makes a website feel less usable and more con-
fusing. Variants that only marked or provided information
(MC, CC) improved clarity and usability compared to the
"Unchanged" variant (baseline, 4.2.3), but not to the extent
of direct removal.

Assistant Safety and Helpfulness:  User control was a
important factor in perceived assistant safety (see Figure
4.16) and helpfulness (see Figure 4.18). The "Options
(O)" variant (4.2.3), allowing users to configure interven-
tions, was rated as the safest and most helpful assistant.
Variants combining removal with informational elements
(RCC, RMCC) also scored highly, indicating that trans-
parency and optional information enhance the feeling of
security and utility. The "Animation (AN)" variant (4.2.3),
despite actively removing dark patterns, received lower
safety and clarity ratings for the assistant itself, indicating
that the animations, while showing action, did not suffi-
ciently communicate what was being done or why, leading
to a "loss of control" as noted in qualitative comments.

General User Experience:  The overall user experience
was significantly improved by proactive intervention. Vari-
ants that removed dark patterns or allowed user customiza-
tion consistently outperformed those that merely informed
or offered no assistance (See Figure 4.19). This underscores
that users desire countermeasures of dark patterns.

Impact of Intervention Types:

Direct Removal:  Highly effective in improving website
metrics (usability, clarity, efficiency) and overall user ex-
perience. However, it raised concerns about "lack of trans-
parency" and "lack of undo " if not accompanied by clear feed-
back or user control.

User control and
transparency improved
perceived assistant
safety and helpfulness,
with "Options" being
most preferred.

Proactive dark pattern
countermeasures,
especially removal, and
customization,
improved the general
user experience.

Direct dark pattern
removal improved
website metrics, but
users desired more
transparency and an

"undo" option.
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Highlighting dark
patterns helped users
detect them, but their

persistence and
potential frequency
were criticized.

Chat-based information
was valued for
awareness, but
criticized for being
time-consuming,
overwhelming, and
obstructing the
interface.

Animations were fast
and showed action, but
caused "loss of control"

and lacked clear

information.

User customization was
highly praised for
control, though the
initial setup was
time-consuming for

some.

Users prefer active
virtual assistants that
mitigate dark patterns,
with customization and
clear feedback being
key.

Marking: Positive for drawing attention to dark patterns
("catches the eye") and serving as a "checklist." However, it
was criticized for remaining after interaction and poten-
tially being "too many" on heavily patterned sites, suggest-
ing it might feel incomplete without removal or confirma-
tion.

Information (Chat): Valued for the ability to learn about
dark patterns. However, it was widely criticized for be-
ing "time-consuming," a "wall of text," lacking "memory," and
sometimes blocking parts of the website. This suggests that
while awareness is good, the delivery method needs signif-
icant refinement.

Animation:  Appreciated for showing that the assistant
"does something" quickly. However, it led to a "loss of control,"
telt "too fast," caused "too much to happen at the same time,"
and lacked sufficient information about the changes made.

Customization (Options): Overwhelmingly positive
due to empowering users with control. The main draw-
back was the initial "time-consuming" setup, and some users
expressed concerns about making "unsafe" configurations
without guidance.

In conclusion, the study strongly suggests that users prefer

virtual assistants that actively mitigate dark patterns, ide-
ally with a degree of user control and clear, concise feed-
back. While information provision is valued, its passive
nature and poor presentation can hinder its effectiveness.
Direct removal significantly improves website quality and
efficiency, but transparency and an "undo" function are cru-
cial for user trust and control. The "Options" variant (4.2.3)
demonstrates that empowering users to choose their level
of intervention leads to the most positive overall experi-
ence.
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5.2

Limitations

The user study, while providing valuable insights, has sev-
eral limitations that should be considered when interpret-
ing the results:

Interactive Prototypes vs. Actual Websites: The
study was conducted using interactive prototypes in
Figma rather than a live website. While these proto-
types were designed to be medium-fidelity and simu-
late mostly realistic scenarios, they may not fully cap-
ture all dynamic elements and functionalities of ac-
tual websites, potentially influencing participant be-
havior and perceptions. Something that happened
frequently and caused confusion was the lack of no-
tification when the wall clock to be purchased was
added to the shopping cart.

Chat Functionality: The chat bot functionality in the
prototypes was scripted and not a fully interactive Al
This means that participant interactions with the chat
bot were limited to predefined responses (a request
via buttons if the user want to know more about the
dark patterns found), which might not reflect the full
potential or challenges of a truly conversational assis-
tant.

Number of Participants: The study involved a rela-
tively small number (21) of participants (4.3.1). While
this size is common for qualitative user studies, it lim-
its the generalizability of the quantitative findings to
a broader population.

Background of Participants: While diverse in edu-
cational background, the participants (4.3.1) were not
specifically recruited to represent a wide range of dig-
ital literacy or susceptibility to dark patterns. This
might have influenced the observed effects.

Age of Participants: The majority of participants
(4.3.1) were between 21 and 37 years old, with only
one outlier at 72. This age range might not fully
represent the experiences and preferences of older or

Figma prototype.

Limited interaction.

21 participants.

Age: between 21-37

years.
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Mostly academic.

Learning effects.

Computer-based

online-shopping.

younger demographics, who may interact with dark
patterns differently.

Education of Participants: While varying, the edu-
cational backgrounds of the participants (4.3.1) were
primarily academic. This might not reflect the gen-
eral population’s understanding or awareness of dig-
ital design patterns.

Repetitive Online Shopping Scenarios: The on-
line shopping scenarios were identical across all eight
variants, apart from the assistant’s intervention. This
repetitive exposure could have led to learning effects,
where participants became more familiar with the
dark patterns and the website layout over successive
trials, potentially influencing their performance and
ratings.

Limited Scenario Scope: The study focused exclu-
sively on an online shopping scenario for computer
websites. Different platforms (e.g., mobile apps, so-
cial media) or other types of online interactions (e.g.,
news consumption, social networking) may feature
different types of dark patterns or require alternative
countermeasure strategies.

Lack of Significance Analysis: The results presented
are based on mean and median scores and qualitative
observations. A formal statistical significance anal-
ysis was not performed, meaning that observed dif-
ferences between variants cannot be definitively at-
tributed to the interventions with statistical certainty.
This limits the ability to draw strong causal conclu-
sions.
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Chapter 6

Summary and Future
Work

This chapter provides a concise summary of the thesis’s
key findings and contributions, followed by a discussion
of limitations and promising avenues for future research.
The aim is to consolidate the insights gained from the user
study and outline the next steps in developing effective vir-
tual assistants as countermeasures against dark patterns.

6.1 Summary and Contributions

This thesis investigated the potential of virtual assistants as
a novel and proactive solution to combat dark patterns in
online interfaces, building upon existing research in ethi-
cal design and visual countermeasures. Through a compre-
hensive user study in chapter 4 involving various virtual
assistant prototypes, we explored user perceptions regard-
ing the assistant’s helpfulness (Figure 4.18), safety (Figure
4.16), clarity (Figure 4.15), efficiency (Figure 4.17), and gen-
eral user experience (Figure 4.19).

Our findings reveal a strong user preference for virtual
assistants that actively mitigate dark patterns, ideally of-
fering a degree of user control and providing clear, con-
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cise feedback. The "Options (O)" variant (4.2.3), which al-
lowed participants to customize the assistant’s interven-
tion level, emerged as the most preferred, demonstrating
that empowering users with personalized control leads to
the most positive overall experience. Variants that com-
bined direct dark pattern removal with optional informa-
tional support, such as "Removed + Counter + Chat (RCC)"
(4.2.3), also performed exceptionally well, improving the
perceived website usability, clarity, and efficiency.

Conversely, the "Unchanged (UC)" baseline (4.2.3), with no
assistant intervention, consistently resulted in the least fa-
vorable user experience, underscoring the negative impact
of unmitigated dark patterns. Passive information provi-
sion alone, as seen in the "Counter + Chat (CC)" variant
(4.2.3), proved insufficient to effectively counter dark pat-
terns, often being perceived as time-consuming and un-
helpful. While direct removal of dark patterns enhanced
the website quality and efficiency, it raised concerns about
a "lack of transparency" and the absence of an "undo" func-
tion if not accompanied by clear feedback. Similarly, ani-
mated interventions, while showing action, sometimes led
to a "loss of control" due to insufficient communication about
the changes.

We showed in this thesis that virtual assistants can improve
the general user experience and can help users handling
dark patterns. The user study highlights a strong user pref-
erence for proactive dark pattern removal combined with
user customization and transparent feedback. We demon-
strate that user control over the assistant’s behavior and
clear communication about its actions are crucial for fos-
tering a sense of safety and trust. Variants that directly re-
moved dark patterns significantly reduced task completion
times, indicating a tangible benefit for user efficiency.

6.2 Future Work

Despite the valuable insights gained, this study has several
limitations that open up promising avenues for future re-
search:
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Real-World Implementation and Testing: The study was
conducted using interactive Figma prototypes. Future
work should involve developing and testing fully func-
tional browser extensions or applications that implement
the most promising countermeasure variants on live web-
sites. This would allow for a more realistic assessment of
their impact on user behavior and perception in dynamic
online environments.

Enhanced Chat Functionality: The current chat bot was
scripted. Future iterations should integrate a truly in-
teractive Al-powered chat function, potentially leveraging
Large Language Models (LLMs), to provide more dynamic,
context-aware, and personalized information and support.
This could address participant suggestions for a chat bot
with "memory" that reacts to previous interactions and pro-
vides more concise information (e.g., lists or tables instead
of "walls of text").

Broader Participant Pool: The study’s participant pool
4.3.1, while diverse in educational background, was rel-
atively small and predominantly within a specific age
range. Future research should recruit a larger and more de-
mographically diverse group, including participants with
varying levels of digital literacy and susceptibility to dark
patterns, to enhance the generalizability of the findings.

Diverse Scenarios and Platforms: This study focused on
a single online shopping scenario for computer websites.
Future work should explore the effectiveness of virtual as-
sistants against dark patterns in other contexts (e.g., social
media, news sites, mobile applications) and for a wider
range of dark pattern types, as different patterns may re-
quire tailored countermeasures.

Addressing Learning Effects: The repetitive nature of the
scenarios in this study could have led to learning effects.
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6 Summary and Future Work

Future studies could employ different experimental de-
signs, such as between-subjects designs for some variants
or introducing new scenarios, to mitigate these effects.

Advanced Customization and Control: Building on the
success of the "Options" variant (4.2.3), future research
should delve deeper into customizable assistant behaviors.
This includes exploring more granular control over specific
dark pattern types, providing "Reject All" or "Default Op
tions" for setup, and offering a progress bar during initial
configuration. The ability to "whitelist falsely recognized pat-
terns" and an "undo" function for removed patterns are also
crucial features requested by participants that warrant fur-
ther investigation.

Transparency and Feedback Mechanisms: Participants
expressed a strong desire for transparency regarding the
assistant’s actions. Future designs should explore vari-
ous feedback mechanisms, such as clear notifications for
blocked dark patterns, subtle hints at altered positions, or
hover-over information windows, to ensure users under-
stand what the assistant has done and why, without being
overly intrusive or distracting.

Categorization and Severity Ratings: Implementing a sys-
tem that provides users with a precise numerical indicator
or a "severity rating" (e.g., how "bad" a dark pattern is in
terms of financial cost or data collection) could further em-
power users to make informed decisions.

Statistical Significance Analysis: Future quantitative stud-
ies should incorporate robust statistical significance anal-
yses to definitively confirm the observed differences be-
tween intervention strategies.

By addressing these areas, future research can contribute
to the development of highly effective, user-centric virtual
assistants that empower individuals to navigate the digital
world with greater autonomy and confidence, ultimately
fostering a more ethical and transparent online experience.
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Appendix A

User Study Prototype

In the following we present screenshots of the prototype
used in the user study.
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A User Study Prototype

)
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Figure A.1: The "Lumi" icon, representing the virtual assis-
tant.
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W CozyHome  New Furniture Decor Lighting Textiles Sale Q Search « O R

Home / Decor / Clocks

Classic Wall Clock

This 2 dface. Crafted it
adds a touch of elegance to any room

Material sions
Wood frame, glass cover 40 cm diameter, 5 cm depth
Movement Power

Quartz Requites one AA battery (not included)

€29.99

2-Year Warranty
| Adda2-YearProtection Plan

Covers accidental damage and malfunctions. Cost: € 5.99. See terms.

Gotocart

Figure A.2: Screenshot of the simulated product page pro-
totype in the "Removed (R)" variant. This image demon-
strates the removal of dark patterns from the product page,
resulting in a cleaner and potentially less manipulative user
interface compared to the "Unchanged" variant.
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W CozyHome  NewAmivals  Fumitre  Decor  Lighting  Textles  Sale Q search « O B

Home / Shopping Cart

Shopping Cart
gy Classic Wall Clock 2090
S Quantity:]1 Delete .
Order Summary
Subtotal c1007
Shipping 500
Total 4595

@ Express Shipping

Arrives in1-2 business days

Standard Shipping
Arrivesin 5-7 business days

By placing your order, you agree to Cozy Home's Privacy Policy and Terms of Use

Would you like toreceive anewsletter via email, SMS and push-notifications, tick this box.

Proceed to Checkout

Figure A.3: Screenshot of the simulated shopping cart page prototype in the "Re-
moved (R)" variant. This image highlights how dark patterns are removed from
the cart page, simplifying the user’s interaction and checkout process.



87

Classic Wall Clock

This timeless analogue wall clock features a simple designwith a clear, easy-to-read face. Crafted from durable materials, it
adds atouch of elegance to any room

Material Dimensions

Wood frame, glass cover 40 cm diameter, 5 cm depth
Movement Power >

Quartz Requires ona AA battery (nat included)

Only 5 leftin stock!

2-Year Warranty

Add a 2 -Year Protection Plan

Covers accidental damage and malfunctions. Cost: € 5.99. See tarms.

Addto Cart

Gotocart

Figure A.4: Screenshot of the simulated product page prototype in the "Animation
(AN)" variant, captured during an animation sequence. This image illustrates how
dark patterns are actively animated and removed from the product page, providing
visual feedback of the intervention.
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[ ] Cozy Home New Arrivals Furniture Decor Lighting Textiles Sale Q Search < Q E

Home / Shopping Cart

Shopping Cart

% Classic Wall Clock
%
(_) Quantity:1  Delete £29.99
o 11}
Order Summary
Subtotal €33.98
Shipping £5.99
Total & €39.97

@ EPressshipping

Arrivesin1-2 busine

Standard Shipping
Arrivesin 5-7 business days

3y placing your orcer, you agree to Cozy Home's Privacy Policy and Terms of Use

Would youlike to receive a newsletter via email, SMS and push-notifications to be keptup to date on special offers
promaotions, discounts and more? If you prefernot ta receive the newsletter, please tick this box.

Figure A.5: Screenshot of the simulated shopping cart page prototype in the "Ani-
mation (AN)" variant, captured during an animation sequence. This image show-
cases the dynamic removal of dark patterns from the cart page, visually indicating
the assistant’s intervention.
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W CozyHome  New Furniture Decor Lighting Textiles Sale Q Search « O w

Home / Decor / Clocks

Classic Wall Clock

T lear, easy dface. Crafted it
adds atouch of elegance to any room

Material ensions
Wood frame, glass cover 40 cm diameter, 5 cm depth
Movement Power

Quartz Requires one AA battery (not included)

i Only5leftinstock!

2-Year Warranty

Adda2-Year Protection Plan

Covers accidental damage and malfunctions. Cost: €5.99. See terms.
Add to Cart
oo

Figure A.6: Screenshot of the simulated product page pro-
totype in the "Mark + Chat (MC)" variant. This image dis-
plays the visual highlighting of dark patterns on the prod-
uct page, designed to draw user attention to these manip-
ulative elements while a chat interface offers additional in-
formation.
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W CozyHome New  Fumiture  Decor  Lighting  Textiles  Sale Q_ Search « O v

Home / Decor / Clocks

Classic Wall Clock

Thi features a simple design with a clear, easy dface. Crafted fals, it
adds atouch of elegance to any room.

Materia ensions
Wood frame, glass cover 40 cmdiameter, 5 cmdepth

Movement Power
Requires one AA battery (notincluded)

€29.99

2-Year Warranty

Add a 2-Year ProtectionPlan

Covers accidental damage and malfunctions. Cost: € 5.99. See terms.

AddtoCart

Gotocart

Figure A.7: Screenshot of the simulated product page pro-
totype in the "Removed + Mark + Counter + Chat (RMCC)"
variant. This image demonstrates the combined interven-
tion, where dark patterns are removed, and their former
locations are indicated by markings, accompanied by a
counter and chat functionality.
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[ ] Cozy Home New Arrivals Furniture Decor Lighting Textiles Sale Q Search & Q i=]

Home / Shopping Cart

Shopping Cart
~ Classic Wall Clock
v
X ) Quantity:1  Delete €29.99
3 "‘3“ 2-Year ProtectionPlan
=f Quantity:1 Delete £€5.99
AA Batteries (Pack of 4)
E Quantity:1  Delete €399
Order Summary
Subtotal €39.97
Shipping £5.99
Total €45.96

@ Express Shipping

Arrivesin -2 business days

Standard Shipping
Arrivesin 5-7 business days

By placing your order, you agree to Cozy Home's Privacy Policy and Terms of Use

Would you like to receive a newsletter via email, SMS and push-notifications, tick this box.

Proceed to Checkout

Figure A.8: Screenshot of the simulated shopping cart page prototype in the "Re-
moved + Mark + Counter + Chat (RMCC)" variant. This image shows the simul-
taneous removal of dark patterns, the presence of subtle markings at their original
positions, and the visible counter and chat features for comprehensive user sup-

port.
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© Chat with Lumi

Bad Defaults
A pre-selected option is not necessarily in the user's
interest.

® Express Shipping

Aciwesinl-Zbusiness days

Staadaid Shipping

Trick Question
Complicated language can mislead the userinto choosing
anoption thatis not actually in their interest.

I viaemail, SMS and push-

Type your message

Figure A.9: Screenshot of the chat interface within the "Counter + Chat" variant,
displaying a list of detected dark patterns. This shows the informational com-
ponent of the assistant, providing details about the manipulative design elements
present on the website.
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W CozyHome New Furniture Decor Lighting Textiles Sale Q Search « O v

Home / Decor / Clocks

Figure A.10: Screenshot of upper part of the simulated product page, showcasing
the dark pattern counter prominently displayed even though no dark patterns are
visible in this area. This illustrates how the counter provides users with real-time
feedback on the number of dark patterns detected on the page.
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Warranty
Are you sure youdon't want a warranty? Without a warranty, you will have to
carry the costs of any damage yourself. We therefore recommend that you

atleasta2-year

Keep 2-year warranty

No, Iwant to take the risk and do not want a warranty.

Figure A.11: Screenshot of the lower part of the simulated product page with the
warranty question pop-up, showing the "Adding Steps" dark pattern.
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- Lumi

- Lum
=

Hi, I'm Lumi and I'd like to help you handle Dark Pattern.

Let's go through the various dark patterns you might encounter here and thenyou can tellme
whether I should highlight them for you, remove them or leave them as they are.

Figure A.12: Screenshot of the initial screen of the setup process for the "Options"
variant. This image introduces the customization options to the user, allowing them
to define how the assistant will intervene against dark patterns.
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- Lumi

“ Lum
=

Ok, these are all the dark patterns you might encounter here.

You can start now.

o

Figure A.13: Screenshot of the final screen of the setup process for the "Options"
variant. This image confirms the completion of the user’s customization choices,
indicating the assistant is now configured according to their preferences.
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= Lumi

Adding Steps

By adding unnecessary additional steps the

difficulty of that task is increased.
Highlight Remove

Hiding Infarmation

The user thinks all relevant information, to make

aninformated choiceisvisible.
Highlight Remove

Sneak Into Basket

Putting additionalitems into the basket, that the

user may not want.
Highlight Remove

Visual Prominence

Anoption that stands out visually from the others

candistract from them.

Highlight Remove

Bad Defaults
A pre-selected optionis not necessarily in the
user'sinterest.

Highlight Remove

Trick Question

Complicated language can mislead the userinto
choosing an option that is not actually in their
interest.

Highlight Remove

Low Stock

By creating afalse sense of urgency, the useris

pressured into making a quick purchase before

theitems runs out.
Highlight Remove

Confirmshaming

Certain formulations can make an option sound

worse thanit actuallyis.

Highlight Remove

Figure A.14: Screenshot of the assistant’s options menu of the "Options" variant,
accessible later during interaction. This demonstrates the user’s ability to adjust
the assistant’s settings and preferred intervention methods beyond the initial setup
phase.
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A User Study Prototype

Warranty

Are you sure you don't want a warranty? Without a warranty, youwill have to
carry the costs of any damage yourself. We therefore recommend that you
purchase at least a 2-year warranty.

Keep 2-year warranty

Figure A.15: Screenshot of the "Warranty Question" pop-
up in the "Mark + Chat" variant. This image shows the
"Adding Steps" dark pattern, with the pop-up itself high-
lighted by the assistant, visually indicating the deceptive
elements to the user.
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Appendix B

Questionnaire

This appendix presents the questionnaire we used in the
User Study to collect both demographic data and partici-
pant feedback on the various virtual assistant variants. The
questionnaire was structured into several sections, begin-
ning with demographic information, followed by questions
specific to each assistant variant, and concluding with an
overall ranking. The first assistant variant section for the
"Unchanged" variant had fewer questions due to the lack of
an assistant. The other assistant variant section had all the
same questions (we only show the "Options" variant here).
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In order to submit this form, you should open it with Adobe Acrobat Reader.

Virtual Assistant as Countermeasure against Dark
Patterns

Reihenfolge
|Bitte auswahlen E

Demographics

Age

Gender

O Female

OMale

ODivers

Q Prefer not to answer

Highest educathional qualification (+course of study)

Experience with dark patterns

O Dark patterns are completely new to me

O was aware that websites etc. were trying to manipulate me, but | didn't know the technical term
O have heard of Dark Pattern before

O have already worked with dark patterns scientifically or professionally

Experience with online shopping

Ol use online shopping every day

O use online shopping on a weekly basis
Ol use online shopping a few times a month
Ol use online shopping a few times a year
QO I use online shopping rarely

1

{/ Jotform Erstellen Sie jetzt Ihr eigenes Jotform PDF-Dokument — kostenlos Erstellen Sie Ihr eigenes PDF-Dokument

Figure B.1: Demographics Section of the Questionnaire
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Unchanged (UC)

No help from the virtual assistant

Usability (Website)
1234567
Easytouse O O O O O O O Hardto use

Clarity (Website)
1234567
Clear O O O O O O O Confusing

Safety (Website)
1234567
Safe O O O O O O O Dangerous

Efficiency (Website)
1234567
Efficient O O O O O O O Inefficient

General user experience
1234567
Good O OO OO O O Bad

Counter + Chat (CC)
Chatbot with colored Button
Usability (Website)

1234567
Easytouse O O O O O O O Hardto use

Usability (Assistent)
1234567
Easytouse O O O O O O O Hardto use

2

{/ Jotform Erstellen Sie jetzt Ihr eigenes Jotform PDF-Dokument — kostenlos Erstellen Sie Ihr eigenes PDE-Dokument

Figure B.2: "Unchanged" Variant Section of the Questionnaire
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B Questionnaire

Option (0)

The user has the ability to select what the assistant should do

Usability (Website)
1234567
Easytouse O O O O O O O Hardto use

Usability (Assistent)
1234567
Easytouse O O O O O O O Hardto use

Clarity (Website)

1234567
Clear O O O O O O O confusing

Clarity (Assistent)
1234567
Clear O O O O O O O confusing

Safety (Website)
123456 7
Safe O O O O O O O Dangerous

Safety (Assistent)
123456 7
Safe O O O O O O O Dangerous

Efficiency (Website)
123456 7
Efficient O O O O O O O Inefficient

Efficiency (Assistent)
123456 7
Efficient O O O O O O O Inefficient

10

{/ Jotform Erstellen Sie jetzt Ihr eigenes Jotform PDF-Dokument — kostenlos Erstellen Sie lhr eigenes PDF-Dokument

Figure B.3: Part 1 of the "Options" Variant Section of the Questionnaire
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Helpfulness (Assistent)
1234567
Helpful O O O O O O O Unhelpful

General user experience
1234567
Good O O O O O O O Bad

Ranking

Platz 1
Platz 2
Platz 3
Platz 4
Platz 5
Platz 6
Platz 7

Platz 8

11

Z Jotform

Variante

[ 1 [ K K 1 1 R

Erstellen Sie jetzt Ihr eigenes Jotform PDF-Dokument — kostenlos Erstellen Sie Ihr eigenes PDF-Dokument

Figure B.4: Part 2 of the "Options" Variant Section of the Questionnaire and the

Variant Ranking
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