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Abstract

Inspired by the process of appropriation of everyday objects (e.g., a knife) as
workaround for replacing specially designed tools (e.g., a letter opener), we
transferred this paradigm to the field of digital interfaces. We introduce a new
interaction metaphor, called Instant User Interfaces (IUIs), which enables people
to spontaneously use everyday artifacts as temporary replacements in case the
dedicated input device is missing.

As initial approach, we conducted a diary photo study for determining which
objects are perceived “everyday” and therefore come into consideration for
spontaneous appropriation. Next, in the scope of a Wizard of Oz study, we tested
hypothetic appropriation of these objects for various digital interfaces encountered
daily. For each scenario, we identified object-gesture-action mappings as devised
by the testers. We found out that concerning discrete input, users tended to imitate
a dedicated controller as well as possible with everyday objects. Concerning
continuous input, however, people created a physical instance of the target itself,
denoted by Physical Instantiation (PI). In a final study, we tested everyday object
interaction with an interactive prototype technically based on a combination of
depth camera and fiducial tracking for turning passive objects into physical con-
trollers. Besides testing predefined mappings based on the results of the previous
study, we examined the interplay of normal object usage with appropriation.

The working prototype showed that the idea of IUIs is promising as appropriation
of everyday objects helps managing simple tasks without being dependent on
dedicated controllers. Despite interaction flaws that still exist due to technical lim-
itations, we see the foundation laid for this new interaction metaphor. Motivated
by these results, we present a list of guidelines based on the experience collected in
the user studies that serves as a primer to future IUI research.
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xx1

Uberblick

Inspiriert durch die Zweckentfremdung von Alltagsgegenstanden (z.B. ein Messer)
um mit ihrer Hilfe ein speziell entwickeltes Werkzeug (z.B. ein Briefoffner) durch
ein anderes zu ersetzen, haben wir uns diesem Paradigma auf der Ebene digitaler
Benutzerschnittstellen angenommen. Wir stellen dabei die neue Interaktionsmeta-
pher Instant User Interfaces (IUIs) vor, die die spontane und temporédre Nutzung von
Alltagsgegenstdanden als Ersatz fiir fehlende dedizierte Eingabegerite ermdoglicht.

Zundchst haben wir eine auf Fotos basierende Tagebuchstudie durchgefiihrt
um herauszufinden, welche Objekte uns tdglich umgeben, um diese dann spontan
zur Zweckentfremdung nutzen zu kénnen. Danach haben wir eine Wizard of Oz-
Studie durchgefiihrt, in der wir die hypothetische Zweckentfremdung der zuvor
ermittelten Gegenstinde in Bezug auf uns tdglich begegnende digitale Benutzer-
schnittstellen getestet haben. In Bezug auf Gerdte mit diskreter Eingabefunktion
stellten wir fest, dass die Nutzer dazu neigten, das dedizierte Eingabegerit so gut
wie moglich mit Alltagsgegenstdnden zu imitieren. Hinsichtlich kontinuierlicher
Eingabefunktionen jedoch tendierten die Nutzer dazu, die eigentliche Benutzer-
schnittstelle mit Hilfe von Objekten nachzubauen. Dieses Phidnomen bezeichnen
wir als Physical Instantiation (PI). In einer abschlieSenden Studie haben wir die In-
teraktion mit Alltagsgegenstinden anhand eines interaktiven Prototypen getestet,
der technisch auf einer Kombination aus Tiefenkamera und Objektverfolgung
basiert, um passive Gegenstidnde in Eingabegerdte zu verwandeln. Neben der
Verwendung der zuvor ermittelten Gesten haben wir das Zusammenspiel von
eigentlichem Objektnutzen und seiner Zweckentfremdung untersucht.

Der funktionierende Prototyp hat gezeigt, dass das Konzept der IUIs vielver-
sprechend ist, da die Zweckentfremdung von Alttagsgegenstdnden es ermdoglicht,
einfache Aufgaben zu bewiltigen, ohne auf dedizierte Eingabegerdte angewiesen
zu sein. Trotz noch existierender Interaktionsprobleme aufgrund technischer
Hindernisse sehen wir den Grundstein fiir diese neue Interaktionsmetapher
gelegt. Motiviert durch diese Ergebnisse prdsentieren wir eine Liste von Leitlin-
ien basierend auf den Ergebnissen der Nutzerstudien, die als Einfithrung fiir
zukiinftige Forschung beziiglich der IUIs dienen.
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Conventions

Throughout this thesis we use the following conventions.

Text conventions

Definitions of technical terms or short excursus are set off
in colored boxes.

DEFINITION OF A TERM:

. . e ey Definition of a Term
This is an empty definition of a term. i

Scenarios are set off in green boxes.

PRESENTATION OF A SCENARIO:

. . . . .. Presentation of a
This is an empty scenario descr1pt1on.

Scenario

Examples are set off in blue boxes.

PRESENTATION OF AN EXAMPLE:

o o Presentation of an
This is an empty example description.

Example

Implementation symbols are written in typewriter font.

method ()

The whole thesis is written in American English. For rea-
sons of politeness, unidentified third persons are described
in female form. The first person is written in plural form.






Chapter 1

Introduction

In everyday life, people often use special tools that help
them to accomplish everyday tasks. Take a letter opener, for
instance. The dedicated tool helps us to quickly open a let-
ter without ripping it or the envelope into pieces. But, to be
honest, who of us owns and actually uses a letter opener? Is
this dedicated tool actually necessary? A cutlery knife, for
instance, looks quite similar to a letter opener and indeed
can be used identically to open a letter. In addition, a knife
is a lot more ubiquitous as it is used by many human beings
for a daily ritual: eating. Figure|l.1)shows both objects at a
glance.

Figure 1.1: A cutlery knife (top) contrasted with a letter
opener (bottom). Both objects share similar physical prop-
erties.

Both tools are made of steel and have a shaft with a rela-
tively narrow, flat, and tapering body. Using Google im-
age search for finding similar objects gives us nail files and

Dedicated tools help
us solving everyday
tasks.
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A knife can act as a
letter opener.

Definition:
Physical Affordances

Even a nutcracker
can be substituted.

Definition:
Appropriation

screwdrivers. Indeed, all these tools have certain properties
that makes it possible/suggest to use them as letter open-
ers: The shape and the texture of the shaft suggests to be
grasped, whereas the flat and sharp metal body suggests
slicing or cutting something. These intuitive and suggested
actions are what cognitive scientist Donald A. Norman de-
fines as Physical Affordances.

PHYSICAL AFFORDANCES:

“[...] the term affordances refers to the perceived and ac-
tual properties of the thing, primarily those fundamental
properties that determine just how the thing could possi-
bly be used [...]. Affordances provide strong clues to the
operations of things.” — [Norman, 2002]

Thus, having found an object with physical affordances
similar to the letter opener, things like a knife, a nail file,
or a screw driver lessen the dependency on the dedicated
device and make it unnecessary if not superfluous.

Opening walnuts is quite similar to the example above.
Where a nutcracker is missing, any other solid tool resem-
bling a hammer or pliers can help opening the nuts. A
stapler, for instance, does a very good job in cracking the
shells — proven by ourselves.

These two examples show that people are very good
and creative in helping themselves for — at least tem-
porarily — substituting specialized tools in case they
are unavailable. This leads to the formal definition of
appropriation.

APPROPRIATION:

The process of using a designed tool or object in a differ-
ent context and for a different purpose than intended, is
called appropriation.

Appropriation is also used for illustrating descriptions,
making them easier to understand. In his book “Things
That Make Us Smart: Defending Human Attributes in the
Age of the Machine” [Norman, 1993], Norman illustrates
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how people use common objects used in the office, such as
pencils and paper clips, to describe a car crash situation.
The pencils are used for illustrating the roads, whereas
the paper clips symbolize cars. Recalling the definition of
the term “appropriation”, the objects are used in a new
context (office vs. illustration) for a different purpose
(writing/ clipping paper vs. representing huge objects).

All examples listed above have in common that peo-
ple appropriate objects for mechanical or analog interfaces.
Ultimately, this observation leads to a specific question:
How about digital interfaces? Can we — similarly to analog
interfaces — help ourselves by using common objects for
controlling the interface in case the dedicated input device
is missing? How can the dependence on dedicated tools be
loosened in terms of digital interfaces?

1.1 Appropriation for Digital Interfaces

Of course, one could argue that adding controls directly
on the device is a solution to become independent of a
separate and dedicated input controller. Take a washing
machine, for example. The device is equipped with buttons
and knobs mounted on the chassis. Thus, the controls are
always at hand. Similarly, this argument can be transferred
to analog interfaces. Recalling the envelope, an integrated
flap could help overcoming the dependence on a letter
opener. Figure|l.2|exemplifies this mechanism for a parcel.
Pulling the leash opens the cardboard box without the need
for a separate tool. Though being handy, such integrated
tools have a significant drawback: Integrating them into
objects means that each instance has to be specially pre-
pared which results in a much more complex production
process alongside with additional costs, special material,
and a probably larger form factor.

Revisiting digital interfaces, separate input devices
have two major advantages over integrated controllers:
First, special controllers allow to control a device at dis-
tance. Take a light switch, for instance. Basically, it can be
installed anywhere on the wall. If the control was directly

Objects can be
appropriated in order
to serve as small
instances by
representing huge
items.

Can the idea of
appropriation also be
transferred to digital
interfaces?

Integrated tools help
becoming
independent of
separate tools.
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Separate tools are
both remote and
universal.

Dedicated tools are

used in everyday life.

Scenario:
Watching Television
(1/2)

Figure 1.2: A parcel with an integrated, drawable leash. No
separate tool is required to open the paperboard container.

mounted on the ceiling lamp, we would always have to
jump in order to reach the switch — quite impractical. Sec-
ond, extra controllers are often universal. Take a computer
mouse, for instance. It can be connected to any computer
to control a graphical user interface which is analog to the
letter opener that can open any envelope.

Similarly to the computer mouse, we use dedicated
input devices in various scenarios in quotidian life. We
operate light switches to dim the light, we use game pads
to play video games, or we use a remote control to operate
the TV. However, when these controllers are broken or
missing, we cannot manipulate the interface. The follow-
ing sample scenario illustrates how appropriation — similar
to the analog world — could help in solving this problem.

WATCHING TELEVISION (1/2):

Peter, aged 44, has just arrived home after work. For
workout, he decides to watch a sports program on TV
while lying on the couch. Peter is looking for the TV re-
mote control in order to wake up the device from standby
mode. Yet, having searched for approximately three min-
utes, he cannot find the remote control.
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WATCHING TELEVISION (2/2):

Being on edge, Peter heads to the TV, pushes the power
button, and gets back to the couch. The TV turns on and
shows the first channel. However, the sports emission
is broadcasted on channel 15. Again, Peter gets up and
walks to the television set. He is looking for a channel
switch on the the device. To his surprise, there is no such
button on the device - just the power switch. Any other
command, such as switching the channel, has to be ex-
ecuted using the remote control. Being frustrated, Peter
resigns. No sports program today. No relaxing.

E

If only he could use any object around him to mimic the
remote control. Peter picks a pack of pocket tissues out
of his pocket. Its shape reminds him of the shape of a
remote control. As the pack is soft, it also feels very com-
fortable for pushing. He thinks: “This would be an ideal
substitute for quickly switching to the next and previous chan-
nel. Pushing the upper half would show to the previous chan-
nel; pushing the lower could switch to the next channel.”

Peter’s intention is obvious. He wants to appropriate the
tissues for using them as temporary replacement for the re-
mote control that he could not find. Using the tissues as
channel switch would help him reaching his goal: watch-
ing the sports emission on channel 15. This spontaneous and
instant co-option of digital functionality to a passive object
leads towards the idea of Instant User Interfaces (IUIs).

Scenario:
Watching Television
(2/2)

A pack of pocket
tissues could serve
as remote control
replacement, since
both objects have a
similar shape.
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Definition:
Instant User
Interface (1UI)

IUls allow for ad hoc
mapping between
object and target.

IUIs let the user
design the input
controller.

IUIs are taken into
consideration when
the user cannot
reach a certain goal
due to the missing
dedicated tool.

1.2 Towards Instant User Interfaces

We define an Instant User Interface (IUI) as follows:

INSTANT USER INTERFACE (IUI):

An Instant User Interface is a user interface that enables
the user to select an object within reach in order to control
a remote technical system. Based on existing knowledge
about physical affordances of the object and the features
of the target system, the user establishes ad hoc map-
pings from artifact to system function without requiring
explicit prior setup.

The instant usage of an object as physical controller for
a remote target system is — consequently — applied ap-
propriation. Recalling the sample scenario, Peter’s vision
of using the tissues as remote controller is an IUIL The
pack of tissues is the object within reach, whereas the
remote technical system is the television set. To him, the
tissues suggest pushing (physical affordances); the ad hoc
mapping is the desired link between pushing the tissues
and switching the channels.

This interaction metaphor takes a new approach to-
wards the user: She is in power of choosing the desired
object with the affordances that are most comfortable for
controlling the task. Interaction designers, on the contrary,
look at the real world and bring these metaphors to the
digital world. They design dedicated input devices the
user must learn to use. In the context of IUIs, however, the
user becomes the designer. She can pick an object she is
familiar with and therefore does not need to learn how the
object is to be used.

Instant User Interfaces are taken into consideration
when the user cannot reach a certain goal that is linked
with a technical remote system. Accomplishing the goal
actually precedes a sequence of several actions that have to
be executed. At that point, when the user cannot execute
these actions that are normally performed with a special
tool which is now missing, the concept of IUIs comes to the
fore. Identifying the stage when this takes place requires
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taking a closer look at the Stages of Execution described by
Norman)| [2002].

Norman breaks people’s manipulation of the environ-
ment down into four Stages of Execution, as depicted in
Figure First, the user defines a goal, such as “switch to
channel 15”. The formulation of this goal is imprecise as
it does not tell what has to be done for achievement (and
how). Therefore, the next stage, the intention to act, is more
precise and at least reveals what is to be done for achieving
the goal, such as “push the channel button on the remote
control”. This intention is still too vague. Elaboration on
the intention is done by formulating a concise sequence of
actions: (1) get off the couch, (2) take the remote control,
(3) point the remote control at the TV, and (4) push the
channel-up button. Finally, for achieving the goal, these
actions must be executed by the user. Consequentially, she
interacts with the the world:

The specific actions bridge the gap between what we would
like to have done (our goals and intentions) and all possible
physical actions. — Norman! [2002]

Norman also explains that the same goal often can be
achieved by different intentions. So, one might alter the
intention, which consequently alters the action sequence,
although the goal is still the same. Recalling Peter from the
sample scenario, he changed his intention from “push the
channel button on the remote control” to “push the chan-
nel button on the television set” since he could not find the
remote control, inhibiting the execution of the original ac-
tion sequence. This conflict of intended actions and actually
possible actions is identified as the Gulf of Execution.

GULF OF EXECUTION:
“The difference between the intentions and the allowable
actions is the Gulf of Execution.” — [Norman, 2002]

Basically, in terms of digital user interfaces, if a dedicated
input device is missing, we have a Gulf of Execution, since
there are no allowable/executable actions. Peter could not
press the channel button because it was missing: Neither

A user’s manipulation
of the environment
can be broken down
into four stages.

A user can change
her intention to act
without altering the
overall goal.

Definition:
Gulf of Execution
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An unexpectedly
missing dedicated
input device results
in a Gulf of
Execution.

. An intention to act so as to achieve the goal

. The actual sequence of actions that we plan to do

. The physical execution of that sequence

Figure 1.3: Norman’s four Stages of Execution. A roughly
defined goal is broken down into more and more concise
interaction steps.

the remote control was available nor were there any chan-
nel buttons on the TV set. Instant User Interfaces, how-
ever, can bridge this Gulf of Execution. They allow the
user to improvise by picking any object at hand and by
instantly appropriating it as controller. Recalling the sam-
ple scenario, the pack of tissues served as temporary con-
troller for switching the channels due to their physical af-



1.2 Towards Instant User Interfaces

fordances suggesting a remote control-like shape and a
push-responsive texture. Hence, appropriating the tissues
in the sense of IUIs is a solution to both Gulfs of Execu-
tion experienced by Peter. Now, he can watch TV. His goal
is reached. More specifically, such improvised actions are
called Opportunistic Actions.

OPPORTUNISTIC ACTIONS:
“Opportunistic actions are those in which the behavior
takes advantage of the circumstances.” — [Norman, 2002]

1.2.1 Benefits of Instant User Interfaces

Instant User Interfaces are not targeting at permanently re-
placing a dedicated input device. As emphasized, spon-
taneity and instant access are demanded in such case where
the dedicated tool is not available or unusable — for what-
ever reason. As long as the absence of the tool persists, IUIs
can serve as temporary substitutes for giving the user access
to the target system. Basically, IUIs encompass the follow-
ing benefits:

m Spontaneity. Being completely unprepared for an
incidence where a dedicated input device is missing
or broken, IUIs allow last-minute bridging of a Gulf
of Execution through opportunistic actions. There is
no need to look for an identical replacement which is
time-critical in case the tool is needed just in time.

Example: Two friends are about to play a video game.
Unfortunately, they have just one controller. Since it is
late, buying or borrowing a second game pad is impossible.
Appropriating an ordinary TV remote control with its
physical buttons as controller enables the friends to start
playing immediately.

m Vicinity. Instead of having to reach for a special
controller which may be out of reach, IUIs allow for
grabbing any object within reach to take over the
functionality of the distant input device.

Definition:
Opportunistic
Actions

IUls serve for
temporarily
substituting
dedicated input
devices.

IUls allow for
spontaneously
bridging a Gulf of
Execution.

IUIs are available
within reach.
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IUls can be used to
map short cuts for
GUIs to everyday
objects.

IUIs exploit physical
affordances and
therefore minimize
eye contact with the
controller.

|Uls inherit from
TUIs, OUls, and
UbiComp.

Example: Somebody lying on the couch is watching
TV and needs to darken the ceiling light. Instead of getting
up and reaching for the switch, the person could use the
bottle next to her and move it (counter-) clockwise for
dimming the light down.

m Short-Cutting. Especially in terms of GUIs, IUIs
can be used to temporarily cut short sequences
of commands to objects for quick access. This is
time-efficient and frees the user from remembering
awkward keyboard short cut combinations by simul-
taneously providing eyes-free interaction, mapping
one short cut to exactly one object.

Example: A user needs frequent access to an online
dictionary while writing a document. Pushing the pocket
tissues mext to her, the browser window would bring
the browser to focus allowing her to search for the word.
Tapping again brings the word processor back to focus.
Fast focus switching with tactile feedback is guaranteed.

m Eyes-Free Interaction. Due to object-specific proper-
ties, physical affordances can be exploited for using
artifacts within reach as tactile controllers suitable
to the user’s individual needs. Strong tactile cues
therefore minimize necessary eye contact with the
controller.

Example: A person is watching TV. For controlling
the volume she needs to sight the volume buttons on
the remote control which is difficult as the room is dark.
Turning a bottle for controlling the volume can be done
without having eye contact.

The examples presented illustrate for which occasions IUIs
come into question: (1) when a dedicated device is forgot-
ten, unavailable, or broken, (2) when a dedicated controller
is out of reach, and (3) when short cuts are needed. The
general benefits of IUIs, i.e., spontaneity and the exploita-
tion of haptic properties for eyes-free control, emerge from
three different fields in user interface design; the concept of
IUIs creates a link between Tangible User Interfaces, Organic
User Interfaces, and Ubiquitous Computing.
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1.3 About Tangible, Organic, and Ubiqui-
tous User Interfaces

The IUI concept is inspired by different user interface
metaphors.  Principally based on Tangible User Inter-
faces (TUlIs), it also reaches towards Ubiquitous Computing
(UbiComp) and, to a limited extent, towards Organic User
Interfaces (OUIs). We will briefly explain each metaphor
and relate IUIs to each field of research.

1.3.1 Tangible User Interfaces (TUIs)

Principally, TUIs target at making digital information
tangible [Ishii and Ullmer, 1997]. Where in typical HCI the
user interacts with GUIs of virtual nature, TUIs integrate
physical objects in the user interface: The world (such
as illustrated in Figure is the interface. Ishii and
Ullmer defined a TUI as user interfaces that “augment
the real physical world by coupling digital information
to everyday physical objects and environments.”. [Fishkin
[2004] adds that “they all share the same basic paradigm
— a user uses their hands to manipulate some physical
object(s) via physical gestures; a computer system detects
this, alters its state, and gives feedback accordingly.”.
Therefore, TUIs take advantage of physical affordances for
giving the user tactile feedback and therefore a richer user
experience compared to pure virtual interfaces, “achieving
a highlighted legibility and seamlessness of interaction
between people and information” [Ishii and Ullmer, 1997].
An example of a TUI for bringing haptic feedback to
multi-touch tables is SLAP Widgets [Weiss et al., 2009,
as tangibles bridge the gap between virtual and physical
controls on tabletops. Unlike pure gestural interaction,
physical controls give haptic feedback to the user, resulting
in richer user experience. Thus, interaction with physical
everyday objects is also superior to pure gesture-based
interaction.

Figure illustrates the interaction model of a TUI
proposed by [Ullmer and Ishii| [2000]. A control, such as
a button, is a physical representation of the graspable

TUIs integrate
physical objects in
the (virtual) user
interface.
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1 Introduction

For TUIs, virtual
controls have
physical, graspable
counterparts.

The relationship
between digital
objects and their
physical counterparts
can be classified
according to Koleva
et al’s coherence
continuum.

virtual counterpart. The model clearly illustrates that
physical world and virtual world are directly connected.
Manipulation of the physical world affects the virtual one.
In traditional GUIs, however, physical and virtual control
do not share the same model.

Figure 1.4: Interaction model of a TUL Digital information
is represented by a physical control. As regards IUISs, a ded-
icated device is represented by an everyday object.

Tangible User Interfaces can be classified regarding dif-
ferent criteria. One aspect taken into consideration is the
degree of coherence, as proposed by Koleva et al. [2011]:
“It is proposed that relationships between physical and
digital objects can be rated along a coherence continuum,
where the level of coherence represents the extent to which
linked physical and digital objects might be perceived as
being the same thing.”. Figure|1.5|illustrates the coherence
continuum for tangible interfaces and their physical ob-
jects. General purpose objects weakly resemble the virtual
counterpart, whereas such physical objects that resemble
the virtual counterpart strongest create the illusion of
identity, i.e., the user perceives the physical object as
representation of the virtual item. Instant User Interfaces
do not limit the degree of coherence. Generally, any object
replaces another (dedicated) object. The IUI concept leaves
it to the user whether to appropriate an identical looking
object as replacement or to choose a completely different
one, as long as the affordances match. Like TUISs, IUIs also
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Tangible Interfaces

Coherence

General Purpose Tool lllusion of Same Objects

Figure 1.5: Koleva et al.’s coherence continuum for physical objects and their vir-
tual counterparts. Whereas TUIs provide various coherence between digital infor-
mation and physical counterpart, IUIs do so for dedicated objects and appropriated

artifacts serving as their counterparts.

take on physical objects letting the user interact with the
physical world in order to manipulate the virtual one. In
this paradigm, any object serves as representation for a
dedicated tool; ideally it mimics the original counterpart
as to shape, weight and haptic properties.

However, TUIs principally focus on rigid objects as con-
trollers. Objects with natural shapes, such as malleable
surfaces, are more likely considered in Organic User
Interfaces (OUlISs).

1.3.2 Organic User Interfaces (OUIs)

Organic User Interfaces (OUIs) go one step further and
add - apart from merely physical input as intended by
TUIs [Holman and Vertegaal, 2008] — physical output to
objects. The basic idea behind OUIs is that “an Organic
User Interface is a computer interface that uses a non-planar
display as a primary means of output as well as input.
When flexible, OUIs have the ability to become the data on
display through deformation, either via manipulation or
actuation. Their fluid physics-based graphics are shaped
through multi-touch and bi-manual gestures.” [Holman

and Vertegaal, 2008] (emphasis added).

OUls feature both
input and output on
non-planar object
surfaces.



14

1 Introduction

IUIs adopt interaction
on non-planar
surfaces from OUls.

IUIs am at hiding
technology through
interaction with
everyday objects.

UbiComp targets at
making computer
technology
disappear.

Instant User Interfaces do not explicitly focus on su-
perimposing output on the object surface. However, what
is adopted from the field of OUISs, is the physical richness
of malleable artifacts in contrast with common interface
design: “[the] [...] planar rigidity in interface design gener-
ally limits the usability of our computers in terms of their
possible affordances.” [Holman and Vertegaal, 2008]. Like
OUls, IUIs want to fully exploit the physical and haptic
properties of any object, thus also appropriate malleable
objects of either plastic or elastic nature for providing
the user a richer experience as deformable surfaces are
perceptible by a user’s hand. Exploiting this property
enables objects appropriated to the IUI metaphor to be
used as haptic controllers allowing eyes-free interaction.

Bringing natural, organic shapes to interaction design,
OUls head for hiding technology. |Vertegaal| [2011] states:
“The best thing that could happen to user interface design,
then, is for computers to stop being technological devices
and become just like real everyday things [...].” (emphasis
added). This vision also attributes to IUIs and is originated
from Ubiquitous Computing (UbiComp).

1.3.3 Ubiquitous Computing (UbiComp)

Introduced in the early 90s by Weiser [1991], Ubiquitous
Computing targets at making computer technology disap-
pear in such a fashion that it is not perceived by the user
anymore. As the term “ubiquitous” suggests, UbiComp
deals with everyday and omnipresent technology, being
natural for the user such that she does not consider it a
piece of special hardware or technology. In terms of IUISs,
this metaphor targets at using everyday, hence ubiquitous
artifacts people are surrounded by for appropriation, i.e.,
to turn these passive items into interactive controllers. This
is the basis which all interface metaphors, i.e., TUIs, OUISs,
and IUIs, have in common. What the concept of IUIs adds,
however, is the idea of spontaneity, hence the provision
of instant and ad hoc transformation of any object around
the user to be exploited to her own needs. Ideally, this
universal approach does not need an object to be specially
prepared for interaction as this is the case for TUISs.
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Having introduced the concept of IUls alongside with
its motivation and benefits, as well as its scientific back-
ground, we will now focus on the research questions
towards IUIs that are investigated in this thesis.

1.4 Research Questions

In general, the work of this thesis investigates the appro-
priation of everyday objects by exploiting physical affor-
dances of the artifacts for using them as haptic controllers
and temporary substitutes to dedicated input devices for
interactive systems. In more detail, the work deals with the
following research questions:

®m Which objects are within people’s reach? In a diary
study, we investigate people’s work and leisure envi-
ronments for understanding which objects come into
question when considering appropriation of objects
in the sense of IUIs.

m How do people actually appropriate these everyday
objects (obtained from the diary study)? Based on a
combination of Wizard of Oz (WOZ) and guessability
study [Wobbrock et al., 2009], which presents users
a certain outcome and asks them how they think it
could be achieved, we present various scenarios in
which a dedicated input device is necessary but not
at hand. We target at identifying patterns regarding
object types used and gesture types chosen by the
testers to appropriate the missing controller. Which
general findings can be extracted for the purpose of
allowing spontaneous appropriation conform to the
IUI metaphor?

Regarding interaction with everyday objects, one challenge
will be the distinction between voluntary system control
with an object (thus, appropriation) and normal everyday
object usage, thus non-voluntary system control. Therefore,
another research question is:

This thesis
investigates the
appropriation of
everyday objects as
haptic controllers for
digital interfaces.

We investigate
everyday objects in a
diary study.

We investigate
appropriation
patterns applied by
users.
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We investigate the
interplay of normal
object usage and
appropriation.

We investigate
spontaneity of
access to IUls.

This thesis focuses
on user experience
and not on technical
feasibility of 1Uls.

m Having a working system with real-time feedback
available that features appropriation of everyday ob-
jects, how can voluntary system use be distinguished
from non-voluntary system usage and how does this
affect user experience?

m Furthermore, we want to find out whether using pre-
defined gestures based on the patterns extracted from
the WOZ study can be used to support spontaneity
for IUIs for enabling instant appropriation. Is this
a recommendable approach or does it influence the
user experience for the worse?

In this context we want to point out that we are interested in
the user experience towards appropriation of IUIs and the
resulting user experience. Although we present an interac-
tive but limited prototype (cf. f}—"{Testing Everyday Object]
IInteraction with an Interactive Prototype(’), we are not in-
terested in the technical feasibility of IUls, including object
identification and tracking. We are certain that this techni-
cal challenge is a traceable problem, as recent advances in
HCI and computer vision show, such as the KinectFusion
system by [Izadi et al. [2011] which supports robust and
real-time 3D scene reconstruction on consumer hardware.
In particular, our WOZ study assumes the existence of such
technology.

1.5 Outline

The thesis is organized as follows:

m Chapter 2. We present a design space for everyday
object interaction with digital interfaces. Various re-
search projects listed in the design space related to
everyday object interaction are discussed and con-
trasted with our work.

m Chapter 3. With respect to the first research ques-
tion, this chapter presents a diary study conducted
for finding out what kind of objects are within peo-
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ple’s reach. A quantitative analysis on the objects ob-
served is followed-up.

Chapter 4. With respect to the second research ques-
tion, we present a WOZ study based on the objects
identified in the diary study. This chapter describes
the study and presents its results including a pattern
analysis regarding which objects are manipulated in
which way for a given set of scenarios.

Chapter 5. This chapter describes the implementation
of an interactive prototype allowing people to turn
passive objects into active controllers. In a qualitative
study, everyday object interaction based on the inter-
active prototype is tested with users. This also in-
cludes investigation regarding the discrimination be-
tween voluntary and non-voluntary system use.

Chapter 6. We conclude the findings of this work and
hint at future perspectives.

Chapter 7. Having analyzed all research questions,
this chapter provides guidelines for everyday object
interaction, based on the findings from the previous
user studies.
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Chapter 2

Related Work

The idea of ad-hoc appropriation of passive ubiquitous
things for breathing new life into them has drawn interest
by researchers for the past five years. Early prototypes,
such as presented by |Carvey et al.|[2006] and Mistry et al.
[2008], started using everyday objects as tags for access-
ing digital content. In this chapter we describe current
advancements in research that turn passive objects into
interactive controllers or user interfaces.

In order to summarize the various directions these re-
search projects target at, we created a three-dimensional
design space which examines the following aspects:

1. Kind of Manipulation, i.e., whether interaction with
the object resembles direct or indirect manipulation.

2. Types of Gesture, i.e.,, which gestures the user can
apply on an object (stationary) or with an object (non-
stationary).

3. Exploitation of Physical Affordances, i.e., to what
extent object-specific properties perceptible to the
user are utilized.

Figure [2.1) shows the three-dimensional design space bro-
ken down into a printable model with overlapping axes.
Each project is indicated by a set of connected squares. In

Research interest in
everyday object
interaction draws
more and more
attention.

We created a
three-dimensional
design space for
related work.
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Figure 2.1: A design space for related work. The research projects are classified
regarding kind of manipulation (x-axis, top), types of supported gesture (y-axis,
left), exploitation of physical affordances (x-axis, bottom), and intensity of object
preparation (green: low, yellow: medium, red: high).

addition, the design space has regard to a fourth dimen-

Depending on the sion, called “object preparation”. This is a rather techni-
technology used, cal attribute indicating the extent to which objects must
objects need to be be physically augmented before they can be appropriated.
prepared before they Green color symbolizes that no preparation is needed. Yel-
can be appropriated. low indicates little to medium intensity, meaning that the

objects have to be equipped with special markers. Finally,
red means that additional effort is needed.



2.1 Design Space

21

2.1 Design Space

Before describing each research project listed in the design
space, we explain the interpretation of each of the design
space criteria in detail.

2.1.1 Kind of Manipulation

In terms of augmentation of an (everyday) object, there is
one basic question regarding which role the object plays.
Two different perspectives come to mind here: direct vs. in-
direct manipulation.

Direct Manipulation

As regards direct manipulation, the object is to be consid-
ered a complete device substituting another. This means
that both input and output are transferred to the everyday
artifact. The object is the only thing that the user interacts
with; there is no remote interface involved. In fact, input
and output are superimposed on the object.

DisplayObjects by |Akaoka et al| [2010] is a good ex-
ample based on direct manipulation. This system enables
designers to decorate the surface of a physical prototype
with visual styles and virtual UI widgets. The authors
use two projectors for superimposing the output directly
onto the object surface. Besides, simple interaction with
the widgets is possible by multi-touch: Input is also super-
imposed onto the object surface. For DisplayObjects, both
input and output share the same “location”, hence this
example follows the design principle input equals output.
The user does not need to change to focus between input
and output; her locus of attention is fixed to the object
surface. As the user can influence the output by directly
manipulating the exact space where it is Visualizedﬂ we
deal with direct manipulation. Projects that make use of this

1Basically, this is not constrained to the visual sense.

As regards direct
manipulation, both
input and output are
superimposed onto
the object surface.

As a consequence,
input equals output.
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As regards indirect
manipulation, input
and output are
distinct.

In order to be able to
control existing
systems, our work
focuses on indirect
manipulation.

The design space
regards four different
types of gesture.

design principle are depicted on the left hand side of the
design space (cf. Figure[2.1)).

Indirect Manipulation

In contrast to direct manipulation, indirect manipulation is
not compliant to “input equals output”. Effectively, input
and output are perceptible at different “locations”. Take
iCon by Cheng et al. [2010], for instance. The authors use
everyday objects as controllers in order to manipulate a
remote system, for example a desktop application. Putting
up a cup and setting it down simulates a button click.
However, this button is not available on the object, but ge-
ometrically distinct: The user manipulates the GUI visible
on the computer screen by interacting with a cup — one
device indirectly controls another one. As a consequence,
the user must change the focus from input device to output
device; the locus of attention changes.

The work presented in this thesis follows this princi-
ple. Co-Optjects are remote controllers made of everyday
objects with which the user interacts with her hand in
order to manipulate an existing remote target system.
Related work that conforms to the principle of indirect
manipulation is visualized on the right hand side of the

design space (cf. Figure[2.1)).

2.1.2 Types of Gesture

One important aspect of consideration is how the user
can interact with an everyday artifact, i.e., which types
of gesture are supported for manipulation. With respect
to related work, we classified the supported gestures into
four major categories: touch, deformation, movement,
and acceleration. More roughly, touch and deformation
are grouped into so-called stationary (upper half of the
design space, cf. Figure and non-stationary (lower half
of the design space, cf. Figure gestures. Stationary
gestures are applied locally on the object. Non-stationary
gestures basically involve the manipulation of the object
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as a whole. Touch and deformation are selective, thus
stationary. Acceleration is applied on the entire object
body, hence non-stationary.

Movement is basically non-stationary. However, what
about turning a bottle cap, for instance? Certainly, the cap
is (re-)moved, thus motion is involved. Nevertheless, the
main part of the object body rests where it is. Consequently,
we attribute movement to be both stationary and non-
stationary. Furthermore, deformation can be considered
a special variety of (pressure-sensitive) touch. Similarly,
acceleration is a two- or three-dimensional motion gesture
adding information about velocity for each point in time.

Stationary Gestures

Stationary gestures are gestures the user applies locally on
a specific part of the object.

m Touch. By touching different regions on the artifact
surface using one (single-touch) or multiple (multi-
touch) fingers at the same time, the user can cause
events. A virtual button, for instance, is a typical ex-
ample for an interface dependent on touch. A phys-
ical button, on the contrary, requires the user to put
some pressure onto the control. Such gestures belong
to the category of deformation.

m Deformation. Deformation can be considered an ex-
treme form of touch. By putting pressure onto a par-
ticular region on the object surface (e.g., with the fin-
ger), a user can change the shape of an artifact. De-
pending on the object material, the artifact can return
to its initial shape after pressure is released (elastic),
or it can keep the current form even when the user
removes pressure (malleable). A physical button, for
instance, is considered elastic, as pressure temporar-
ily changes the overall object shape.

Motion can also be
applied on the object
surface.

Objects can react to
touch events.

Deformation
combines both touch
and pressure.
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Objects can be
moved.

Objects can be
accelerated.

Objects are
distinguished by
physical properties.

Physical affordances
suggest how an
object can be
manipulated.

Non-stationary Gestures

Gesture types belonging to this category imply planar or
spatial movement of the interaction artifact. Basically, in-
teraction with the entire object is of interest rather than con-
sidering special areas of its surface.

® Movement. Gestures caused by planar or spatial
movement applied to the interaction artifact belong
to this category. Actuation, i.e., movement initiated
by the object itself, is not in our focus, as everyday
objects should be altered as little as possible (and in
general, everyday objects do not move). As men-
tioned before, turning, for instance, can be both non-
stationary and stationary. The latter applies when
only a special part of the object is concerned, e.g.,
when turning a bottle cap.

m Acceleration. Acceleration gestures also result in
movement of the interaction artifact by also taking
temporary speed an object is moved at into consid-
eration. Since such gestures can be recorded and rec-
ognized by an accelerometer, we classify them in the
category of acceleration.

2.1.3 Exploitation of Physical Affordances

A physical object has different physical properties, making
the object distinguishable from another one when the prop-
erties are different. Such properties are of either physical
or chemical origin, e.g., due to chemical composition of the
materials the object is made of. Shape, weight, elasticity, or
surface texture are examples for such specific properties.

Alongside with these physical attributes, a user often
anticipates a certain idea of manipulation, i.e., by looking
at the object, by feeling it out etc., the user anticipates how
the object could be used and which gestures she could ap-
ply to the object. A ball, for instance, suggests to be thrown
away and to be caught. This principle of anticipated mani-
pulation is denoted by Physical Affordances [Norman, 2002].
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Since everyday objects come in various shapes, weights,
colors etc., they also embody various physical affordances.
This richness of affordances is an ideal component to be
exploited for everyday object interaction, at least when
using these quotidian artifacts as temporary controllers.
As regards Co-Optjects, for instance, physical controls-like
add-ons that decorate an object (e.g., a bottle cap) can be
used for appropriation. Consequently, the interface can
be controlled purely manually and without having eye
contact as the user can feel the cap itself and therefore
where it is located on the object.

Hence, exploiting physical affordances brings more
comfort to interaction. A physical button can be perceived
using either the haptic or visual input channel. A virtual
button on a flat surface, to the contrary, can only be
perceived by vision. The more a research project listed
in the design space exploits physical object affordances
for interaction, the closer it is oriented towards the blue
center line. Co-Optjects, for example, strongly make use
of this concept, which allows everyday objects to be used
as haptic controllers, i.e., without having to look at them
permanently while interacting with them.

2.1.4 Co-Optjects in the Design Space

Co-Optjects target at the appropriation of everyday objects
as controllers by exploiting physical affordances. There-
fore, it is listed closely to the right of the center line. More-
over, Co-Optjects include both stationary (touch and defor-
mation) and non-stationary (planar movement and turn-
ing) gestures. As objects are partially dependent on paper
tiducials, object preparation is denoted by little/medium.

2.2 Related Research Projects

In this section we describe all research projects listed in
the design space and contrast them with our work. We
give a brief description, name the benefits and contrast

Co-Optjects exploit
haptic object
properties.

Co-Optjects exploit
physical affordances,
feature indirect
manipulation,
support various
types of gesture, and
need medium object
preparation.
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Each research
project listed in the

design space will be

described in detail.

Mouseless features
computer mouse-like

interaction by
synchronizing a
user’s hand
movement with a
MOouse Cursor.

When the user
moves her palm,
emitted IR light is
reflected and
captured by a
camera.

each project with our work. We start with Mouseless and
Skinput as these somehow define the border of our design
space: They eliminate the need for dedicated input devices.
The Remaining projects are presented subsequently. The
closer a work is related to ours, the later it is listed.

2.2.1 Mouseless: Mistry and Maes, 2011

Motivated by reducing the form factor of dedicated input
devices — such as the computer mouse —in order to enhance
mobility, Mistry and Maes| [2011] presented a ubiquitous
system that maps a user’s hand movement on a flat surface
to a mouse cursor on a screen. The user pretends to be
holding a physical mouse underneath the palm, which the
system interprets as real mouse movement. Unlike previ-
ous attempts in research and industry trying to minimize
form factors of pointing devices, Mouseless contributes
to completely eliminating the controller physics, whilst
maintaining a feeling close to reality. Besides common
mouse gestures, Mistry and Maes add recognition of
multi-touch gestures, such as pinch-to-zoom.

Technically speaking, Mouseless requires an IR laser
and a camera with an IR pass filter which can be embedded
in the side of a laptop bottom case or a keyboard, as
depicted in Figure The laser creates an invisible light
plane on the surface next to the computer. By putting the
hand in a curved position on the surface, the IR light is
reflected by the flesh and captured by the camera. Using
common thresholding techniques from computer vision
research, these blobs representing the user’s hand are
extracted and the mouse cursor is synchronized with the
movement of the hand (i.e., the detected blobs). Similarly,
vertical finger movement is interpreted by the system as a
mouse click. Using this technique, Mouseless detects left
and right click, scrolling by palm curling, and zooming
via pinching. Adding a second laser on top of the first
one creates a second plane for detecting two-level gestures
such as drag and drop by pinching thumb and forefinger,
lifting the hand up, and putting it down again elsewhere.
In order to support natural feel of a physical mouse, clicks
are augmented through audio effects.
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Figure 2.2: Physical setup for Mouseless. An IR laser and a
camera are integrated to the side of a laptop. When the user
moves her palm, IR light is reflected and captured by the
camera. Computer vision algorithms help to extract spots
and synchronize their movement with the mouse cursor.

The benefit of Mouseless is an almost natural feel of mouse
control without having to carry along a physical device.
Like Co-Optjects, Mouseless is independent of a dedicated
piece of hardware by exploiting ubiquity of everyday
“objects” which is in this case a human hand. Yet, there are
differences between both projects:

m Mouseless targets at eliminating physics and there-
fore also physical affordances which in turn are ex-
ploited by Co-Optjects. Mouseless uses any flat sur-
face in the environment, whereas Co-Optjects focus
on particular objects appropriate to the task to be exe-
cuted.

m The intentions of both projects are different. While
Mouseless intends to eliminate permanently the phys-
ical mouse, Co-Optjects claim only temporary use of
non-dedicated input devices.

Mouseless is
independent of a
dedicated piece of
hardware.
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Skinput is capable of
detecting and
locating touch on the
human'’s skin using
vibration sensors.

Skinput allows the
user’'s arm to be
exploited as mobile
interaction space.

m Finally, Mouseless features a lot of multi-touch ges-
tures, whereas Co-Optjects — in terms of touch detec-
tion — consider pressure-sensitive touch.

2.2.2 Skinput: Harrison et al., 2011

As mobile devices, such as smartphones, merely provide
a small input and output space to the disfavor of a user’s
interaction comfort, Harrison et al. [2010] investigated
the human’s skin — with its two square meters of external
surface area — as large and omnipresent interaction surface.

Responsiveness to the human’s skin was achieved by
exploiting the fact that touch causes flesh and bones
underneath the skin to vibrate. Harrison et al. constructed
an armband with two arrays of five vibration sensors each
made of piezo films, as depicted in Figure The highly
sensitive instruments capture acoustic waves which vary
in their frequency depending on where the touch triggered
the vibration. This makes multiple touches distinguishable
from each other by their geometric origin on the skin.
The captured audio signal is processed by a client which
is finally connected to a visualization application over a
socket connection. As the wave form varies depending on
the user (variety in the proportion of fatty tissues) and the
position of the armband, Skinput is dynamically calibrated
by a machine learning algorithm. The user trains Skinput
by tapping multiple times at the skin regions of interest.

User studies have proven Skinput to detect true positives
by 88,8% for six distinguishable touch points on the fore-
arm, wearing the sensor above the elbow (cf. Figure [2.4).
Even for body movement, e.g., jogging, the accuracy does
not significantly decrease. Furthermore, touch recognition
has been tested with small interfaces projected on the
user’s skin by adding a pico projector to the armband.
Skinput is further able to be trained to detect surfaces
and materials, such as a table, for instance. Touching the
artifact causes the wave signal to change specifically, for
Skinput is able to tell which object has been tapped.
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Figure 2.3: The Skinput prototype armband. Two arrays
consisting of five vibration sensors each capture vibration
of flesh and bones caused by touch.

The overall benefit is its ubiquitous approach of appropriat-
ing the human’s skin for a touch-sensitive interaction area.
Like Co-Optjects, Skinput exploits ubiquity (in this con-
text: of the skin) to become less dependent on dedicated in-
put devices drastically limited in size, such as multi-touch
screens used in smartphones. Significant differences be-
tween both projects are:

m Skinput focuses on general augmentation of any
skin surface, which is less specific compared to Co-
Optjects being targeted at diverging objects.

m Unlike many physical objects, skin is a relatively flat
surface, thus Skinput does not exploit variety in hap-
tics for interaction. Co-Optjects, however, do.

m Finally, both projects take eyes-free interaction into
consideration. Co-Optjects do so by guiding the
user through feeling out the specific object surface,
whereas for Skinput the user remembers the touch lo-
cation on her own skin.

Skinput exploits the
ubiquity of the
human’s skin.
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Unlike WUW,
information displays
are often locally
separated from the
item information is
requested for.

WUW projects
product information
onto the object
surface the user can
interact with by
applying freehand
gestures.

il

Figure 2.4: Input accuracy achieved by Skinput. Worn
above the elbow, the sensor can distinguish six touch zones
on the user’s forearm featuring a touch detection of true
positives by 88,8%.

2.2.3 WUW - Wear Ur World: Mistry et al., 2009

Mistry et al|[2009] investigated gaining instant access to
information, for example about (everyday) objects and

products, regardless of location and time. Heretofore
existing systems — the authors argue — are neither instant
nor is the information directly related to the product with
the locus of attention concentrated on external devices/dis-
plays, such as a smartphone, for obtaining information.
A sample scenario could be a client in an electronics shop
looking for user ratings for a particular vacuum cleaner he
is interested in buying. Therefore, he pulls out his iPhone
and searches for the ratings on the internet.

WUW (Wear Ur World) bridges the local and logical
gap between object and information display using a cam-
era and projector prototype attached to a cap the user is
supposed to wear on his head, as depicted in Figure
By visually tracking fiducials that have to be put on the
object of interest, the system can both detect and track the
object the user is looking at while the projector displays
the product information directly onto the artifact. Using
finger markers, the user can also interact with the projected
interface through multi-touch gestures, such as zooming
and panning. Besides, WUW features freehand gestures,
such as forming a frame with forefinger and thumb (cf.
Figure for telling the web camera to take pictures. In
addition, iconic gestures such as drawing the “@”-sign for
launching an email application, are understood.
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Figure 2.5: A user wearing the WUW prototype on his
head. A projector projects a virtual user interface onto any
surface. The camera tracks the movement of color markers
for interpreting freehand gestures.

Recalling the example about the client, imagine he were
using WUW, he would simply look at the vacuum cleaner
and the projector would immediately display related
information on this product, such as user ratings collected
form the internet. The man could simply touch on the
virtual “Show Ratings”-button which would present a list
with the corresponding results. Hence, the product and its
information are directly linked: The product itself becomes
the interactive information display.

Thus, WUW enables passive objects to become inter-
active ones. The benefit of WUW is its way of linking
visual information instantly to the object concerned
through on-surface projection and interaction. Both Co-
Optjects and WUW have in common that they turn passive
(everyday) objects into interactive gadgets for the user.
Yet, there are significant differences between both research
projects which are as follows:

m WUW is rather an information display for objects, re-
gardless of surface shape or texture. Co-Optjects,

As an example,
WUW can be used to
obtain user ratings
for a product.

WUW turns passive
objects into
interactive interfaces.
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Cloth Displays is a
flexible piece of cloth
that turns any object
into an interactive
surface.

Technically, Cloth
Displays requires a
fiducial tracking
system.

A physics engine is
used to closely
approximate the
physical behavior of
cloth.

however, use objects as controllers. There is no infor-
mation to be displayed on a Co-Optject.

m Co-Optjects strongly focus on physical affordances
of an object, being a tactile controller for indirect
manipulation targeted at enabling eyes-free interac-
tion. WUW does not exploit haptics of the object at
all but makes use of direct manipulation and freehand
gestures. As information is visualized, eyes-free in-
teraction is not regarded.

2.2.4 Cloth Displays: Lepinski and Vertegaal, 2011

Unlike traditional user interfaces which are dedicatedly
designed for rigid surfaces, such as liquid crystal displays,
Cloth Displays developed by [Lepinski and Vertegaal
[2011] is a flexible and lightweight approach bringing user
interfaces to any object surface. By draping an object with
this interactive piece of cloth, a tight coupling between
object and interface is established, as the interface follows
the organic object shape, as demonstrated in Figure
With this metaphor, “affordances provided by the object’s
shape become part of the available interaction vocabulary”
[Lepinski and Vertegaal, 2011]. Cloth is a material well
know by humans as is how it can be manipulated: It can
be folded, stretched, and it adopts dynamically the shape
underneath it.

For making cloth interactive, a tracking system similar to
the [Vicon Motion Capture Systenﬂ is used to track the
fiducials fixed to the cloth and a user’s fingers. Using a
ceiling-mounted projector, the cloth also serves as projec-
tion surface for visual interfaces (cf. Figure[2.6).

On the software side, the researchers implemented a
physics engine which calculates a surface model that
closely approximates the physical behavior of the cloth
to be consistent with the real world counterpart: “this
model deforms naturally, can fold over itself, and can be
stretched, returning to its original shape once released.”.

Zwww.vicon.com
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Figure 2.6: The Cloth Displays prototype. As soon as the
piece of cloth drapes an object, it adopts the artifact shape
and provides a touch-sensitive GUL

Basically, Cloth Displays follows three major design
principles:

1. Metaphorical Compliance with cloth through the
physics engine

2. Input Equals Output by making the projected inter-
faces on the cloth touch-sensitive

3. Form Follows Function as the cloth adopts to the un-
derlying object shape

In accordance with these principles, the user can drape
objects, stretch, squeeze, pinch and peel, touch, and hover
above the augmented piece of cloth.

The benefit of Cloth Displays is to instantly turn any
surface into an interactive display adopting the surface
shape. Besides, Cloth Displays is a stand-alone controller
for remote interfaces via typical cloth manipulation, such

As regards
manipulation, Cloth
Displays features
stretching and
folding.
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OnObject lets users
link
acceleration-based
gestures to physical
objects.

OnObject consists of
an RFID reader, an
accelerometer, a
microphone, and a
speaker.

as stretching and folding. Reflecting the goals of the work
presented in this thesis and Cloth Displays, both exploit
(everyday) object shapes for interaction. The differences
are identified as follows:

m The design principle input equals output manifests —
similar to WUW - direct manipulation, using the ob-
ject as touch-sensitive interface. Co-Optjects, on the
contrary, are indirect haptic controllers, keeping the
locus of attention at the device to be controlled.

m Finally, Co-Optjects target more intensively at hap-
tic properties compared to Cloth Displays, as draped
cloth eliminates surface-specific tactile properties.

2.2.5 OnObject: Chung et al., 2010

With OnObject, Chung et al. [2010] have taken a different
approach regarding the appropriation of everyday ob-
jects, since they combine acceleration-based gestures with
audible output linked to objects. Visual output, such as
on-surface projection, is not addressed in this work. The
major goal of OnObject is “to provide a way for novice end
users to rapidly transform physical interfaces to gesture
interfaces to their liking in the very context of use, without
a lengthy development process.” [Chung et al.,|[2010].

Technically, OnObject consists of a portable RFID (Ra-
dio Frequency Identification) reader with an integrated
microphone and speaker, as shown in Figure Besides,
the gadget can both capture and recognize gestures based
on acceleration, such as shaking, swinging thrusting,
tilting, and applying circular motion. For in-situ pro-
gramming, the user simply holds the reader in her hand
and grabs an object. Its RFID tag is immediately read.
Then the reader captures the gesture the user applies on
the object. Pushing the button on the gadget records the
users voice which is then linked to the tag and the gesture
applied before. Whenever the object is grabbed and the
same gesture is executed again, the voice is played back.
Hence, OnObject gives non-computer experts access to end
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user programming on any physical object for making it
sensitive to gestures of movement.

RFID tag

Attached to objects

Figure 2.7: End user programming with OnObject. The
user puts an RFID tag to the object (“P”) to be programmed
and executes an acceleration-based gesture while holding
the reader. It reads the tag, captures the gesture, and
records the user’s voice.

One field of application for OnObject is e-learning. Users
could program words on objects for learning a foreign lan-
guage. By shaking the object, the RFID reader would tell
how the word representing that object is to be pronounced
correctly.

The clear benefit of OnObject is thus the instant and
easy linking of gestures and sound to objects. What both
research projects, i.e., Co-Optjects and OnObject, have in
common is the fact, that gestures can be applied on objects.
Ultimately, both projects are very different:

®m OnObject focuses on end-user programming. Co-
Optject does not as it uses predefined gestures, as ex-
perienced in a WOZ study.

m Furthermore, Co-Optjects strongly concentrates on
haptic properties of everyday objects for turning
them into haptic interactive controllers. OnObject
does not exploit the haptics of an object, as it recog-
nizes acceleration-based gestures only.

OnObject is used for
e-learning.

OnObiject features
end user
programming without
requiring computer
expertise.
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DisplayObjects
reduces the process
of time-consuming
physical prototyping.

The user can drag
virtual Ul widgets to
the physical
prototype by touch.

DisplayObjects
requires the user’s
fingers and the
prototype to be
equipped with
spherical markers.

m Principally, Co-Optjects are controllers that can be
linked to any application. Objects programmed with
OnObject are only linked to sound output so far, thus
resembling an audible information display.

2.2.6 DisplayObjects: Akaoka et al., 2010

In the field of prototyping, quickly changing the visual
appearance of a mockup as well as adding interactive func-
tionality is challenging, as it is often “difficult to smoothly
integrate hardware controls like buttons or dials into a
product’s display at this [i.e., an early] stage.” [Akaoka
et al.,2010]. In order to reduce the time-consuming process
of physical prototyping, Akaoka et al. developed Display-
Objects which lets the designer augment passive mockups
or objects with on-surface projected visual styles and user
interface widgets.

Similarly to a painter, the prototype designer holds a
physical palette with projected Ul widgets that can be
added to the mockup by simultaneously touching the
virtual widget and the physical prototype. This end user
programming for non-experts paired with the creation of
seamless interactive surfaces for existing prototypes gener-
ates the basic design requirements for DisplayObjects.

In terms of system implementation, the research team
used a Vicon tracking system: The prototype, the palette,
and the user’s fingers must be fitted with spherical mark-
ers. Projectors are used as virtual display for the objects
and the palette. Both must be spray-painted with reflective
paint; otherwise, the projection would not be clearly
visible. The DisplayObject framework matches the marker
data received by the Vicon with a stored 3D model of the
object. This way, the projection of the UI is synchronized
with its target even when the object is moved spatially or
rotated. The hardware setup is sketched in Figure

Figure [2.9) demonstrates the ad-hoc programming process
of a virtual keyboard on a naked styrofoam block turning
it into a mobile phone prototype. The projector projects
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Figure 2.8: Hardware setup for DisplayObjects. The room
needs to be equipped with multiple projectors and tracking
cameras in order to track physical models and the interac-
tion palette used as projection space for virtual UI widgets.

various Ul widgets onto the paper tablet, which the user
can tap with her finger by simultaneously tapping with
the other hand on the target surface. This causes the Ul
element to be projected on the object. Finer adjustment is
achieved through multi-touch gestures, such as pinch-to-
zoom for resizing the virtual keyboard. Interactive scripts
that react to single touch events on the mockup can be
added but require programming expertise and a computer.
So, basically, the prior intention behind DisplayObjects is
to simplify and accelerate the process of visual redesign of
the object surface of a mockup. In terms of appropriation of
everyday objects, DisplayObjects was tested with students
who created an interactive calculator interface projected on
the backside of a credit card for transferring payments, as

shown in Figure

The benefit of DisplayObjects is its easy-to-use graphical
end user programming interface that allows non-computer
experts to decorate mockups or everyday objects with
a virtual user interface within minutes (physical object
preparation with markers and spray paint being ignored).
In comparison to Co-Optjects, both systems target at ex-

Adding visual style to
passive objects
requires no
programming
expertise.
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Figure 2.9: Palette with interaction styles (left) and physical mockup with a virtual
interface (right). The user touches an UI widget on the palette and drags it to the
naked prototype for adding the widget to it.

ploiting (everyday) objects for adding interactive behavior.
The differences are as follows:

DisplayObjects is targeted at prototyping and the
augmentation of the look of device prototypes. Inter-
action is a minor field of interest and only works for
single touch gestures. Co-Optjects are not concerned
with visual object style and target at interaction
through planar rotation, movement and pressure-
sensitive touch on objects, making them instant con-
trollers.

Co-Optjects preserve and exploit physical affor-
dances of an object. DisplayObjects alters the af-
fordances with spherical markers and spray paint,
which could change the tactile surface texture.

Furthermore, DisplayObjects projects the UI directly
onto the object, unlike Co-Optjects which make use of
indirect manipulation.

In addition, DisplayObjects addresses easy-to-use
end user programming which is not used in the Co-
Optjects prototype since pre-defined gestures are be-
ing tested.



2.2 Related Research Projects 39

L

It
fH }E%nk
Mt P E
U 2noyop

Figure 2.10: An augmented credit card (left: front side, right: back side). Display-
Objects has been used to add a graphical user interface (back side) for being able to
transfer payments directly.

m Finally, Co-Optjects support the idea of spontaneous
and natural interaction with everyday objects to
larger extent than DisplayObjects does. The latter
requires time-consuming setup and calibration of a
tracking system, as well as object preparation such
as spray painting (which is appropriate in the field
of prototyping). Yet, interaction is unnatural as it re-
quires the user to wear a trackable ring, unlike Co-
Optjects.

2.2.7 SketchSpace: Holman and Benko, 2011

Similar to |Akaoka et al. [2010]], [Holman and Benko| [2011]
argue that — in the field of prototyping — adding interactive

behavior by embedding physical sensors in a mockup is a Designers consider
complex and time-consuming process. Testing for the best physical prototyping
suitable sensor requires it to be physically embedded in the a time-consuming
mockup without altering the shape. Often, ideas are not process.

even tested as designers fear putting too much effort into a
physical prototype which may be rejected later anywayﬂ

3e.g., due to interaction flaws detected in a user test
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SketchSpace
features rapid
prototyping by
replacing physical
sensors with virtual
ones.

SketchSpace uses a
combination of
projector and depth
camera for projecting
information onto
physical objects and
for recognizing
gestures.

SketchSpace
enables designers to
explore new input
modalities for
existing input
devices.

Using SketchSpace, the process of sketching which is dis-
tinguished from prototyping by its intentional roughness
[Buxton, 2007], can be dramatically simplified and accel-
erated. Instead of embedding physical sensors, a designer
can rapidly equip a prototype or object with virtual sensors
that imitate the physical equivalents, allowing the mockup
to detect touch, grasp, spatial position, rotation, proximity
of objects to each other, and deformation. This simplifies
the testing of a plentitude of interaction variants without
changing the mockup physics.

Technically, SketchSpace is based on LightSpace developed
by Wilson and Benko| [2010]. A projector and a depth
camera are mounted above the designer’s workspace, as
visualized in Figure The depth camera is responsible
for object tracking and for virtualizing the mentioned
sensors, whereas the projector adds visual feedback to
the passive object. With the aid of a software panel, the
user can map the virtual sensors which are responsible
for communicating physical state changes of the artifact
to the system. For example, the designer can equip her
artifact with a virtual button by determining its size and
position on the object. This button can then be linked to
any mouse or keyboard event for communicating with
desktop applications. Whenever the virtual button is
touched, the linked event is fired. Multi-touch gestures
are not supported as these would interfere with grasp
detection. Similar to the button, any virtual sensor can be
added to the object of choice and linked with any event.
As an example, using SketchSpace, a designer can test the
interaction of bending the corner of a sheet of paper for
navigation to the previously visited web browser page, as
investigated in Holman et al.|[2005].

The benefit of SketchSpace is its great flexibility in rapidly
adding various virtual sensors to any object or material
in order to test new input modalities for existing passive
prototypes or devices, such as a tilt-enabled mouse (cf.
Figure 2.12). Both SketchSpace and Co-Optjects have
in common that objects can be turned into interactive
controllers. The differences between both research projects
are the following:
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Figure 2.11: The SketchSpace hardware setup. A projector
and a depth camera (Kinect) are mounted above the user’s
workspace. The projector projects visual information onto
artifacts, whereas the depth camera interprets object mani-
pulation.

m Intentionally, SketchSpace targets at sketching and
rapid prototyping for new or existing input de-
vices. Using virtual sensors disregards physical af-
fordances, since implementing real sensors may alter
weight, size and surface structure. Co-Optjects ac-
cept the physical design as given and exploit the af-
fordances

m Furthermore, Co-Optjects are not solely targeted at
desktop applications. Everyday tasks and inter-
faces, apart from the working environment, such
as regulating ceiling light, are also regarded, unlike
SketchSpace.

m From a technical point of view, SketchSpace offers
a richer gesture repertoire compared to Co-Optjects.
Yet, SketchSpace is limited in (a) the number of ob-
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Figure 2.12: A tilt-enabled computer mouse. Using SketchSpace, a virtual tilt sen-
sor has been added to an ordinary computer mouse, such that the mouse can be
tilted in order to fire an event.

People arrange
everyday objects
spatially on their
desk when arriving at
work.

jects that can be simultaneously usedﬁ and (b) touch-
and pressure detection. SketchSpace only supports
general object deformation but does not recognize de-
formation at distinct regions on the object surface.
The Co-Optjects prototype is capable of sensing dif-
ferent push states through pressure intensity, for ex-
ample for a stapler that has two different push levels
(cf. f|—{Testing Everyday Object Interaction with an|
[Interactive Prototype/[’).

2.2.8 iCon: Cheng et al., 2010

Setting their sights at enhancing desktop work productiv-
ity, Cheng et al. [2010] investigated using everyday objects
people have at their office as instant controllers for quickly
controlling background tasks. Having learned that people
use their spatial memory for arranging similar objects at
hand’s reach on their desk when arriving at the office, the
authors concluded that these objects are suitable to be used
as auxiliary tabletop input devices in work environments.

*SketchSpace allows to manipulate two objects at the same time at
maximum.
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Inspired by these results, Cheng et al. implemented iCon,
a system that allows ad-hoc transformation of personal
everyday objects into controllers for desktop applications.
Two prototypes were developed which use standard web
cameras for tracking paper fiducials put on the every-
day object. With the aid of the reacTIVision framework
developed by Kaltenbrunner| [2009], iCon can recognize
binary gestures such as patting an object or lifting it up
and down and consecutive input such as planar rotation
and movement applied on an everyday object. Regarding
the first prototype, the camera is positioned above the
user’s desk, having a bird’s eye view on the objects put in
the workspace in order to detect tapping on objects with
a closed top surface. For detecting the lift-up-and-down
gesture applied to an artifact with an open top surface,
such as a cup, the second prototype uses a camera mounted
beneath the desk. However, for this to function, the table
surface has to be transparent, similar to DSI- (Diffused Sur-
face Illumination) [[Akechi et al., 2011]] or FTIR- (Frustrated
Total Internal Reflection) [Han, 2005] based multi-touch
tables just without IR-LEDs, as the fiducials are placed
underneath the object.

In-situ linking of objects with gestures and executed
actions is done via the iCon user interface (cf. Figure 2.13).
The user puts a fiducial sticker on an object and puts it
in the camera periphery. It appears immediately in the
iCon programming interface where the user can link it to
predefined actions of different applications via drag and
drop.

In order to distinguish between normal object usage and
intended appropriation as desktop controller, iCon uses a
time-to-live mechanism. A click, for instance, is mimicked
by lifting an object up and down again. If the user puts the
object down within a short period of time, the click is fired.
In other cases, e.g., whilst drinking which means, that the
user holds the cup for a longer timer, the event is cancelled.

The enhancement of work productivity using iCon as
controllers has been confirmed by a quantitative study.
On average, testers significantly eliminated 6.67% of
interruption time while working on a document, as they
transferred the control of typical tasks, such as altering the

iCon uses
paper-based fiducials
put on the objects for
gesture detection.

Passive everyday
objects are linked to
desktop application
commands via drag
and drop.

iCon distinguishes
appropriation from
normal object usage
based on a
time-to-live
mechanism.



44

2 Related Work

Figure 2.13: The iCon end user programming interface. As soon as an iCon is
detected in the workspace, its virtual counterpart appears on the screen (red icon).
Using a computer mouse, the user can bind the physical widget to an application
command via drag and drop.

iCon significantly
enhances work
productivity.

music volume, to everyday objects, such that they did not
need to toggle focus between word processing application
and music player application. In a subsequent qualitative
study testers stated, that everyday objects are useful
controllers for low precise input with low engagement and
medium-high frequency of usage, partially without having
to look at the object while appropriating it.

The main benefit of iCon is, that it allows users to
program everyday objects to their needs which saves them
focus switching time between different main and minor
desktop applications in use. Both Co-Optjects and iCon
target at using everyday objects as controllers for indirect
manipulation of user interfaces. Yet, there are differences:

m Co-Optjects address spontaneity in a stronger sense
by making use of predefined application-object map-
pings. In contrast, iCon features a higher flexibility as
the user can freely bind objects to applications. Yet,
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this system is dependent on a dedicated transparent
table.

m iCon does not regard deformable object properties
and therefore looses important haptic features of ev-
eryday objects. A click imitated by a lift-up-and-
down gesture which was rarely observed in our WOZ
study (cf. @f—"Wizard of Oz Study: Interaction Pat
[terns for Instant User Interfaces|’) is less natural than
a push gesture. The latter is ideally supported by Co-
Optjects, since deformable object properties are ex-
ploited.

m Unlike iCon, Co-Optjects also investigate the usage of
everyday objects as controllers in leisure scenarios.

2.3 A Futuristic Perspective on Everyday
Object Interaction

The following work also attributes to the appropriation of
everyday objects by turning them into interactive devices.
Although it is still a work in progress, it is not of minor
interest.

2.3.1 Invoked Computing: Zerroug et al., 2011

Invoked Computing is a current work in progress de-
veloped by |Zerroug et al|[2011]. The vision behind this
concept is to automatically recognize the suggested affor-
dances of a passive object and to temporarily transform it
into the desired interactive object based on multi-modal
AR (Augmented Reality). In doing so, an everyday object
is enhanced with both audible and visual effects. For this
to function, the researchers are working on an in-room
AR system which consists of a projector combined with
parametric speakers. These speakers create the effect
of spatial sound, as if it were coming directly from the
object the user is about to transform. Both speakers and
projector are mounted on the ceiling beneath a motor so

Invoked Computing
turns any passive
object into an
interactive device
through multi-modal
augmented reality.
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2 Related Work

Zerroug et al.
developed a software
kit that can transform
a pizza box into a
laptop and a banana
into a phone.

The researchers are
planning to
implement an
intelligent affordance
detection system.

Parametric
Speaker

Camera

Projector

Pan & Tilt
rotation

Steering Base
(eg: servomotors)

Figure 2.14: The Invoked Computing hardware proto-
type. A camera, a projector and a parametric speaker are
mounted on a steering base which is used for panning and
tilt rotation of the prototype. The steering base is mounted
on the ceiling of a room. This way, the prototype can aug-
ment any object in the room.

that any object in the room can be turned instantly into an
interactive device. Figure2.14shows the conceptual setup.

Although Invoked Computing is still a concept to be
realized, the research team developed an early software
framework that is capable of automatically transforming
a restricted set of objects. As an example, the system can
identify a pizza box. When it is opened, a virtual keyboard
is projected onto the bottom of the box. Besides, a virtual
screen is displayed on the inner side of the lid, so that the
box imitates a laptop computer. A second example is a ba-
nana that is transformed into a handset through parametric
speakers when a user holds the fruit close to mouth and ear.

In a future implementation, the research team plans
to integrate a completely automatic and intelligent affor-
dance detection system that anticipates how an object is
interpreted by the user for appropriation.
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Contrasting the concept of Invoked Computing with
the work presented in this thesis, both have a different
view on the usage of objects. Whereas Co-Optjects target at
using everyday objects as haptic controllers for operating
any device, Invoked Computing transforms the object itself
into a device. Therefore, it not only exploits the haptics of
an object, but also adds visual and audible feedback with
direct manipulation.

2.4 Related Work at a Glance

Table and Table present all research projects dis-
cussed in this chapter at a glance. They are analyzed
regarding prior destination, key feature, type of manipu-
lation, supported types of gesture, exploitation of physical
affordances, intensity of object preparation, and technology
used.
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