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Abstract

Research into the collaborative usage of Augmented Reality (AR) has been an ongo-
ing topic over the last decades. Modern hand-held systems, such as smartphones,
allow the user an augmented view of the real-world, changing the way we interact
with virtual information. It is essential for two or more people who are working to-
gether to have constant knowledge about what the other person(s) is/are working
on or referring to. In everyday communication, we often achieve this by pointing
at objects, persons, animals etc., such that another person can be sure what we are
referring to. In handheld AR however, this simple method of specifying something
is often difficult to understand, due to the different viewports each user has, that
create issues where certain objects might be occluded or not in the current field of
view (FoV) for some users. Additionally, depth perception makes it hard to accu-
rately point at something, therefore a ray cast approach is often chosen to alleviate
this issue, but this makes it harder to follow the pointing again.

To investigate how we can help a spectator understand such ray cast pointing oper-
ations with the ARPen, a bimanual system using a trackable pen and a smartphone,
we developed four different visualization techniques based on the research with
similar systems. These four techniques were a simple highlighting (Baseline), the
representation of the ray cast (Ray), giving the scene a see-through look by decreas-
ing the opacity of currently not pointed at objects (Opacity) and a picture-in-picture
(PiP) live video stream showing the perspective as seen from the presenter’s device
(Video).

The conducted user study, that evaluated and compared these methods in different
user to user positions over two linked tasks, recognizing pointed at objects and
then relocating them, revealed that the simple highlighting already offers a good
visual representation that can easily be understood by the spectator. However, they
preferred having the chance to additionally add the ray visualization or use the
opacity mode if they needed them specifically or if they felt generally helpful to
them. The perspective switch via the video had a generally negative impact on the
performance in the tasks and was also disliked the most, which also showed in its
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low amount of usage. Our findings provide a starting point for research into the
collaborative possibilities the ARPen has to offer.
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Überblick

Wie man Augmented Reality (AR) in gemeinsamen Tätigkeiten nutzen kann ist
ein fortlaufendes Forschungsthema in den letzten Jahrzehnten. Moderne Hand-
held Systeme, wie z.b. Smartphones, erlauben es dem Nutzer eine augmentierte
Sicht auf die reale Welt zu haben und verändern somit die Art der Interaktion
mit virtuellen Informationen. Es ist essentiell für zwei oder mehr Personen die
zusammenarbeiten zu jedem Zeitpunkte zu wissen, was die andere(n) Person(en)
gerade macht/machen oder auf was sie sich bezieht/beziehen. In täglicher Kom-
munikation erreichen wir dies oft, indem wir auf Objekte, Personen, Tiere etc.
zeigen, damit eine weitere Person sich sicher seien kann auf was wir verweisen. In
Handheld AR ist diese einfache Methode etwas zu spezifizieren allerdings häufig
schwer zu verstehen, da jeder Nutzer sein eigenes Sichtfenster hat, was zu Proble-
men führen kann, da bestimmte Objekte für einzelne Nutzer verdeckt sein können
oder sie sich nicht im aktuellen Sichtfeld befinden können. Zudem macht es die
Tiefenwahrnehmung schwierig mit hoher Genauigkeit auf etwas zu zeigen, we-
shalb häufig eine raycasting Herangehensweise gewählt wird um diesem Problem
entgegenzuwirken, allerdings macht diese Herangehensweise es wieder schwerer
der Geste zu folgen.

Um zu untersuchen wie man einem Zuschauer helfen kann solche raycasting
Zuweisungen mit dem ARPen, einem zweihändigem System bestehend aus einem
verfolgbarem Stift und einem Smartphone, zu verstehen, haben wir vier ver-
schiedene Visualisierungen, basierend auf Forschungen mit ähnlichen Systemen,
entwickelt. Diese vier Techniken waren ein einfaches hervorheben (Grundlinie), die
Repräsentation des Raycasts (Strahl), die Möglichkeit der Szene ein transparentes
Aussehen zu geben indem die Opazität aller Objekte auf die nicht gezeigt wird re-
duziert wird (Opazität) und einer Bild in Bild (BiB) live Videoübertragung, welches
die Perspektive aus Sicht von dem Gerät des Präsentators zeigt (Video).

Die durchgeführte Nutzerstudie, in der diese verschiedenen Methoden in unter-
schiedlichen Nutzer zu Nutzer Positionen mittels zwei miteinander verbundenen
Aufgaben, die gezeigten Objekte erkennen und sie danach wiederfinden, evaluiert
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und verglichen wurden haben gezeigt, dass das einfache Hervorheben bereits eine
gute Visualisierung bietet, welche einfach von einem Zuschauer verstanden wer-
den kann. Allerdings wurde die Möglichkeit sich zusätzlich den Strahl anzeigen zu
lassen oder der Opazitätsmodus bevorzugt, entweder wenn sie explizit gebraucht
wurden oder wenn sie im allgemeinen als hilfreich betrachtet wurden. Der Per-
spektivenwechsel mittels des Videos hatte generell einen negativen Einfluss auf
die Leistungen in den Aufgaben und war am unbeliebtesten, was sich auch in der
geringen Verwendung von dieser Methode zeigt. Unsere Ergebnisse stellen einen
Startpunkt für die Forschung in die kollaborativen Möglichkeiten die der ARPen
bietet dar.
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Conventions

Throughout this thesis we use the following conventions:

• The whole thesis is written in American English.

• The first person is written in plural form.

• Unidentified third persons are described in male
form.

Definitions of technical terms or short excursus are set off
in colored boxes.

EXCURSUS:
Excursus are detailed discussions of a particular point in
a book, usually in an appendix, or digressions in a writ-
ten text.

Definition:
Excursus

Conditions in the user study and other important words are
written in italic-style text.

myCondition or myImportantWord

Source code and implementation symbols are written in
typewriter-style text.

myClass
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Chapter 1

Introduction

The beginnings of research into Virtual Reality (VR) and Research into AR
and VR started back
in the late 1960s

Augmented Reality (AR) date back nearly 55 years into
the late 1960s, when Sutherland [1968] developed the first
prototype of a Head-mounted display (HMD), giving the
world an initial glimpse into the possibilities that VR and
AR would offer in the future. While research continued
over the following decades, with improvements in a lot of
different areas as well as the introduction of new systems,
like the CAVE [Cruz-Neira et al., 1992], it took until 2008 for
the first commercial use of AR to occur. The Bayerische Mo-
toren Werke (BMW) released a virtual 3D-Model alongside
their new campaign for the latest Mini Cabrio [BMW, De-
cember 1st, 2008]. However, over the last few years VR and
AR had a rapid increase in popularity, caused by systems
like the HTC Vive1 and games, such as Pokémon GO2, as
they got more affordable for the consumers market. A sim-
ilar increase also applies to the professional sector, where
the possibilities of AR are getting explored more often, e.g.,
Live BIM models3 or Lenovo’s latest plans for the future of
the Metaverse presented in their Tech World [Lenovo, Oc-
tober 18th, 2022].

1https://www.vive.com/de/
2https://www.pokemon.com/de/app/pokemon-go/
3https://www.linkedin.com/posts/michaelwilliams1984 bim-

collaboration-consultants-activity-6971067023149727744-8DXi

https://www.vive.com/de/
https://www.pokemon.com/de/app/pokemon-go/
https://www.linkedin.com/posts/michaelwilliams1984_bim-collaboration-consultants-activity-6971067023149727744-8DXi
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VR and AR both allow the user to interact with virtual ob-VR immerses the
user, while AR only

overlays virtual data
jects. VR does this by fully emerging the user in the ex-
perience, whereas AR places the virtual content on top of
the real-world. AR therefore creates a ”middle ground” be-
tween VR and telepresence (completely in the real-world)
[Azuma, 1997]. Azuma further defined AR as systems that
follow three key characteristics:

1. Combines real and virtual.

2. Interactive in real time.

3. Registered in 3D.

This makes VR and AR systems appealing for research on
collaboration, as they offer the possibility for remote inter-
action, while also potentially enhancing co-located collabo-
rative work. In both cases this happens by supplementing
the scene with additional information, giving the users a
higher chance to establish a common ground of knowledge
needed to work together or other additional information
that enhance the experience or work.

The research on how to use AR in a collaborative environ-Research on remote
collaboration has
been intensively

explored

ment has been an ongoing topic. However, most of it fo-
cuses on remote collaboration, where an expert guides a
layman through a problem solving or learning process. The
collaborative guiding process has been done through a va-
riety of techniques, e.g., showing the local worker a point-
cloud representation of the remote user’s hands [Gao et al.,
2016], using a virtual laser-pointer [Hoppe et al., 2018] or
using other forms of spatial annotations [Thoravi Kumar-
avel et al., 2019] and [Ludwig et al., 2021], to refer to and
point at different objects.

While there has been a large amount of research conductedLack of research on
co-located scenarios in the remote setting, there exists a distinct lack of research

that focuses on co-located collaboration, meaning that users
share the same physical space. In the remote setting HMDs,
e.g., the Microsoft HoloLens4 are the preferred choice, how-
ever for co-located AR, hand-held devices, such as mod-

4https://www.microsoft.com/de-de/hololens

https://www.microsoft.com/de-de/hololens
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ern smartphones, offer a ”minimally intrusive, socially ac-
ceptable, readily available and highly mobile” [Zhou et al.,
2008] way to display and interact with AR content, mak-
ing them an accessible alternative to HMDs. However, this
means that every user has their own unique view at the
content, as opposed to only seeing what the local worker
is seeing in the remote setting. Since every person uses Deictic gestures are

even more important
when being
co-located

their own device, each user has their own unique view and
unique position inside the scene and towards other users.
This amplifies problems, like the occlusion of certain ob-
jects by others, which can lead to issues regarding ”refer-
ential awareness”, where a set of objects is only visible to
specific, but not all, users at any given time (section 2.2. in
[Argelaguet et al., 2011]) and can cause people to tend to
position themselves in a way, such that their view matches
that of others [Poretski et al., 2021]. This makes collabora-
tion difficult, as the establishment of a common ground of
knowledge becomes complicated, which is why deictic ges-
tures are even more important when working in co-located
handheld AR.

In everyday communication we often use pointing, or deic- Deictic gestures are
an everyday
communication tool

tic gestures as they are more commonly referred to in liter-
ature, as means to specify objects that are part of a conver-
sation or to shift the focus of a listener to enhance or even
enable collaboration in the first place.

DEICTIC GESTURES:
Deictic gestures are generally understood as ‘pointing
gestures’ that indicate real, implied or imaginary per-
sons, objects, directions, etc., and are strongly related
to their environment or ‘gesture space’, including their
point of origin (origo) and occur with or without talk. -
[Price and Jaworski, 2012]

Definition:
Deictic gestures

In a remote scenario, there has to be a way to convey a ges-
ture over to a local worker and when looking at virtual ob-
jects, perspective and especially depth perception can be an
issue [Kruijff et al., 2010]. While these issues can be worked
on by both parties in the remote setting, e.g., the expert
instructing the local worker to shift his head to adjust the
camera feed, in a co-located handheld scenario, where ev-
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ery person has their own non-shared field of view (FoV), it
is harder to do so, since we cannot see what another per-
son is exactly viewing. This makes it even more difficult
to perceive and convey deictic gestures, as they might not
be visible to all users, due to their individual perspectives.
A common solution to alleviate perspective and depth per-
ception problems is the use of the ray cast method. Instead
of using the physical hands to perform the pointing, a ray is
send out from a device, e.g., a controller, to highlight objects
it intersects with. This method has proven to be a reliable
and preferred method with regards to pointing or selection
operations and tasks ([Hartmann and Vogel, 2018], [Mifsud
et al., 2022] and [Wacker et al., 2019]).

1.1 ARPen

Wacker et al. [2019] developed a bimanual system, consist-The ARPen system
allows for hand-held

mid-air sketching and
manipulation

ing of a smartphone and a trackable pen, which is the cor-
nerstone of this thesis. The system allows users to sketch
3D-objects in mid-air and to manipulate other virtual ob-
jects with the pen. Wacker et al. also already investigated
different selection techniques with the ARPen5, therefore
we felt that the pen could be used in a collaborative setting
as a pointing device and maybe as a tool for simultaneous
collaborative sketching in the future. In the chapter 2 “Re-
lated Work” we take a closer look at how the ARPen works
and what the results of the selection techniques study were
in detail.

1.2 Outline

The goal of this thesis is to compare different visualization
techniques for pointing operations using the ARPen in a
co-located collaborative environment, where one user per-
forms the pointing with the ARPen and another user has
to recognize and relocate the pointed at objects, showing
that he in fact understood the pointing. This allows us to

5https://github.com/i10/ARPen

https://github.com/i10/ARPen
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establish some guidelines for the future use of the ARPen
in a collaborative work environment, where pointing op-
erations will play an important role to be able to perform
and excel in collaborative tasks. First, we look at a pro-
cess called ”grounding”, why pointing is relevant for that
”grounding” and why it is an important part of being able
to collaborate together. After that, we begin looking at the
related work done in the remote and the co-located setting.
Next, we take a short digression explaining how the ARPen
works, what it’s current functions are and the results ob-
tained from prior studies on and with it. After that, we
discuss how we arrived at the different visualization tech-
niques researched in this thesis and how we expanded the
ARPen app to support a shared AR session, highlighting
certain problems we encountered along the way and how
they were eventually solved. We then compare the different
visualization techniques against each other in a user study,
whose setup, procedure and results are presented. These
results are used to give recommendations on how to pro-
ceed with the use of the ARPen in a co-located collabora-
tive environment and what techniques can enable and fa-
cilitate the understanding of pointing operations allowing
for a faster, better and less stressful establishment of com-
mon knowledge about a shared AR scene. A summary and
suggestions for future work finalize this thesis.
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Chapter 2

Related Work

“It takes two people working together to play a
duet, shake hands, play chess, waltz, teach or make

love. To succeed, the two of them have to coordinate
both the content and the process of what they are

doing.”

—Herbert H. Clark and Susan E. Brennan in
”Grounding in communication” published in the
book ”Perspectives on socially shared cognition”

2.1 Overview

We start, by giving a short introduction on why a com-
mon ground of knowledge is important for collaboration
and how it is normally established in everyday commu-
nication. Following this, we look at some of the research
done on collaborating in a remote environment, as it still
gives good indication what techniques can be viable and
why they might have failed in the past. We look at how
pointing operations are conveyed from a remote expert to a
local worker and why view independence is desired by the
remote expert. After that, we look at studies that focused on
co-located collaboration. More specifically, we look at four
different papers, two using HMDs and two using hand-
held AR, to see what they discovered about collaboration
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while being co-located. Next, we discuss one more paper
on co-located collaboration, that compared a physical to an
AR approach, showing key differences when it came to the
position of users towards each other. After that, we look
at how the ARPen works, what it’s current functionalities
are and what previous studies using it have shown so far.
Finally, by summarizing what we have learned from the re-
lated work, we create the bridge to the main part of this
thesis.

2.2 Grounding in Communication

Clark and Brennan [1991] argued, that in order to coor-Establishing a
common ground is

vital for collaboration
dinate on content two people need a common ground to
work on. They described this common ground as ”mutual
knowledge, mutual beliefs and mutual assumptions” and
in order to coordinate on a process, this common ground
had to be updated moment by moment. Within their work,
they also looked at ”Grounding References” [Clark and
Brennan, 1991] and they explained that often ”conversa-
tions focus on objects and their identities” and that it is cru-
cial, that people are able identify those objects fast and cor-
rect. They further explained, that those kind conversations
often arise when an ”expert is teaching a novice” and that
the ”purpose of interest” is to establish a common ground,
in which the addressees are able to correctly identify a ref-
erent. One of the common techniques Clark and Brennan
[1991] described are ”indicative gestures”, that give posi-
tive evidence that an object has been identified by ”point-
ing, looking or touching” it. However, these gesture of
course can also be used the other way, where the speaker
uses them to further specify something. They concluded,
that the process of grounding, i.e., establishing a common
ground of knowledge, is essential with regards to commu-
nication and therefore collaboration and that the techniques
used to help with the process of grounding may vary from
medium to medium.
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Figure 2.1: Augmented view seen from the workers per-
spective ([Huang and Alem, 2011]).

2.3 Remote Collaboration

2.3.1 Hand Gestures in Mobile Remote Collabora-
tion

Huang and Alem [2011] developed a system, that supports Hand gestures in
mobile remote
collaboration can
help users

hand gestures in a mobile remote collaboration setting. The
camera feed from the workers side was sent to the helpers
area, to be displayed on a shared visual space. The expert
could then perform gestures above this shared visual space,
that were captured by another camera and then send back
with the background scenes to the worker. This video feed
was visible to the worker via a near-eye display (see Fig-
ure 2.1), allowing the expert to perform pointing gestures
with their hands, that the worker could then see. The au-
thors had their users perform two tasks using their system,
a LEGO™assembly and a PC repair one.

Results of their user study ”confirmed the usability and Results
usefulness” of the system. The participants were able to
complete the mentioned tasks ”with quality and satisfac-
tion in a reasonable time”. The answers given in the ques-
tionnaire also indicated that users liked the system and
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Figure 2.2: VR view seen by the expert using a HTC Vive, highlighting a red block
using the laser pointer (left). AR view seen by the local worker using a Microsoft
HoloLens, the laser pointer highlighting the red block (right) ([Hoppe et al., 2018]).

found it useful. However, the authors also noticed some
problems, mainly that some participants had issues with
spatial awareness when using the near-eye display and a
certain degree of asynchronicity, caused by the video feed
lagging behind.

2.3.2 Multi-User Collaboration on Complex Data
in Virtual and Augmented Reality

With more modern VR/AR enabling systems, like theAR collaboration on
complex data Kinect, the HTC Vive1 and the Microsoft HoloLens2 Hoppe

et al. [2018] were able to build a system, that let a remote
expert see a ”high fidelity point cloud representation of a
real world object in Virtual Reality”. The expert could then
indicate points of interest via a laser pointer coming from
a tracked controller. The laser pointer was shown via AR
to the local worker (see Figure 2.2). The authors compared
their system to another one that ”contained pre-recorded
images for the expert and a live video stream, as well as
speech communication”. They tasked the expert to first lo-
cate a specific block and then relay information regarding
that block to the local worker, who then had to read a text

1https://www.vive.com/de/
2https://www.microsoft.com/de-de/hololens

https://www.vive.com/de/
https://www.microsoft.com/de-de/hololens
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label printed on it to confirm the finding of the block.

While the results for the task time were not significant, they Results
still showed a tendency, where the VR/AR system was
slightly faster. Furthermore, the questionnaires indicated
that ”attractiveness, stimulation and novelty are ranked
higher for the VR/AR setup”. During the task they also
noted that subjects used pointing with the finger to con-
firm the blocks. They concluded, that the insignificance in
their data might be due to issues with the visibility of the
point cloud and the calibration between the VR and AR sys-
tem. They noticed, that a small distance measurement error
was present that lead to the beam of the laser pointer being
slightly shifted, which might have had a negative impact
on the performance of the participants.

2.3.3 The Effect of View Independence in a Collab-
orative AR System

Another part of research on AR collaboration focuses on View independence
is preferred for
remote collaboration

view independence as an important factor in remote col-
laboration, as it allows for a complementary way to work
in separated workspaces, while also giving the remote user
a greater situational awareness [Fussell et al., 2003]. Pre-
vious research has shown that view independent AR sys-
tems are preferred for collaboration over a fixed video view
[Gauglitz et al., 2014]. Therefore, Tait and Billinghurst
investigated how different levels of view independence
would affect a remote collaboration task. They build a
HMD based system, where the remote user would send in-
formation for an object placement task to the local worker
via a desktop user interface and where the remote expert
could ”see a virtual copy of the local users real environ-
ment”. The authors then created four different degrees of
view independence: Video Only (No Independence), Fixed(No
Independence), Freeze (Semi-independent), Independent (Fully-
Independent) and compared them against each other, mea-
suring variables like accuracy and time. Additionally, they
asked their users to fill out the ”System Usability Scale
Questionnaire”, to rank the system based on ”preference,
confidence, perceived speed and perceived accuracy”. Fur-



12 2 Related Work

Figure 2.3: ”(a) A picture of the experimental setup; Two users are locating a target
using (b) Pointing Line (PL) cues and (c) Moving Track (MT) cues; The view of User
A who is locating a target using (f) PL and (g) MT; The view of User B who is now
looking the target that User A has selected using (d) PL and (e) MT” ([Chen et al.,
2021]).

ther analysis was also done on the recorded video and com-
ments made by the users.

The results of their study showed, that overall the Indepen-Results
dent view was the fastest, but the accuracy between the dif-
ferent setups showed no significant differences. Further-
more, the Independent view was ranked highest by the re-
mote users and they felt it offered the highest accuracy to
them. It also scored highest in the user rankings with re-
gards to the quality of collaboration. They also noticed,
that less adjustment instructions where needed when using
the Independent view. So overall, they showed that a higher
view independence resulted in better performance and is
generally preferred by the users.

2.4 Co-located Collaboration

2.4.1 Effect of Visual Cues on Pointing Tasks in Co-
located Augmented Reality Collaboration

After having looked at remote collaboration, we now takeThe effect of visual
cues on pointing

tasks
a closer look at co-located collaboration. Chen et al. [2021]
analyzed the effect of different visual cues on a pointing
task. To be more precise, they compared a ”Pointing Line
(PL)” technique to a ”Moving Track (MT)” one (see Figure
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2.3). The PL is basically a gaze ray, that is cast from the
user’s head to an AR object. The MT on the other hand
shows ”a trail that follows the cursor” with a limited length
and a gradual fading that gets weaker at the end of the trail.
A highlighting of the currently selected object was present
in both techniques. They compared these two setups in
two different object states (”Static and Dynamic”), as well
as three different ”Density” states, ranging from ”Low (6 ob-
jects with no occlusions)” over ”Medium (12 objects with
slight occlusions)” to ”High (18 objects with severe occlu-
sion)” [Chen et al., 2021]. They measured the time it took
the users to complete the task, their success rate, had them
fill out a ”Social Presence” and a ”Usability” questionnaire
and performed a small interview at the end of the study.

The results of the study showed, that the users took signif- Results
icantly less time using the PL in the Dynamic setting, in the
Medium setting and the combined Dynamic × Medium one.
In other combinations PL was still faster, but the differences
were not significant. Both systems displayed a high accu-
racy rate for all conditions and no significant interaction ef-
fects were found. However, when they looked at the de-
scriptive data, they saw that PL achieved higher rates than
MT and ”for mean results of accuracy rate, PL performed
better than MT in static trials, while MT performed better in
dynamic trials”. They further found out, that Technique had
a significant effect on accuracy rating and the performed
post-hoc test revealed that participants with PL got higher
accuracy rate than the MT participants. The results of the
questionnaires and interview showed that for the ”Usabil-
ity” section the users preferred the PL over the MT, but for
the ”Social Presence” and ”User Preference” ones they in-
stead preferred MT over the PL.

2.4.2 See-through Techniques for Referential
Awareness in Collaborative Virtual Reality

Argelaguet et al. [2011] investigated two techniques, both See-through
techniques to help
with occlusion

focused around resolving the occlusion problem. The tech-
niques define a cutting volume and objects that fall inside
that volume are either fully removed or displayed semi-
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transparently. Their system used a projection based two-
user VR setup using LC-shutter technology, therefore both
users had to wear trackable shutter glasses. To test their
system, they designed a pointing task performed between
the two users and compared the techniques to a baseline,
where user had to walk around to obtain view of otherwise
occluded objects. The task consisted of one user, the ”pre-
senter”, who had to point at certain objects inside a model
and a second user, the ”observer”, who had to identify and
locate the object. The tasks were put into blocks, consist-
ing of 5 trials each, to see if learning effects were present
and the authors further had the participants score the tech-
niques with regards to ”spatial understanding”, ”collabo-
ration” and ”comfort”.

The authors found a significant decrease of ”discoveryResults
time” over the blocks, however no significant differences
were found regarding technique. They concluded, that this
mainly came down to users following ”the presenter to en-
sure a similar point of view”, whereas they did not have
to move around when using the techniques, something
that also showed significantly in the data for ”covered dis-
tance”. The data for ”retrieval time” showed the same re-
sults as the ones for ”discovery time”. The results of the
scoring showed a significant preference for the two tech-
niques over the baseline, with regards to the comfort and
the collaboration. However, those results did not show
up for the spatial understanding. They further noted that
the techniques reduced ”the number of cases in which user
needed to get very close or bump into each other”.

2.4.3 CollabAR - Investigating the Mediating Role
of Mobile AR Interfaces on Co-Located
Group Collaboration

Wells and Houben [2020] researched how a mobile AR in-Effects of mobile AR
interfaces on

co-located group
collaboration

terface might effect co-located group collaboration. They
build a web application, which allowed the users to render
a 3D object by pointing the camera at a marker. After the
initial rendering, users were able to manipulate the object in
a turn-based fashion, where only one user was able to ma-
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Figure 2.4: The models created by Wells and Houben
[2020].

nipulate it at a given time, while the others were locked out
of doing so. This lockout was indicated by a border around
the view seen on the device. The manipulation informa-
tion was then send to a database, which allowed the corre-
sponding update to happen on other devices as well. The
authors created different models, that represented abstract
examples of ”complex virtual data” typically found in dif-
ferent AR domains. The models were designed in a way,
such that they had different levels of complexity (see Fig-
ure 2.4). For their study they had the users perform three
tasks for each difficulty level, two inspection and one com-
paring task, e.g., a question would be ”count how many red
tiles are on this cube”.

The main takeaway from their study is, that there were ”ex- Results
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Figure 2.5: Depiction of the ”Disjoint and Distributed
View” ([Wells and Houben, 2020]).

treme amounts of context switches”, where a context switch
is ”an instance in which the participant looks away from the
virtual content”. They also experienced different collabora-
tion styles, two of which included users looking at one sin-
gular device instead of looking at the scene through their
own one (see Figure 2.5). They further observed an over-
all high cognitive load, physical load as well as overall ef-
fort. The authors provided some design recommendations,
including improvements on visual guidance, e.g., offering
various views and the addition of better awareness cues to
indicate where users are looking at and where the focus of
attention should currently be.

2.4.4 Collaborative Programming Problem-solving
in Augmented Reality

Chung et al. [2021] researched how AR might affect a col-Using AR to
investigate how it

affects collaborative
problem-solving

(CPS)

laborative problem-solving task in the field of program-
ming. They designed an AR-enabled app and a CPS pro-
gramming task, where two people had to collaboratively
write a computer program. Their app ”could present the
same content in AR and non-AR visualizations”. This al-
lowed them to compare the two visualization techniques in
a within-subject experiment. They further used a hidden
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Figure 2.6: Participant looking at his partners screen
([Chung et al., 2021]).

Markov model to analyze the evaluation of the code and
communications topics quantitatively. Furthermore, they
used a semi-structured interview and a questionnaire to
asses ”the user’s attitudes and experience after the exper-
iment”.

Chung et al. experiment showed, that the implementations Results
that involved AR shared a higher level of similarity to the
standard solution, indicating that ”participants solved the
task more effectively in AR version than in the non-AR ver-
sion”. The results obtained from the hidden Markov model
showed, that in the AR setting users were able to edit their
code much more steadily and productively than in the non-
AR one. The model also indicated, that AR improved the
efficiency of communication between the users. Further-
more, the results of the questionnaire showed a more posi-
tive attitude towards the AR content and a higher engage-
ment. However, ”due to the state of networking”, their app
sometimes had delays while synchronizing the code of the
participants. This raised some concerns with regards to us-
ability, but the authors firmly believe that these issue could
be solved by better hardware. Finally in the interview 19
out of 24 participants stated that they preferred the AR set-
ting, despite the aforementioned concerns.
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2.5 Physicality As an Anchor for Coordi-
nation: Examining Collocated Collab-
oration in Physical and Mobile Aug-
mented Reality Settings

Poretski et al. [2021] compared a pure physical approachComparing a
physical to a mobile

AR approach
to a mobile AR one with regards to a co-designing and co-
building of a structure tasks. In both settings the users had
to place blocks, either physical or virtual ones, to build a
city hall, a house or a castle. They gathered data on the user
experience, their subjective assessment of collaboration, the
perception of structure quality and work creativity. Addi-
tionally, they used their video recordings for further analy-
sis regarding ”body positions, gestures, and position of the
participants” and the way they ”talked, moved, and inter-
acted with each other”.

Their results showed, that the participants chose betweenResults
three different positions when working on the task (Near,
Adjacent and Opposing). They further noticed, that for
the AR condition the participants spend a pretty balanced
amount in each position. However, when compared to
the physical approach, the time spend in the Near posi-
tion was significantly higher in the AR condition. They
concluded, that this was due to the necessity to better un-
derstand ”each other’s perspective on the artifact of work”.
They also noticed a ”rich deictic behavior in the physical
condition”, which contrasted the verbal character of the AR
condition. They believed, that the primary reason for these
results are the limitations AR places on the ”participants’
mutual awareness”. The participants also rated the AR sys-
tem similar or higher than the physical one with regards
to to collaboration, user experience, creativity of work and
quality of output.

2.6 The ARPen and its App

Wacker et al. [2019] presented the bimanual AR system,ARPen allows for
mid-air object

manipulation using a
bimanual AR system

combining a pen and smartphone, on which this thesis is
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Figure 2.7: Mid-air sketching using the smartphone app and the ARPen (left). Im-
age from the mid-air selection technique study (middle). Preferred technique for
the translations, which was the pen ray pickup (right) ([Wacker et al., 2019]).

b)

a)
c)

Figure 2.8: a) Camera’s position relative to the surface. b)
arUco tracking the marker relative to the camera. c) By
combining these two calculations the position of the marker
relative to the surface can be computed ([Wacker et al.,
2019]).

build. They used ARKit3 to create an iOS app, that al-
lowed the tracking of an arUco marker to determine the
mid-air position of the pen (see Figure 2.8). They then used
SceneKit4 to render a ball at the tip of the pen and to im-
plement different functionalities, e.g., allowing the user to
draw a path mid-air (see Figure 2.7, left) or create a cube.
They conducted a pre-study to determine what the pre-
ferred orientation and size of the phone would be going
forward. Their results led them to use a ”big iPhone and
the pinkie grasp in the camera right orientation” for their
two other studies, one of which focused on different selec-

3https://developer.apple.com/documentation/arkit
4https://developer.apple.com/documentation/scenekit

https://developer.apple.com/documentation/arkit
https://developer.apple.com/documentation/scenekit
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a) b) c) e)d)

Figure 2.9: a) Without highlight, b) With highlight, c) One-handed, d) Two-handed,
e) Pen ray ([Wacker et al., 2019]).

tion techniques, that we take a closer look at. The authors
compared five different selection techniques and measured
their ”success rate, selection time, deviation from the target,
and the size of the object on the screen during the selec-
tion”. Those five selection techniques were: ”Pen Selection
Without Highlighting, Pen Selection With Highlighting, One-
handed Touch Selection, Two-handed Touch Selection and Pen
Ray Selection” (see Figure 2.9).

The study on the selection techniques showed, that Pen rayResults
seemed to be the best solution for a selection task. It had
the highest success rating, together with a fast selection time.
Additionally the projected size was also small, which indi-
cates that the device was not moved a lot to select a given
target. Pen ray also ranked highest together with two-handed
touch, with regards to which techniques the users preferred.
With highlight also had a good success rate, but due to par-
ticipants having to adjust their position to find the correct
depth the selection time was the slowest. Both touch tech-
niques performed well and Without Highlight had the worst
performance regarding success and was also the least pre-
ferred setting.

2.7 Summary

We started, by looking at why a common ground of knowl-Grounding as
essential part that is

needed for
collaboration

edge is essential for collaboration and how it is estab-
lished in everyday communication using a process Clark
and Brennan [1991] called grounding. We saw, that one im-
portant technique that can be used during the grounding
process is the use of what they called ”indicative gestures”,
today more often referred to as deictic gestures.
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After that, we looked at research done on remote collabo- Remote collaboration
ration, where an expert would guide a layman through a
task or a problem-solving process. Here, we saw that AR
can be helpful when working on those tasks and that the
AR systems were generally liked by the participants of their
respective studies ([Huang and Alem, 2011],[Hoppe et al.,
2018]). However, we also observed a few issues when us-
ing AR for collaboration, mainly synchronization issues of
the video feed and the calibration between the systems. We
also saw, that users performed faster using an independent
view and that this was also the most liked technique when
compared to other levels of view independence [Tait and
Billinghurst, 2015].

We then looked at co-located collaboration. Chen et al. Co-located
collaboration[2021] showed, that with a basic ray representation, they

called it ”Pointing Line”, users performed faster and more
accurate. Their users also rated the ”Pointing Line” higher
with regards to Usability, but lower for Social Presence and
User Preference when compared to their other technique
called ”Moving Track”. Next, we looked at two see-through
techniques researched by Argelaguet et al. [2011]. They
showed, that their techniques reduced the amount of move-
ment required to be performed by the participants to find
the object the presenter was pointing at. And although
there were no significant difference in the time it took the
user to discover and locate the object, they concluded that
this was due to the user following the presenter. This is
something we believe is not an accurate representation of
a real scenario, where either physical space or social as-
pects often can be limiting factors of how close one per-
son can or will follow another. Argelaguet et al. [2011] also
noted, that the techniques reduced ”the number of cases
in which user needed to get very close or bump into each
other”, which shows that those techniques could help to
keep a certain socially appropriate distance, e.g., between
a worker and his superior. The results also showed a sig-
nificant preference for the two techniques over the baseline
regarding comfort and collaboration. After this, we looked
at two hand-held AR projects. The first one focused on the
meditating role of AR interfaces [Wells and Houben, 2020].
Here, results indicated that there were ”extreme amounts of
context switches”, that sometimes users tended to look to-
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gether at a singular device, instead of each looking at their
own one and that in general users felt a high cognitive and
physical load as well as overall effort. They also explained
various improvement recommendations, such as offering
various views or better awareness cues. Next, Chung et al.
[2021] research on collaborative programming showed, that
participants once again performed better with the AR sys-
tem compared to the non-AR one. Their participants were
able to perform faster, more steadily and more productively
when using the AR system. These results were also re-
flected in the answers given in the questionnaires. How-
ever, similar to the remote setting, there were some con-
cerns and issues regarding the synchronization of the sys-
tem and similar to Wells and Houben [2020] users some-
times tended to look at their partner’s device instead of
looking at their own to check the AR scene. After that,
we discussed the research done by Poretski et al. [2021],
who showed that users in AR condition spend more near
each other when compared to the non-AR one and had
an overall more balanced positioning to each other. They
believed, that users tended to do this in order to be able
to understand the perspective of the other person. Addi-
tionally, they saw a decline in deictic gestures/behavior in
the AR condition, as AR places limitations on the mututal
awareness between participants. Finally, we looked at the
cornerstone of this thesis, the ARPen. A system designed
by Wacker et al. [2019], that combined a smartphone and
a trackable pen to create a bimanual AR system for mid-
air object manipulation. Their research suggests, that for
a selection task a ray selection is the preferred choice, to-
gether with highlighting the pointed at object, which co-
incides with Chen et al. [2021] ”Pointing Line”, as well as
with Hoppe et al. [2018] use of an AR laser-pointer to high-
light a physical object remotely.

Overall, we learned about ”grounding”, a process essentialTransition to the main
part of the thesis to being able to collaborate together. We saw, that there

are clear indications that AR can be helpful and exciting to
use in a collaborative manner, be it remotely or co-located.
However, we also described some of the more common is-
sues, such as synchronization, occlusion and the tendency
of users to look away towards another person’s device or
get close to a person to achieve a similar point of view in
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a hand-held co-located scenario, in order to reduce the im-
pact of the mutual awareness problem. Additionally, we
saw at least one example where AR collaboration was per-
ceived as a mentally and physically taxing task. We also
saw, that AR limits the possibilities for deictic gesture to be
conveyed and perceived. In this thesis we wanted to find
out, how we can bring collaboration to the ARPen app and
how we can help users to understand pointing operations
(deictic gestures) with the ARPen, in order to alleviate the
problems caused by a potential lack of mutual awareness
and therefore the lack of a common ground of knowledge
to collaborate upon.
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Chapter 3

ShARePen

In the following chapter we discuss our motivation and in- Overview
tentions for developing and investigating pointing opera-
tions with the ARPen. We explain our choice for the tech-
niques used in the user study and cover core parts of the
implementation, such as synchronization, the two plugins
developed over the course of this thesis and the sharing of
video data as part of one of the four techniques. Finally, we
briefly touch upon the feedback given after a test run of the
user study with one person and the actions taken after this
feedback was considered.

3.1 Motivation and Intentions

In the previous chapter 2 “Related Work” we showed, that Recap of the
problemsusing AR for collaborative tasks can be helpful and of-

ten outperforms more traditional approaches. However,
previous systems often suffered from technological issues,
such as problems with the synchronization or with real-
time video data transfer. We also saw indications, that users
tried to solve awareness problems by shifting their position,
such that it nearly matches that of another participant or
even look away from their own to their peer’s device and
that AR often limits the natural possibilities to perform and
perceive deictic gestures.
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For this thesis, we wanted extended the functionality of theMotivation and
intentions ARPen app, by allowing two users to look at a single shared

AR experience. We emphasized on creating a stable and
highly synchronous system, that would also offer a good
performance with regards to sharing video data. Using this
system, we wanted to investigate if a basic awareness cue
would be enough to understand pointing operations with
the ARPen or if additional visualization techniques could
improve the overall user performance and experience with
the system, as having good awareness cues is essential for
collaboration. Additionally, we also wanted to see if dif-
ferent user to user positions, as discussed by Poretski et al.
[2021], would have an impact on the performance and the
preferences of the participants. Overall, we wanted to in-
vestigate how users can comprehend pointing operations
performed with the ARPen and how we potentially can aid
them, so that referential awareness is not an issue and a
common ground of knowledge, that is essential for collab-
oration, can be established fast and correctly.

3.2 Discussion of the Pointing Method
and the Four Visualization Techniques

As Hartmann and Vogel [2018], Mifsud et al. [2022], WackerRay cast approach
for pointing et al. [2019] and others have previously shown, the ray cast-

ing approach is the preferred choice for pointing and selec-
tion tasks. Therefore, we decided to also use this technique
for our pointing operation. We would cast a ray from the
camera through the pen tip into the scene and see if it inter-
sects with a virtual object. Based on this decision and the
research presented in chapter 2 “Related Work”, we pro-
pose the following four techniques for the comparison in
this thesis:

1. Baseline.

2. Ray.

3. Opacity.

4. Video.
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Figure 3.1: A) Baseline, B) Ray, C) Opacity, D) Video.

Wacker et al. [2019] showed, that users preferred a high- Explaining the choice
of techniqueslighting of the selected/pointed at object over a setting

without additional highlighting. Therefore, we decided to
choose this as our Baseline (see Figure 3.1, A). We also could
have chosen a version with no highlighting as the base-
line. However, we believe that it would be close to impos-
sible to correctly understand a gesture performed through
a ray cast without any information except the position of
the pen. Since users already struggled in the selection task
when they handled the pen themselves and did not have
any highlighting [Wacker et al., 2019], we firmly believe this
would be even harder, if the person is not handling the pen.
This basic highlighting would serve as a standalone condi-
tion, but it would also be part of every other condition, as
we went for a study approach where users were not forced
to use a specific aid presented to them, but rather could
opt-in to use it if they wanted to. Since a ray cast would
be used for the pointing, we propose a rendered version of
this ray as the next technique (see Figure 3.1, B). We felt,
that this would give the users a better way to follow the
motion of the pointing operation(s) and we have seen good
results using this visualization in the past, e.g., Hoppe et al.
[2018] or Chen et al. [2021]. Since Argelaguet et al. [2011]
had good success with their see-through techniques, that
helped fighting occlusion in a pointing task and occlusion
being an issue in general for AR [Kruijff et al., 2010], we
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decided to adopt their transparency based approach (see
Figure 3.1, C). By reducing the opacity of all objects cur-
rently not pointed at, we thought we can help to enhance
the perception of the pointed at object, while also helping
to reduce problems caused by occlusion. Lastly, we sug-
gest a live video feed condition (see Figure 3.1, D). Based on
the research by Wells and Houben [2020] and Chung et al.
[2021], we think that there is a good indication that people
tend to look away from their own, to another person’s de-
vice. This is further supported by the findings of Poretski
et al. [2021], that showed a higher time spend close to each
other in an AR setting compared to a non-AR one. We also
saw, that an independent view is preferred in a remote sce-
nario [Tait and Billinghurst, 2015]. Therefore, we thought it
might be beneficial to offer the user the possibility to switch
to another person’s point of view (PoV) on demand, basi-
cally inverting the idea of an independent view from the
remote setting. Instead of offering this independent view,
which already exists in a shared setting since every per-
son has their own device and therefore their own unique
view, we would instead offer the user a semi-dependent ap-
proach via a picture-in-picture (PiP) view from another de-
vice’s perspective. This should allow the users to easily see
the pointed at object, even if it is occluded from their PoV,
while also giving them the option to hopefully understand
the pointing not only from their own, but also another per-
son’s perspective.

3.3 Implementation

The project can be downloaded from Oliver (RWTH i10 file-
server). Please read the ”README SHAREPEN.md” file
contained in the ”SharedAR Container” folder on how to
setup the App container, such that a device can load all re-
quired files.

ShARePen.zipa

ahttp://hci.rwth-aachen.de/public/users/bruna/ShARePen.zip

http://hci.rwth-aachen.de/public/users/bruna/ShARePen.zip
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Figure 3.2: A 3D-coordinate system is displayed when the
image is tracked, indicating that the world position has
been reset and the system should run synchronous again.
Original image of the parrot taken from Pixabay.

3.3.1 Synchronizing the Content Between the De-
vices

We used Apple’s Multipeer Connectivity1 framework to Using the Multipeer
Connectivity
framework to
generate a shared
AR session

create a shared MCSession, which both devices had to join.
Using this connection, we share content, e.g., SCNNodes
and commands, e.g., via Strings between the two de-
vices, allowing us to manipulate the scene and session in
real-time. It is important to note, that all data transferred
between the devices needs to conform to the Codable and
Decodable protocols and that future extensions need to keep
this in mind.

To synchronize the ARWorldMap and therefore the con- Synchronization via
an ARImageAnchortent displayed between the two devices we used an

ARImageAnchor (see Figure 3.2). Every time this ARIm-
ageAnchor switches from being not tracked to being tracked,
we reset the origin of the ARWorldMap to match the trans-
formation of the anchor. This allows us to have the exact
same coordinate system on both devices, as long as they
both perform this synchronization at the beginning and
whenever something gets asynchronous afterwards. This
means, we do not have to do additional transformations to
calculate properties, like the position of objects, on the de-

1https://developer.apple.com/documentation/multipeerconnectivity

https://developer.apple.com/documentation/multipeerconnectivity
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Figure 3.3: Left: SharedARPlugin, a) start trial, b) start/stop measurement during
trial, c) switch scenes, d) switch modes, e) switch position (for logging only), f) indi-
cator for measurement during trial. Right: SpectatorSharedARPlugin, g) indicator
and on/off button for an additional visualization aid.

vices. We achieved the necessary accuracy required for the
user study with just this singular anchor point, even when
the anchor was not permanently being tracked. However,
this of course could and should be extended in the future
especially if the AR space is larger in size, as moving fur-
ther away from the anchor would increase any existing un-
wanted offset.

3.3.2 The SharedARPlugin and Spectator-
SharedARPlugin

For the purpose of the user study, we split the required
functionalities into two plugins:

1. The SharedARPlugin.

2. The SpectatorSharedARPlugin.

Since both plugins are similar by nature, we compare them
to each other, highlighting the main similarities and the key
differences.

Both plugins use different user interface (UI) layouts (seeEach plugin uses
their own UI layout Figure 3.3), as the person that handles the ARPen needs

to be able to switch modes, the positional setting and the
scene during runtime, while also being able to start a trial
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Figure 3.4: Cube are colored during trial for the presenter.
1st (blue), 2nd (yellow) and 3rd (green).

and indicate when he arrives at the correct object in such a
trial. The participant on the other hand only needs a very
minimalistic UI, as he does not perform any live changes
on the AR scene, except activating or deactivating an addi-
tional visualization.

We stored CSV-files containing all the necessary positional Live switching of
scenes, modes and
user positions

information for the different scenes used in the user study
on the devices beforehand. Therefore, we could easily
load them during runtime, without having to restart the
app with different settings each time. We also did this, so
that we would be familiar with the scenes during the user
study, as we needed to perform the correct pointing opera-
tions consistently. Additionally, the currentMode and the
userPosition could also be set during runtime via sim-
ple button presses (see Figure 3.3, c and d).

In addition to being familiar with the scenes, we also build Additional guidance
through coloringa color based guidance (see Figure 3.4) to assist us during

the user study, so that we would be able to perform with the
same level of quality for each participant. The correspond-
ing data required for this coloring is stored in a JSON-file.
During the user study, we could then activate it by tapping
the screen, as long as we are using the SharedARPlugin,
to color the objects for the current trial. This coloring would
persist through the trial in all modes except the video one,
because there the other person should of course not be able
to simply see the correct objects in the video feed with the
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coloring applied.

3.3.3 Live Video Feed

For the live video feed, we followed Apple’s AR Stream-
ing example2. However, we noticed severe issues with the
frame rate of the video, which would occur after a low
amount of time when using this setting. To fix this prob-
lem, we set up a Raspberry Pi as a makeshift router, be-
cause these issues were seemingly caused by the 5 GHz fre-
quency WLAN band and since the Raspberry only has a
2.4 GHz band the problems disappeared, once the devices
started communicating over this lower frequency band. We
have no definitive explanation as to why the problems oc-
curred in the first place and why using a lower frequency
band fixed them, but we believe it might be due to some
Quality of Service (QoS) being applied only at the higher fre-
quency band, which would interfere with the video trans-
fer. Something similar also happens with Apple’s build
in screen share between devices, where the solution is the
same. This also gave us the initial idea to use this Raspberry
Pi approach.

3.4 Pre-study

We ran a single user pre-study to test the overall stabilityRunning a single
person pre-study of the application and to gather initial feedback on what

could be improved. During this initial test run, no sta-
bility issues occurred. The feedback was mainly positive,
however some points of criticism were uttered and noticed.
Firstly, the study took too long, both from the perspective
of the participant and ourselves, as in the end we simply
ran out of battery on one device. Furthermore, the user
complained that having to opt-out of the modes was tire-
some and stressful. Even though we only recruited a single
user, we still felt that those points had a certain degree of
validity, so we made some adjustments.

2https://developer.apple.com/documentation/arkit/streaming an ar experience

https://developer.apple.com/documentation/arkit/streaming_an_ar_experience
https://developer.apple.com/documentation/arkit/streaming_an_ar_experience
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3.4.1 Adjustments after the Pre-study

Based on the feedback and data gathered from the pre-
study, we lowered the overall number of trials each user
had to perform, so that we would not run out of battery
and to keep the fatigue for the participant at a lower level.
We also changed the opt-out approach to the opt-in one,
meaning that a participant had to turn on the additional vi-
sualizations, i.e., Ray, Opacity and Video, during the trials,
giving us a higher external validity and therefore allowing
us to work with a representation of the software, that more
closely fits the everyday usage.
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Chapter 4

Evaluation

In the following chapter we discuss our choice to use a two Overview
task setup. We detail the overall design of the user study,
followed by giving the hypotheses and the reasoning of
why we chose them. After that, we take a look at the re-
sults, both quantitatively and qualitatively for each of the
two tasks. Then, we discuss those results with regards to
the aforementioned hypotheses and what potential design
recommendations can be derived from them.

4.1 Recognition and Relocation Task

We decided to use a two task setup for the user study,
since we believe that ”understanding” a pointing opera-
tion means two things. First, the user should be able to
recognize the pointed at object and should be able to give
verbal feedback once he has recognized an ongoing point-
ing operation and second, the user should be able to relo-
cate the object in the scene, showing that he indeed did not
only recognize that a pointing was happening, but also that
he understood the position of the object inside the scene.
Therefore, we used a two task setup, where first a sequence
of three objects was shown to the user, waiting for ver-
bal confirmation that the position/number of the cube had
been recognized and sufficiently memorized at each object
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(recognition), followed by the relocation part, where the
user then had to tap the shown cubes via touch-input in
the correct order, showing that he did in fact understood
the pointing operation.

4.2 Design of the User Study

In this section we discuss the overall design of the userOverview
study. We explain the different user to user positions, the
environment in which the study took place and what de-
vices were used. Additionally, we shortly describe how the
scenes were constructed and how the conditions and scenes
were counterbalanced to prevent potential bias and mini-
mize learning effects. We then give a detailed report on the
procedure of the study and what measurements were taken
during the study.

4.2.1 User to User Positions

Based on the results by Poretski et al. [2021], we also
wanted to investigate if different user positions would af-
fect the tasks with regards to performance or the preferred
choice of the users for the visualizations. Therefore, the
study was conducted in three different user to user posi-
tions (Position): Opposite, 90-Degree and Side-by-side (see Fig-
ure 4.1), giving us a more controlled approach to what the
participants naturally did during Poretski et al. [2021] user
study.

4.2.2 Environment and Devices

The study took place at a table in the HiWi room of the
i10 chair at RWTH-Aachen University. The marker for the
ARImageAnchor used for synchronization (see section 3.2
“Discussion of the Pointing Method and the Four Visual-
ization Techniques”) was placed in way, such that the AR
objects would approximately be equally far away from the



4.2 Design of the User Study 37

Figure 4.1: Left: Opposite, Middle: 90-Degree, Right: Side-by-side.

user in every positional setup. A chair was provided for
every position, however users were not required to keep
sitting for the whole study and were allowed to stand up
during trials, if they felt it would give them an advanta-
geous perspective. Each participant was given an iPhone 11
and the conductor, henceforth also referred to as presenter,
used an iPhone SE 2nd generation. A Raspberry Pi 3 Model
B V1.2 was used as the makeshift router to fix the video lag.
We did not use a Bluetooth ARPen, instead we settled with
the cardboard variant, as it should not affect the pointing
in a meaningful way and it helped to reduce the computa-
tional complexity required to track the pen, therefore allow-
ing the device to keep more resources for the data transfers
and video rendering. Additionally, since we performed ev-
ery pointing operation ourselves and performed extensive
testing during the implementation process, we felt confi-
dent and familiar with the handling of the pen, such that
we could keep the singular marker always in our FoV with
ease.

4.2.3 Scenes Construction

Twelve scenes were constructed for the study, such that ev-
ery combination of visualization and position could have a
unique scene for each user, which would be repeated after
the twelfth participant. Each scene consisted of 48 cubes,
numbered from 0 to 47 (see Figure 4.2). These cubes were
always arranged in a 4x3x4 (Width x Height x Depth) grid.
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Figure 4.2: Example of one scene used in the user study.

In each scene the offset between the cubes was slightly dif-
ferent, creating similar but yet unique scenes. Additionally,
the offset range was selected in a way, that created dense
scenes where the occlusion of objects by others would oc-
cur frequently, giving us complex and challenging arrange-
ments.

4.2.4 Study Procedure

The study focused on comparing different visualizationCounterbalancing
conditions techniques in different user to user positions. Therefore,

we combined a 4x4 Latin square for the techniques, a 3x3
Latin square for the positions and a 12x12 Latin square for
the scenes to counterbalance any learning effects and elim-
inate a potential bias (see Appendix A). Additionally, all
objects pointed at were also randomized before the user
study and placed in the JSON-file as explained in 3.3.2 “The
SharedARPlugin and SpectatorSharedARPlugin”, however
it was made sure that after 8, 16 and 24 users every object
would have been visited equally often, further removing
any bias that might exist otherwise. We also made sure,
that no number would be repeated in the same scene for
the same user, e.g., if user ’0’ had seen the number ’10’ as
part of one sequence, the ’10’ would not appear again un-
til after the scene, and therefore the mode and/or position
changed and the ’10’ would be in a new position.

On arrival, the participant filled out the consent formProcedure
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(see Appendix A), after which he was handed the
iPhone 11 with the app running and the correct plugin
(SpectatorSharedARPlugin) selected and instructed to
keep it in landscape mode throughout the study. We then
explained, how the synchronization of the devices works
and that if objects would shift or move during the study, the
user would have to re-synchronize the device, by pointing
the camera at the parrot image again. After that, the user
was introduced to the cubes and the overall chaining of the
trials, explaining that there would always be a recognition
task, followed by a relocation one and that each trial would
consists of a sequence of three cubes showed one after an-
other, waiting for verbal confirmation that the cube had
been recognized and memorized. We then ran a demo trial,
where the user could familiarize himself with the tasks. Af-
ter this initial run, we did further demos showcasing each
additional visualization (Mode), such that the user could
also familiarize with them. The participant was then in-
formed to strife for the best results in both tasks, meaning
that while time would be an important factor, so would be
the correctness of the selected cubes during the relocation.
They were also told, that it was okay to stand up if they
felt like it, but that they were not allowed to move around
to another position, slight leaning however was explicitly
allowed as well. We also made sure, that the participants
understood that there would be six trials for every combi-
nation of Mode and Position, that they were not required to
activate an additional visualization if they did not want to
and that they should keep any verbal feedback until after
the trials were completed, as to not cause distraction mid
trial. As the presenter, we also made sure to start every
trial with the pen in a similar position, namely below the
middle point of the bottom cube row. After each set of tri-
als, the participant was also asked to fill out a question re-
garding the Perceived Stress and another one regarding their
Perceived Performance. After all Modes were completed in a
single Position, the participant was further asked to rank
each Mode for both of the tasks separately. Finally, after
all trials were completed, the user ranked the Modes one
last time without specific regards to either Position or task
and they were asked a handful of questions in an interview
style, e.g., if the tasks were appropriately difficult or if there
were any synchronization or video issues. Overall, each
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participant was shown 216 objects (18 cubes × 3 Positions ×
4 Modes) over the course of 6 trials per Position × Mode com-
bination, therefore each user performed 72 trials in each of
the two tasks, for a total of 144 trials.

4.2.5 Measurements

We recorded the Recognition Time, as the time it took the
user to recognize and memorize the cubes without the time
it took the presenter to move from cube to cube (manual
start/stop performed by the presenter). We also recorded
the Relocation Time, as the time it took users to complete
each relocation task. The Relocation Time was started once
the participant pressed the start button for the task and was
automatically stoped once he finished. For both tasks, we
logged the summed up Absolute Translation (in meters) and
the summed up Absolute Rotation (in degrees) in X-, Y- and
Z-direction, as the change of movement between frames
with a frequency of 30Hz. For the recognition task, we also
stored the Help Time (time an additional visualization was
active), the Button Presses (amount of times the button to ac-
tivate/deactivate an additional visualization was pressed)
and the Trial Time (the Recognition Time plus the time it took
the presenter) to get the Help Time Percent an additional vi-
sualization was active (Help Time ÷ Trial Time). During the
relocation task, we further recorded if a trial was success-
ful and if not, how many mistakes were made. A trial was
only considered successful if none of the three cubes was
selected wrongfully. We also collected the subjective rat-
ings for Perceived Stress and Perceived Performance for each
Position × Mode × Task on a 5-point Likert-Scale, a rank-
ing of each Mode in each Position × Task and a final ranking
of the techniques, without regards to Task or Position. For
all of these subjective ratings and rankings, a higher value
would correspond to a better result, e.g., a ’5’ on the Per-
ceived Stress scale would be equivalent to ”Not stressed at
all” and a ’5’ on the Perceived Performance scale would be
equal to ”Very good” and a ’4’ on the ranking would mean
the highest number of points given. For the subjective rank-
ings, every amount of points (1-4) could also only be given
once for each setting. The full questionnaire can be found
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in Appendix A.

4.3 Hypotheses

As we saw in the previous chapters, having good and clear
awareness cues is one of the key factors when it comes
to recognizing pointing operations in AR. We introduced
four different techniques, a baseline and three additional
visualizations to investigate which would provide the best
awareness cues. We expected participants to be able to
faster recognize objects with the additional visual cues pro-
vided by the three non baseline techniques. We also as-
sumed, that this might carry over to the relocation task,
as users would have a better spatial understanding of the
scene when they had an additional visual aid during the
recognition phase. We also felt, that this improved spa-
tial understanding might positively affect the Success Rate
for the relocation task. However, we also believe that the
Video mode is rather complex and that users might find it
difficult to mentally combine the two perspective, there-
fore we think that users will engage with it the least out
of all the additional visualizations. We further assumed,
that users would need to move their device less with the
additional techniques during recognition and that this im-
proved recognition would again carry over to the relocation
task, where less ”searching” would then be required and
therefore the movement should also be lower for the relo-
cation of objects. Having a potentially better spatial under-
standing with the additional visual aids, we thought that
the self reported stress of the user would decrease in both
tasks and that their perceived performance would instead
increase. Lastly, we believe that users would rate the ad-
ditional visualizations higher in both tasks and also in the
final overall ranking with no regards to position or task,
as all additional techniques should improve upon the base-
line, which would still be present during the additional vi-
sualization. However, we acknowledge that this might not
hold true for the Video, especially for the relocation task, as
its complexity might be detrimental to the experience of the
users and therefore might result in lower rankings. Based
on these considerations and assumptions, we derived the
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following hypotheses about the results of the user study,
where additional visualizations would always mean Ray,
Opacity and Video and decreases and increases would al-
ways be compared to the Baseline:

• H1.1: The additional visualizations will decrease the
mean of the Recognition Time.

• H1.2: The additional visualizations will decrease the
mean of the Relocation Time.

• H2.1: The additional visualizations will increase the
the mean Success Rate for the relocation.

• H3.1: The additional visualizations will decrease the
mean of the Absolute Translation and the Absolute Ro-
tation in the recognition task.

• H3.2: The additional visualizations will decrease the
mean of the Absolute Translation and the Absolute Ro-
tation in the relocation task.

• H4.1: The participants will engage less with the Video
in the recognition task, compared to the other two ad-
ditional visualizations.

• H5.1: The additional visualizations will decrease the
self reported Perceived Stress level in the recognition
task.

• H5.2: The additional visualizations will decrease the
self reported Perceived Stress level in the relocation
task.

• H6.1: The additional visualizations will increase the
self reported Perceived Performance in the recognition
task.

• H6.2: The additional visualizations will increase the
self reported Perceived Performance in the relocation
task.

• H7.1: The additional visualizations will be ranked
higher by the users in the recognition task.

• H7.2: The additional visualizations will be ranked
higher by the users in the relocation task.
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• H7.3: The additional visualizations will also be
ranked higher by users in the final ranking (regard-
less of position and task).

• H7.4: The Video will overall be ranked lowest of the
three additional visualizations in the relocation task.

• H7.5: The Video will be ranked lowest of the three ad-
ditional visualizations in the final ranking.

4.4 Participants

We manged to recruit 24 people (aged from 21 to 29, M =
25 years, SD = 2.4 years, 8 female and 1 non-binary) giving
us the perfect balancing of Mode, Position, the scenes and
objects shown as discussed earlier. All participants were
either students or research assistants in the field of com-
puter science. Additionally, all of them knew what AR was,
but only 13 had previous experience with it. Of these 13
people, two rated their proficiency with AR apps as ”very
bad”, two as ”bad”, four as ”neutral”, three as ”good” and
two as ”very good”. Additionally, out of these 13 people,
seven had prior experience with the ARPen and its app.
When asked about their proficiency again, two responded
with ”bad”, three responded with ”good” and the remain-
ing two answered ”very good”.

4.5 Results

To the best of our knowledge, no mistakes with regards to
the sequences shown made it into the data. We considered
it as a mistake if we either swapped the order in a sequence
by accident or pointed at a completely wrong cube that was
not part of the sequence. If such a mistake was made and
recognized by us, we would simply repeat the trial. The
same is true for the only instance in which the app crashed,
here all trials were also repeated for the setting in which
it crashed. Overall, we recorded 1728 trials each for the
recognition and the relocation task, for a total of 3456. We
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included the split into the different positions for the graphs,
when Position had a significant effect or if it was interesting
in other ways, if the effect was not significant a split graph
can be found in Appendix B. The same is true for all results
where we did not include a graph at all in this section. As
we went for a descriptive analysis regarding the user rank-
ings, we also always included the split in these graphs.

4.5.1 Quantitative Results for the Recognition Task

For every participant we averaged their time (Recognition
Time), their performed movement with the device (Absolute
Translation and Absolute Rotation), the time an additional vi-
sualization was active (Help Time), the amount of times they
activated and deactivated the visualization (Button Presses)
and the overall time for each trial, which included the time
it took the presenter to move the pen from object to ob-
ject (Trial Time) for every condition combination of Position
× Mode. We then used the Help Time divided by the Trial
Time, to get the percent of time an additional aid was ac-
tive when available (Help Time Percent). For the Help Time
Percent and the Button Presses we excluded the Baseline con-
dition from data analysis, as both values would always be
zero, since these measurements only applied for the addi-
tional visual cue conditions (Ray, Opacity and Video). When
the data was decently normally distributed, we analyzed
the effect of Mode, Position and Position × Mode via mixed-
effect ANOVAs with the user as a random variable. We
Log-transformed Recognition Time, Absolute Translation and
the Absolute Rotation before the evaluation, to further im-
prove the distribution. If the data was not normally dis-
tributed, i.e., Help Time Percent, we would use a General-
ized Linear Mixed Model (GLMM). All post-hoc pairwise
comparisons were performed using Tukey HSD tests. The
subjective Likert-Scale ratings were analyzed via General-
ized Estimating Equations (GEEs) and the ratings were av-
eraged for the corresponding main effect if one was present.
They were then post-hoc tested via pairwise Friedman tests
with a Bonferroni correction. All tests were run at the α =
0.05 level. This was done with a combination of JMP and
IBM SPSS, since only IMB SPSS offers GEEs at the time of
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writing. For the rankings we inverted the points given to
make it visually clearer, meaning if a user gave ’4’ points
to a a technique it would receive rank ’1’ in the graphical
representations regarding the ranks found throughout this
section. These graphs were only analyzed in a descriptive
fashion, as it fits them better than a strict analysis via mod-
els.

Neither the Position (F2,275 = 1.0991, p = 0.3346), nor the
Mode (F3,275 = 0.6562, p = 0.5796), nor the Position × Mode
(F6,275 = 0.6650, p = 0.6780) showed a significant effect on
the Recognition Time.

Absolute Translation (Recognition)
Mode Significance Mean SD

Baseline A 1.27 m 0.42 m
Ray A 1.23 m 0.41 m
Opacity A B 1.15 m 0.48 m
Video B 1.01 m 0.44 m

Table 4.1: Means and standard deviations of Absolute Trans-
lation for the main effect of Mode in the recognition task.
Rows not connected by the same letter are significantly dif-
ferent.

Absolute Rotation (Recognition)
Mode Significance Mean SD

Baseline A B 107.34 degree 46.26 degree
Ray A 111.40 degree 49.43 degree
Opacity A B 99.30 degree 53.63 degree
Video B 87.01 degree 44.58 degree

Table 4.2: Means and standard deviations of Absolute Ro-
tation for the main effect of Mode in the recognition task.
Rows not connected by the same letter are significantly dif-
ferent.

The Mode had a significant effect on the Absolute Transla-
tion (F3,275 = 7.2092, p < 0.001), however Position (F2,275 =
2.4904, p = 0.0847) and Position × Mode (F6,275 = 0.8240, p
= 0.5521) did not show a significant effect. The means and
results of the post-hoc tests can be seen in Table 4.1.
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Help Time Percent
Mode Significance Mean SD

Ray A 61.44 % 35.31 %
Opacity A B 52.89 % 34.27 %
Video B 41.63 % 35.87 %

Table 4.3: Means and standard deviations of Help Time Per-
cent for the main effect of Mode. Rows not connected by the
same letter are significantly different.

The Mode also showed a significant effect on Absolute Rota-
tion (F3,275 = 3.1155, p < 0.03), while Position (F2,275 = 1.6749,
p = 0.1892) and Position × Mode (F6,275 = 0.3656, p = 0.9003)
again had no significant effect. Again, the means and re-
sults of the post-hoc tests can be seen in Table 4.2.

For the Help Percent Time, the Mode again had a signifi-
cant effect (F2,206.1 = 6.6627, p < 0.01) and Position (F2,206
= 0.3833, p = 0.6821), as well as Position × Mode (F4,206 =
0.1588, p = 0.9588) did not have a significant effect. Ta-
ble 4.3 shows the means and results of the post-hoc tests.
Additionally, Figure 4.3 shows the mean number of Button
Presses and the mean Help Time Percent in each of the Modes.
Despite users pressing the button on average more often in
the Video condition, compared to the other two conditions,
it has the lowest average Help Time Percent.

We found that Position (χ2(2) = 10.118, p < 0.01) and Mode
(χ2(3) = 34.092, p < 0.001) had a significant effect on the Per-
ceived Stress ratings, while Position × Mode (χ2(6) = 3.714, p
= 0.715) did not. Post-hoc tests showed, that the effect held
true for the Position and that users felt the least amount of
stress in the Side-by-side (M: 4.32, SD: 0.85) position. How-
ever, the effect was only significant in comparison to 90-
Degree (M: 3.99, SD: 1.03), but not to Opposite (M: 4.01, SD:
1.19). Both 90-Degree and Opposite additionally also fell into
the same significance category. The tests also showed, that
Video (M: 3.44, SD: 1.29) was rated significantly more stress-
ful than Ray (M: 4.43, SD: 0.80) and Opacity (M: 4.46, SD:
0.79), but not Baseline (M: 4.10, SD: 0.89). Further compar-
isons between all non Video conditions showed no signifi-
cant differences.
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Figure 4.3: Effect of Mode on the Button Presses and the Help Time Percent. The per-
cent of time the additional visual aid was active is higher for Ray and Opacity, even
though the button to activate and deactivate it was pressed less often. Whiskers
denote the 95% CI.

For the Perceived Performance ratings we again had a sig-
nificant effect of Position (χ2(2) = 7.464, p < 0.03) and Mode
(χ2(3) = 12.418, p < 0.01), but no significant effect of Position
× Mode (χ2(6) = 0.525, p = 0.998). The post-hoc tests did not
hold true for the effect of Position (Opposite M: 4.21, SD: 0.95;
90-Degree M: 4.15, SD: 0.93; Side-by-side M: 4.39, SD: 0.85) or
the Mode (Baseline M: 4.24, SD: 0.81; Ray M: 4.47, SD: 0.80;
Opacity M: 4.42, SD: 0.80; Video M: 3.86, SD: 1.09). However,
it seems that the participants felt a bit less confident when
using the Video.

The inverted point-based rankings (’4’ points given in the
questionnaire is equal to rank ’1’ in the graph) show that
users liked the Ray and Opacity in all positions the most, fol-
lowed by the Baseline and that Video was generally disliked.
Also it seems like users had a more concise preference for
the Opacity when positioned opposite to the presenter hold-
ing the pen (see Figure 4.4).
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4.5.2 Qualitative Results for the Recognition Task

Participants often remarked, that while the Video is very
good for recognizing the number on the shown cube, figur-
ing out the corresponding position in the scene was ”diffi-
cult” and ”confusing”. Some users also said, that the video
frame was either too large or too small. When asked about
it, nearly all participants would prefer to be able to scale the
video to their own liking, with some stating they would po-
tentially have preferred a ”Split Screen” over the ”Picture-
in-picture” approach. Users also reported, that it some-
times was difficult to distinguish two cubes in the Opacity
setting when one was directly behind, or in front, of an-
other. The participants further pointed out, that they ei-
ther had a strong preference for the Ray or for the Opacity.
Users who had a strong preference for the Ray also often
remarked, that they could keep it permanently active as
it did not impact the overall look of the scene and there-
fore it caused the least amount of distraction. However,
some participants would have preferred a more 3D feel for
the ray, meaning it should get smaller in the distance and
that they should have the option to adjust the transparency
of the ray itself, as it sometimes could occlude the num-
bers. Two users also reported that they would have liked
another highlighting color, that would work complemen-
tary with the color of the cubes, this was not related to any
colorblindness. A few users also reported that the message
displayed to them, indicating they should inform the pre-
senter once they had found/memorized the current cube,
was obstructing their view from time to time. As expected,
some participants only activated the additional visualiza-
tions if they needed them, whereas others did not activate
them at all due to disliking or not needing them and some
did always activate them and kept them on, either because
they liked them or because they found them ”interesting”
and wanted to test them more. Participants would often re-
peat the shown sequence aloud, to keep track of the order
and to be able to search for a cube if they forgot the position,
but still had the number in mind. Only two of the partic-
ipants regularly stood up from the chair to get a different
view, whereas all participants had the tendency to follow
the pointing by leaning to the sides to keep a clear view.
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4.5.3 Quantitative Results for the Relocation Task

For every participant we averaged their time (Relocation
Time), their performed movement with the device (Absolute
Translation and Absolute Rotation), the percent of correctly
performed trials (Success Rate) and the number of wrong-
fully selected cubes (Wrong Nodes). Again, to analyze the
effect of Mode, Position and Position × Mode, we performed
mixed-effect ANOVAs with the user as a random variable,
when the data was decently normally distributed. A Log-
transformation was applied to the Relocation Time, the Ab-
solute Translation and the Absolute Rotation before the eval-
uation. All post-hoc pairwise tests for the normally dis-
tributed data were performed using Tukey HSD test with
α = 0.05. The subjective Likert-Scale ratings were again an-
alyzed using GEEs and post-hoc tested via pairwise Bonfer-
roni corrected Friedman tests, where the ratings were aver-
aged for each user per significant condition. For the rank-
ings we again inverted the points given to make it visually
clearer and only analyzed them descriptively, as seen in the
recognition results already.

Relocation Time
Mode Significance Mean SD

Baseline A 6.67 s 1.75 s
Ray A 6.98 s 2.50 s
Opacity B 8.56 s 3.96 s
Video C 11.05 s 5.49 s

Table 4.4: Means and standard deviations of Relocation Time
for the main effect of Mode. Rows not connected by the
same letter are significantly different.

We found, that the Position (F2,275 = 1.6385, p = 0.1962) and
Position × Mode (F6,275 = 0.2147, p = 0.9720) did not have a
significant effect on the Relocation Time, but Mode (F3,275 =
22.3197, p < 0.0001) did have a significant effect. The means
results of the post-hoc tests can be seen in Table 4.4.

For the Absolute Translation and Absolute Rotation, we again
saw a significant effect of Mode (F3,275 = 14.9719, p < 0.0001
and F3,271.8 = 10.4271, p < 0.0001). Position (F2,275 = 2.2452,
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p = 0.1078 and F2,271.8 = 1.3937, p = 0.2499) and Position ×
Mode (F6,275 = 0.2493, p = 0.9593 and F6,271.8 = 0.2782, p =
0.9469) did not display any significant effect. The respective
pos-hoc tests can be seen in Table 4.5 and Table 4.6.

Absolute Translation (Relocation)
Mode Significance Mean SD

Baseline A 0.88 m 0.36 m
Ray A B 0.93 m 0.50 m
Opacity B 1.21 m 0.73 m
Video C 1.65 m 1.14 m

Table 4.5: Means and standard deviations of Absolute Trans-
lation for the main effect of Mode in the relocation task.
Rows not connected by the same letter are significantly dif-
ferent.

Absolute Rotation (Relocation)
Mode Significance Mean SD

Baseline A 83.75 degree 35.84 degree
Ray A 90.43 degree 52.02 degree
Opacity A 115.90 degree 76.18 degree
Video B 151.40 degree 107.07 degree

Table 4.6: Means and standard deviations of Absolute Rota-
tion for the main effect of Mode in the relocation task. Rows
not connected by the same letter are significantly different.

A GLMM showed a significant effect of Mode on the Suc-
cess Rate (F3,276 = 5.4040, p < 0.0013), while Position (F2,276
= 0.2609, p = 0.7706) and Position × Mode (F6,276 = 0.5378,
p = 0.7793) again did not show any significant effect. The
results of the post-hoc test can be seen in Table 4.7. Since
Mode had a significant effect on the Success Rate, we also
looked at the number of mistakes made (see Figure 4.5).

The GEE showed a significant effect of both Position (χ2(2)
= 7.031, p < 0.030) and Mode (χ2(3) = 37.918 , p < 0.0001)
on the Perceived Stress, whereas the Position × Mode (χ2(6)
= 4.236, p = 0.645) did not display a significant effect. For
the Position the post-hoc Friedman test could not confirm
the significance of the effect (χ2(2) = 4.651, p = 0.098). The
post-hoc comparison for the Modes (χ2(2) = 4.651, p < 0.001)
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Success Rate
Mode Significance Mean SD

Baseline A 98.60 % 5.44 %
Ray A B 95.35 % 10.55 %
Opacity B 91.39 % 13.11 %
Video B 91.60 % 11.88 %

Table 4.7: Means and standard deviations of Success Rate
for the main effect of Mode in the relocation task. Rows not
connected by the same letter are significantly different.
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Figure 4.5: The users selected over more than three times
the amount of wrong nodes when they had the Ray dur-
ing the recognition phase and over five times if they had
the Opacity or Video available to them during recognition,
compared to the Baseline. However, the amount of mistakes
made overall is still low as a value of 0.05 relates to ’1’ mis-
take made over all 18 trials performed with each Mode (1
out of 54 cubes). Whiskers denote the 95% CI.
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however showed, that users rated the Video (M: 2.95, SD:
1.19) significantly lower compared to all other techniques.
No other significant differences were found between the re-
maining three techniques (Baseline M: 4.28, SD: 0.83; Ray M:
4.17, SD: 0.90; Opacity M: 3.82, SD: 1.15).

The Mode (χ2(3) = 28.095, p < 0.001) displayed a significant
effect on the Perceived Performance, whereas Position (χ2(2)
= 5.809, p = 0.055) and Position × Mode (χ2(6) = 2.994, p
= 0.810) did not. Post-hoc tests showed, that participants
rated their Perceived Performance higher for all non Video (M:
3.11, SD: 1.13) techniques (Baseline M: 4.32, SD: 0.73; Ray M:
4.29, SD: 0.86; Opacity M: 4.07, SD: 1.04). Comparing the
higher rated three techniques did not show any further sig-
nificant differences between them.

The rankings show, that user overall liked the Ray and
Opacity setting the most, followed closely by the Baseline
and that Video was heavily disliked (see Figure 4.6). It also
seems like users had a higher preference for the Opacity set-
ting when sitting face to face with the instructor, whereas
they preferred the Ray in the 90-Degree scenario. Both Ray
and Opacity also are close to being even in the Side-by-side
position.

4.5.4 Qualitative Results for the Relocation Task

Participants often remarked, that they had issues to relocate
the cubes when having used the Video and that they were
confused by having to combine the two perspectives inside
their head. Some users also reported, that they would have
liked to been able to also have the Opacity during the re-
location, as they had memorized and visualized the scene
with it and that finding the position of the cube was there-
fore difficult without it. Users also said, that they some-
times had trouble remembering the position and/or num-
ber of the cubes when they had used an additional visual
aid during the recognition phase. Most people responded,
that they would often relocate the cubes by looking for their
number instead of strictly remembering the exact position.
The two participants who stood up during the recognition
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Figure 4.7: The final ranking regardless of Position or the
Task. Ray and Opacity seem to be leading again, with Base-
line being third and Video rated lowest.

task also did so for the relocation task. Most people tried
to keep a static view during relocation, meaning they only
moved their phone if they had to, to get the object into
view or if they lost track of the position and had to ac-
tively search for a cube. Three participants also went close
to the scenes with their phones during the relocation task
and when asked about it, they responded with ”it is easier
this way to tap the correct cubes”, even though tapping a
wrong one would not result in failure directly as users had
to confirm their choice.

4.5.5 Quantitative Results for the Final Ranking &
General Feedback from the Interview

For the final ranking (without regards to either Position or
the Task) the users rated the techniques similar to what we
have seen before, with Ray and Opacity in the leading spots,
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followed by Baseline and Video coming in last (see Figure
4.7). The users also provided general feedback regarding
the difficulty of the task, where nearly all agreed that it was
appropriate. The participants also did not report any tech-
nical difficulties with the system, neither with regards to
the synchronization nor with any potential video lag. A
few users suggested, that the Video might be more benefi-
cial in a more semantic task setting.

4.6 Discussion

Since the results showed no significant effect on the Recog-
nition Time we reject H1.1. We assume, this might be due to
the still rather simple scene setup, if we would have used
even denser and even more complex scenes, we think the
results might have been different. We also saw no time im-
provement for the relocation task, instead Opacity and Video
performed significantly worse than Baseline and Ray. The
qualitative remarks given for those two techniques give a
good indication, that this might be due to the added com-
plexity having to combine two views (Video) and the impact
on the overall look and feel of the scene, as it switches from
the see-through look back to the solid one for the reloca-
tion task (Opacity). We therefore also reject H1.2. While all
techniques had an over 90% Success Rate for the relocation
task, it was again the Baseline that outperformed the addi-
tional techniques, so we also have to reject H2.1. Again
the qualitative remarks give a good indication as to why
this happened, as people reported they somehow struggled
with remembering the position or order from time to time
if they used an additional visualization. This means that
they probably got a false sense of confidence when memo-
rizing the sequence with the additional visual cues turned
on. However, the amount of mistakes made was generally
low, where often user would make only one or two errors
over all 18 trials conducted for each Mode (1 or 2 cubes se-
lected incorrectly out of 54 total cubes). H3.1 can be par-
tially accepted, as the Video indeed did reduce the the mean
of the Absolute Translation in the recognition task compared
to the Baseline, the other two additional techniques how-
ever could not significantly improve upon it, but the means
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were still slightly lower than in the Baseline. For the Abso-
lute Rotation again only a insignificant improvement by the
Video and Opacity over the Baseline could be seen. Both of
these results are also probably caused by the users still try-
ing to follow the overall movement of the presenter, even
in the Video scenario as they would often turn it on ini-
tially, but then turn it off to get a better view on the over-
all scene, where they then had to move the device to bring
the cube back into their actual view. We also have to reject
H3.2 as none of the techniques outperformed the Baseline in
the relocation task with regards to the movement amount.
Opacity and Video even performed significantly worse with
regards to Absolute Translation and Video also performed
worse in the Absolute Rotation category. This ties back to the
added complexity and overall change of look of the scenes
mentioned earlier, that already impacted the Relocation Time
negatively. Users had to actually search the cubes as they
could often only remember the number, but not the position
and sometimes they even completely forgot a number and
had to take a guess. The results of the analysis on the Help
Time Percent showed that despite users pressing the on/off
button more often for the Video it still had the lowest per-
cent of active time for the three additional visual cues. This
is further supported by the qualitative remarks, as users of-
ten pointed out they only engaged with it sporadically, if it
all, and then they often switched between on and off, with
one user even implementing a ”rapid toggle” tactic. Based
on these observations we accept H4.1. Another interesting
point is, that the Position did affect the Perceived Stress in
the recognition task, something that did not happen on the
more traditional hard data measurements, e.g., time and
movement. It was expected that users would feel the most
comfortable in the Side-by-side scenario, as it would offer a
similar PoV to that of the presenter. We assume, that users
felt significantly more stressed in the 90-Degree position, be-
cause it is a more uncommon position to work together for
students, as they often either sit face to face or next to each
other in traditional real-world scenarios based on the tables
in the ”RWTH-Informatikzentrum” and that they therefore
struggled more with combining their view with that of the
presenter in this unfamiliar position, e.g., the furthest right
cube in the bottom row for the presenter would be the cube
with the highest depth in the rightmost column in the bot-
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tom row. Additionally, the users felts the most stress us-
ing the Video and since Ray and Opacity both did not sig-
nificantly outperform the Baseline we reject H5.1. It is not
fully clear, as to why users felt more stress using the Video
in the recognition task. However, we assume it is because
the tasks are linked closely together and that potential neg-
ative experience during relocation also impacted their per-
ception for the recognition task. The qualitative remarks
also indicated that users felt, that it was really good to ”see
the number, but not the actual position”, further support-
ing the idea that the negative experience for the relocation
task also affected the ratings for the recognition portion.
Video was also rated even lower with regards to Perceived
Stress in the relocation task (Relocation M: 2.95, SD: 1.19;
Recognition M: 3.44, SD: 1.29). As no other differences were
found, we reject H5.2. We have to reject H6.1 and H6.2 as ei-
ther no significant differences were found or the Video was
even rated significantly lower than the other three condi-
tions (relocation task). The user rankings for both tasks and
the final ranking showed, that users preferred either Ray or
Opacity over the Baseline and that Video was generally the
least preferred option. Therefore, we partially accept H7.1,
H7.2, H7.3 and fully accept H7.4 and H7.5. We believe that
Video was rated lowest as it was the most complex one and
users struggled to mentally combine the two perspective
into one coherent image and that while it is really good to
see an object, based on the qualitative remarks, it is not well
suited for this task setup, where remembering a position
also plays an important role.

4.7 Design Recommendations

Using the quantitative and qualitative data derived from
the study, we can now give some design recommendations
on what worked already and what might need some further
improvements.

The results showed, that the Baseline highlighting alreadyBaseline is already
quite good provides a good visual cue and that users even were able

to perform better using it, than using any of the three addi-
tional visualizations. We therefore suggest, to keep it as
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the overall base setting for the future. However, as two
users suggested it might be beneficial to adjust the high-
lighting color based on the color of the pointed at object, to
create more drastic differences, e.g., the use of complemen-
tary colors.

Task performance wise Ray and Opacity were nearly always Ray and Opacity as
viable additionsclosely behind the Baseline, but they were generally pre-

ferred by the users, based on the rankings presented. We
suggest to keep them as additional techniques going for-
ward, where users can turn them on if they need them or if
they feel helpful to them. Based on the qualitative remarks,
we feel that it could be good to perform some further visu-
alization improvements for the Ray that would give it more
of a 3D feel and that would stop it from potentially occlud-
ing important information, such that it not solves one issue
by introducing another. Opacity could also see improve-
ments, such that it is no longer an issue if two objects are
directly and closely behind one and another, either by fur-
ther decreasing the opacity of other objects or by having
a stronger visual difference, e.g., usage of complementary
colors again.

With the generally negative feel about the Video and its sub- Video needs
improvements and
different tasks

par performance in the relocation task, it is hard to justify
keeping it, but we believe that the tasks, especially the re-
location one, might not have been the strongest suite for it
and that more semantic tasks would probably be better to
assess its potential value for collaboration. Nevertheless,
we still suggest that its current iteration needs some im-
provements. Users should be able to customize the size to
their liking and a potential ”Split Screen” view could be in-
troduced as an alternative to the PiP approach.

For this study, we added label that tells the participant Message label
occluding objectsto inform us when they had recognized and memorized

a shown cube and that a trial was started, but this label
would sometimes occlude the actual objects. Since this kind
of a label would not be used in an actual version, we do not
believe this to be an issue. However, in potential future
studies it might be more beneficial for example to use a col-
ored border approach, e.g., a red border around the view
could indicate no ongoing trial and a green border would
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indicate that a trial is in progress.

All of the described adjustments, e.g., transparency of theAutomatic
adjustments ray or customization of the video, of course could also be

automated to only occur in specific scenarios, e.g., when
the ray occludes important information. While this is an
interesting approach, we are not sure whether users would
prefer this approach over being able to manipulate these
settings themselves, as the automatic approach might not
fit their desire.
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Chapter 5

Summary and Future
Work

This final chapter concludes this thesis. We summarize our Overview
work on taking the first step towards being able to collab-
orate with the ARPen in a co-located setting. Furthermore,
we sketch out potential future work as this thesis is just the
entry point, that will most likely open up many more re-
search topics on collaboration with the ARPen.

5.1 Summary and contributions

Research into how viable AR is for collaborative work has We aimed to create
an entry point for
collaborative work
with the ARPen

already been heavily explored, yet it continues to be an
interesting and ongoing field of research, especially when
it comes to co-located collaboration and how visual cues
should be designed, such that they are easy to understand
for others. With our work we focused on creating an entry
point for the usage of the ARPen in a co-located collabora-
tive scenario. We aimed to build an experimental extension
for the ARPen app, that would allow users to experience
the same AR content with high stability and a high level of
synchronization. As pointing operations play an important
role in everyday communication and in many forms of col-
laborative work, it seemed to be a good idea to look at how
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to visualize a pointing operation performed via the ARPen,
such that another user has an easy time understanding it.

For this thesis, we therefore extended the existing ARPenWe implemented the
sharing of AR

content and four
visualization

techniques

app with the functionality to synchronize the AR con-
tent between two devices. We used the Multipeer
Connectivity Framework and an ARImageAnchor to
perform the synchronization process with a high accuracy
and stability. Based on previous research, we decided to
implemented four different visualization techniques, a ba-
sic highlighting (Baseline) which would always be present,
the rendered version of the ray cast used for the pointing
(Ray), the reduction of the opacity of not pointed at objects
to better indicate the pointed at object, while also helping
with potential occlusion (Opacity) and a new approach, in
the co-located scenario, with the possibility to switch to the
view of another person’s device (Video).

To fix issues with the live video feed, we had to convertRaspberry Pi as
router a Raspberry Pi into a makeshift router, such that all data

would be transferred only over a 2.4 GHz WLAN band.

We then compared the different techniques in a user study,Evaluation showed
promising results for

Ray and Opacity
which consisted of two linked tasks. First, users had to rec-
ognize and memorize a shown sequence of three numbered
cubes with one of the techniques available to them, after
which they then had to relocate the shown cubes, by tap-
ping them in the correct order via touch input on their de-
vice. This was done in three different user to user positions
and users were not required to use any of the three addi-
tional visualizations when available. We evaluated quanti-
tative (task times, required movement, time additional vi-
sualization were active, number of button presses to turn an
additional help on/off, success rate in the relocation task,
mistakes made in the relocation task, Likert-Scale questions
regarding stress and performance and rankings) and qual-
itative (remarks after the trials, additional comments given
at the end of the study and answers to the short interview
questions) data. This evaluation showed, that while the
Baseline would often be the best performance wise, e.g., task
time or success rate, it were Ray and Opacity that were pre-
ferred by the participants. Video on the other hand would
generally be the most disliked by the users. All of this data
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was presented and discussed in 4.5 “Results” and 4.6 “Dis-
cussion” and allowed us to derive some design recommen-
dations, such as further improvements to the visualizations
of Baseline, Ray and Opacity with the aim to eliminate some
of their issues, e.g., introducing complementary colors for
the highlighting, allowing users to adjust the transparency
of the ray or further decreasing the opacity of not pointed
at objects in the Opacity setting. For the Video we suggested
to make it more customizable and to potentially include a
”Split Screen” view as an alternative to the PiP approach
currently present.

This work contributes to the ongoing research of collabo- Contributions of the
thesisrative work using AR in a co-located setting. Some of the

proposed additional techniques proved to be significantly
more liked over the baseline by the participants of the user
study, while not suffering from a high performance deficit
with regards to, e.g., the time it took to perform the tasks.
This is a good indication, that these techniques can provide
viable additional visual cues, that can be used to under-
stand pointing operations in an co-located AR environment
using the ARPen.

5.2 Future work

As this thesis serves as an entry point to exploring the col- Overview
laborative possibilities of the ARPen, there are many other
interesting research topics linked to it, some of which we
discuss in this section.

Since the video generally performed worse and was dis- Re-evaluate the
Video with different
tasks

liked by the users, we suggest to re-evaluate it with dif-
ferent tasks. We believe, that this technique would show
better results when used in semantic tasks, similar to what
Wells and Houben [2020] tested, e.g., asking a user how
many red tile are on a specific side of a virtual Rubik’s
Cube. Here, a comparison could be made between being
able to manipulate it on one’s own device, being able to
switch the view to that of another person as we presented
it in this thesis and having to walk around the cube with-
out additional techniques. For example, here it could also
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be possible to compare the two video approaches, PiP as
presented in this thesis and ”Split Screen” as suggested by
some users.

Similar to the aforementioned re-evaluation of the video,Evaluate Ray and
Opacity in semantic

tasks
we think it might be beneficial to also test the Ray and the
Opacity techniques in semantic tasks, as these tasks offer a
broader spectrum for collaborative interactions.

Since the ARPen was also build for mid-air sketching andEvaluate the
techniques in a

group sketching task
designing, we feel that all the techniques should be eval-
uated in a group-based scenario with multiple ARPens in
use, where the group is collaboratively working on a de-
sign task, e.g., a virtual car. This should be helpful to get a
better understanding of collaborative group dynamics with
the ARPen and it might give further information on what
improvements are needed for the visual pointing cues, e.g,
Person A points at the rear of a virtual car to talk about a
certain design decision, what help can we give to Person B
and Person C to understand it without obstructing Person
D who is currently sketching some other design ideas.

Finally, we only evaluated the visualization with a ray castEvaluate the
visualizations with

different pointing
techniques

based pointing, as it is the most common and the most
preferred approach. However, there are different pointing
techniques, e.g., having to move the tip of the pen inside a
cube, and it might be interesting to investigate how these
could affect our shown visualization techniques.
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Appendix A

User Study Consent
Form and Questionnaire

The following consent form and questionnaire were
handed out to the participants of the study. The consent
form was filled out before the study started and the ques-
tionnaire given to the participant after each of the six tri-
als with the corresponding part marked. Additionally, the
fully counterbalanced Latin square is shown here.
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Informed Consent Form 

Helping Users Understand Pointing Operations with the ARPen 
 
PRINCIPAL INVESTIGATOR Marvin Bruna 

Media Computing Group 
RWTH Aachen University 
Phone: 01525/1908025 
Email: marvin.bruna@rwth-aachen.de 

 

Purpose of the study: The goal of this study is to analyze different aiding visualization techniques with 
regards to pointing operations using the ARPen. The users will be asked to perform two different tasks, first a 
recognition of a pointing operation, followed by a relocation task of the shown AR objects. Each of these tasks 
will be performed in three different positions(Opposite of the presenter, in a 90-degree angle towards the 
presenter and side-by-side with the presenter) with four different techniques (three + the baseline). 
Additionally, users will be asked to fill out a questionnaire. I will use these questionnaires as well as the multiple 
other data points (e.g., movement or time) to analyze the techniques. Furthermore, I will look at how the user 
behaves during the task (e,g. do they look over to the presenter’s device when side-by-side). 

Procedure: Participation in the study involves two phases. In the first phase, you will be introduced to the 
general usage of the app and the way the tasks will be chained. In the second phase, you will perform the two 
tasks in the mentioned settings from above. After each combination of technique and position you will be asked 
to fill-out the corresponding part of the questionnaire regarding that position and technique.  

Risks/Discomfort: You may become fatigued during your participation in the study.  There are no other 
risks associated with participation in the study. Should completion of either the tasks or the questionnaire 

become distressing to you, it will be terminated immediately.  

Benefits: The results of this study will be useful for future research and work on the ARPen and how to use 
it in a shared space collaborative setting. 

Alternatives to Participation: Participation in this study is voluntary. You are free to withdraw or 
discontinue the participation. 

Cost and Compensation: Participation in this study will involve no cost to you. There will be snacks and 
drinks for you during and after the participation. 

Confidentiality: All information collected during the study period will be kept strictly confidential. You will be 
identified through identification numbers. No publications or reports from this project will include identifying 
information on any participant. If you agree to join this study, please sign your name below. 

 
_____ I have read and understood the information on this form. 
_____ I have had the information on this form explained to me. 

     

Participants’ Name  Participants’ Signature  Date 

     

  Principal Investigator  Date 

 
If you have any questions regarding this study, please contact Marvin Bruna at 01525/1908025 , 
email: marvin.bruna@rwth-aachen.de 

Figure A.1: The consent form handed out before the user study.
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ID: 

General Questions: 

How old are you: ___________________ 

Gender: ________________________ 

Do you have prior experience with AR?: Yes        No 

If you have prior experience how would you rate your proficiency with AR Apps (1 = very bad, 5 = very good): 

 

Do you have prior experience with the ARPen?: Yes         No 

If you have prior experience how would you rate your proficiency with the ARPen and its App: 

 

Opposite Position Recognition (Base): 

1 = Very stressed/Very stressful        5 = Not stressed at all/Not stressful at all (for questions regarding stress) 

1 = very bad/low                                            5 = very good/high (for questions regarding ease of recognition/performance) 

How stressed did you feel having no additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing without additional help? 

 

Opposite Position Relocation (Base): 

1 = Very stressed/Very stressful        5 = Not stressed at all/Not stressful at all (for questions regarding stress) 

1 = very bad/low                                            5 = very good/high (for questions regarding ease of relocation/performance) 

How stressed did you feel relocating the sequences of cubes after having no additional help in the recognition/memorization 

part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having no additional help in the 

recognition/memorization part? 

 

Opposite Position Recognition (Ray): 

How stressed did you feel having the ray as additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing with the ray as additional help? 

 

 

 

 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

Figure A.2: The first page of the questionnaire.
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Opposite Position Relocation (Ray): 

How stressed did you feel relocating the sequences of cubes after having the ray as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the ray as additional help in the 

recognition/memorization part? 

 

Opposite Position Recognition (Opacity): 

How stressed did you feel having the opacity reduction as additional help to recognize and memorize the shown sequences of 

cubes? 

 

How do you rate your chance/performance to recognize the pointing with the opacity reduction as additional help? 

 

Opposite Position Relocation (Opacity): 

How stressed did you feel relocating the sequences of cubes after having the opacity reduction as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the opacity reduction as additional 

help in the recognition/memorization part? 

 

Opposite Position Recognition (Video): 

How stressed did you feel having the video as additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing with the video as additional help? 

 

Opposite Position Relocation (Video): 

How stressed did you feel relocating the sequences of cubes after having the video as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the video as additional help in the 

recognition/memorization part? 

 

Please generally rank the settings from worst = 1 to best = 4, based on how you felt using them etc. 

                         Recognition Task                        Relocation Task 

 

 

 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

No Help  

Rendered Ray  

See-Through  

Video  

No Help  

Rendered Ray  

See-Through  

Video  

Figure A.3: The second page of the questionnaire.
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90-degree Position Recognition (Base): 

How stressed did you feel having no additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing without additional help? 

 

90-degree Position Relocation (Base): 

How stressed did you feel relocating the sequences of cubes after having no additional help in the recognition/memorization 

part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having no additional help in the 

recognition/memorization part? 

 

90-degree Position Recognition (Ray): 

How stressed did you feel having the ray as additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing with the ray as additional help? 

 

90-degree Position Relocation (Ray): 

How stressed did you feel relocating the sequences of cubes after having the ray as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the ray as additional help in the 

recognition/memorization part? 

 

90-degree Position Recognition (Opacity): 

How stressed did you feel having the opacity reduction as additional help to recognize and memorize the shown sequences of 

cubes? 

 

How do you rate your chance/performance to recognize the pointing with the opacity reduction as additional help? 

 

90-degree Position Relocation (Opacity): 

How stressed did you feel relocating the sequences of cubes after having the opacity reduction as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the opacity reduction as additional 

help in the recognition/memorization part? 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

Figure A.4: The third page of the questionnaire.
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90-degree Position Recognition (Video): 

How stressed did you feel having the video as additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing with the video as additional help? 

 

90-degree Position Relocation (Video): 

How stressed did you feel relocating the sequences of cubes after having the video as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the video as additional help in the 

recognition/memorization part? 

 

Please generally rank the settings from worst = 1 to best = 4, based on how you felt using them etc. 

                         Recognition Task                        Relocation Task 

 

 

 

-------------------------------------------------------------------------------------------------------------------------------------------------------------------- 

Side-by-side Position Recognition (Base): 

How stressed did you feel having no additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing without additional help? 

 

Side-by-side Position Relocation (Base): 

How stressed did you feel relocating the sequences of cubes after having no additional help in the recognition/memorization 

part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having no additional help in the 

recognition/memorization part? 

 

Side-by-side Position Recognition (Ray): 

How stressed did you feel having the ray as additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing with the ray as additional help? 

 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

No Help  

Rendered Ray  

See-Through  

Video  

No Help  

Rendered Ray  

See-Through  

Video  

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

Figure A.5: The fourth page of the questionnaire.
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Side-by-side Position Relocation (Ray): 

How stressed did you feel relocating the sequences of cubes after having the ray as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the ray as additional help in the 

recognition/memorization part? 

 

Side-by-side Position Recognition (Opacity): 

How stressed did you feel having the opacity reduction as additional help to recognize and memorize the shown sequences of 

cubes? 

 

How do you rate your chance/performance to recognize the pointing with the opacity reduction as additional help? 

 

Side-by-side Position Relocation (Opacity): 

How stressed did you feel relocating the sequences of cubes after having the opacity reduction as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the opacity reduction as additional 

help in the recognition/memorization part? 

 

Side-by-side Position Recognition (Video): 

How stressed did you feel having the video as additional help to recognize and memorize the shown sequences of cubes? 

 

How do you rate your chance/performance to recognize the pointing with the video as additional help? 

 

Side-by-side Position Relocation (Video): 

How stressed did you feel relocating the sequences of cubes after having the video as additional help in the 

recognition/memorization part? 

 

How to you rate your chance/performance to relocate the sequences of cubes after having the video as additional help in the 

recognition/memorization part? 

 

Please generally rank the settings from worst = 1 to best = 4, based on how you felt using them etc.  

                         Recognition Task                        Relocation Task 

 

 

 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

1 2 3 4 5 

No Help  

Rendered Ray  

See-Through  

Video  

No Help  

Rendered Ray  

See-Through  

Video  

Figure A.6: The fifth page of the questionnaire.
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Please now generally rank the settings from worst = 1 to best = 4  without specific regard to either task or 

position. 

 

 

 

 

Additional comments: 

 

 

No Help  

Rendered Ray  

See-Through  

Video  

Figure A.7: The sixth page of the questionnaire.
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ID: 
1 + 13 
 

Opposing Position: Base + Scene1 -> Ray + Scene2 -> Opacity + Scene12 -> Video + Scene3  
90Degree Position: Ray + Scene11 -> Video + Scene4 -> Base + Scene10 -> Opacity + Scene5  
Side By Side Position: Video + Scene9 -> Opacity + Scene6 -> Ray + Scene8 -> Base + Scene7  

ID: 
2 + 14 
 

Opposing Position: Opacity + Scene2 -> Base + Scene3 -> Video + Scene1 -> Ray + Scene4 
Side By Side Position: Base + Scene12 -> Ray + Scene5 -> Opacity + Scene11 -> Video + Scene6 
90 Degree Position: Ray + Scene10 -> Video + Scene7 -> Base + Scene9 -> Opacity + Scene8 

ID: 
3 + 15 
 

Side by Side Position: Video + Scene3 -> Opacity + Scene4 -> Ray + Scene2 -> Base + Scene5 
Opposing Position: Opacity + Scene1 -> Base + Scene6 -> Video + Scene12 -> Ray + Scene7 
90 Degree Position: Base + Scene11 -> Ray + Scene8 - > Opacity + Scene10 -> Video + Scene9 

ID: 
4 + 16 
 

Side by Side Position: Ray + Scene4 -> Video + Scene5 -> Base + Scene3 -> Opacity + Scene6 
90 Degree Position: Video + Scene2 -> Opacity + Scene7 -> Ray + Scene1 -> Base + Scene8 
Opposing Position: Opacity + Scene12 -> Base + Scene9 -> Video + Scene 11 -> Ray + Scene10 

ID: 
5 + 17 
 

90 Degree Position: Base + Scene5 -> Ray + Scene6 -> Opacity + Scene4 -> Video + Scene7 
Side By Side Position: Ray + Scene3 -> Video + Scene8 -> Base + Scene2 -> Opacity + Scene9 
Opposing Position: Video + Scene1 -> Opacity + Scene10 -> Ray + Scene12 -> Base + Scene11 

ID:  
6 + 18 
 

90 Degree Position: Opacity + Scene6 -> Base + Scene7 -> Video + Scene5 -> Ray + Scene8 
Opposing Position: Base + Scene4 -> Ray + Scene9 -> Opacity + Scene3 -> Video + Scene10 
Side By Side Position: Ray + Scene2 -> Video + Scene11 -> Base + Scene1 -> Opacity + Scene12 

ID:  
7 + 19 
 

Opposing Position: Video + Scene7 -> Opacity + Scene8 -> Ray + Scene6 -> Base + Scene9 
90Degree Position: Opacity + Scene5 -> Base + Scene10 -> Video + Scene4 -> Ray + Scene11 
Side By Side Position: Base + Scene3 -> Ray + Scene 12 -> Opacity + Scene2 -> Video + Scene1 

ID: 
8 + 20 
 

Opposing Position: Ray + Scene8 -> Video + Scene9 -> Base + Scene7 -> Opacity + Scene10 
Side By Side Position: Video + Scene6 -> Opacity + Scene11 -> Ray + Scene5 -> Base + Scene12 
90 Degree Position: Opacity + Scene4 -> Base + Scene1 -> Video + Scene3 -> Ray + Scene2 

ID: 
9 + 21 
 

Side By Side Position: Base + Scene9 -> Ray + Scene10 -> Opacity + Scene8 -> Video + Scene11 
Opposing Position: Ray + Scene7 -> Video + Scene12 -> Base + Scene6 -> Opacity + Scene1 
90Degree Position: Video + Scene5 -> Opacity + Scene2 -> Ray + Scene4 -> Base + Scene3 

ID: 
10 + 
22  

Side By Side Position: Opacity + Scene10 -> Base + Scene11 -> Video + Scene9 -> Ray + Scene12 
90 Degree Position: Base + Scene8 -> Ray + Scene1 -> Opacity + Scene7 -> Video + Scene2 
Opposing Position: Ray + Scene6 -> Video + Scene3 -> Base + Scene5 -> Opacity + Scene4 

ID:  
11 + 
23 
 

90 Degree Position Video + Scene11 -> Opacity + Scene12 -> Ray + Scene10 -> Base + Scene1 
Side By Side Position: Opacity + Scene9 -> Base + Scene2 -> Video + Scene8 -> Ray + Scene3 
Opposing Position: Base + Scene7 -> Ray + Scene4 -> Opacity + Scene6 -> Video + Scene5 

ID: 
12 + 
24 
 

90 Degree Position: Ray + Scene12 -> Video + Scene1 -> Base + Scene11 -> Opacity + Scene2 
Opposing Position: Video + Scene10 -> Opacity + Scene3 -> Ray + Scene9 -> Base + Scene4 
Side By Side Position: Opacity + Scene8 -> Base + Scene5 -> Video + Scene7 -> Ray + Scene6 

Figure A.8: The counterbalanced combination of the different Latin squares.
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Appendix B

Scenes and Additional
Graphs

The following images depict all thirteen scenes (demo +
12 actual scenes) used in the study. Additionally, graphs
that had no positional split and the ones where we only
described the results, but did not include a graphical rep-
resentation, are shown here with the positional split in-
cluded.
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Figure B.1: The demo scene.

Figure B.2: Scene numbered as 1 in the user study.



77

Figure B.3: Scene numbered as 2 in the user study.

Figure B.4: Scene numbered as 3 in the user study.
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Figure B.5: Scene numbered as 4 in the user study.

Figure B.6: Scene numbered as 5 in the user study.
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Figure B.7: Scene numbered as 6 in the user study.

Figure B.8: Scene numbered as 7 in the user study.
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Figure B.9: Scene numbered as 8 in the user study.

Figure B.10: Scene numbered as 9 in the user study.
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Figure B.11: Scene numbered as 10 in the user study.

Figure B.12: Scene numbered as 11 in the user study.
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Figure B.13: Scene numbered as 12 in the user study.
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Figure B.14: The effect of Mode and Position on the mean Recognition Time. Whiskers
denote the 95% CI.
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Figure B.15: The effect of Mode and Position on the mean Absolute Translation
(Recognition). Whiskers denote the 95% CI.
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Figure B.16: The effect of Mode and Position on the mean Absolute Rotation (Recog-
nition). Whiskers denote the 95% CI.
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Figure B.17: The effect of Mode and Position on the mean Help Time Percent.
Whiskers denote the 95% CI.
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Figure B.18: The effect of Mode and Position on the mean Button Presses. Whiskers
denote the 95% CI.
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Perceived Stress (Recognition) (1 = very stressed, 5 = not stressed at all)
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Figure B.19: The effect of Mode and Position on the mean Perceived Stress (Recogni-
tion). Whiskers denote the 95% CI.
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Perceived Performance (Recognition) (1 = very bad, 5 = very good)
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Figure B.20: The effect of Mode and Position on the mean Perceived Performance
(Recognition). Whiskers denote the 95% CI.
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Figure B.21: The effect of Mode and Position on the mean Relocation Time. Whiskers
denote the 95% CI.
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Figure B.22: The effect of Mode and Position on the mean Absolute Translation (Relo-
cation). Whiskers denote the 95% CI.
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Figure B.23: The effect of Mode and Position on the mean Absolute Rotation (Reloca-
tion). Whiskers denote the 95% CI.
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Figure B.24: The effect of Mode and Position on the mean Success Rate. Whiskers
denote the 95% CI.
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