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Abstract 
Many studies have been conducted on supporting commu-
nication in home and office spaces, but relatively few stud-
ies have explored supporting communication in large-scale 
public spaces, despite the importance of such environments 
in our daily lives. We propose a transcendent means of 
communication as an emerging style in this pervasive com-
puting era: a system that allows administrative staff to ef-
fectively help visitors in large-scale public spaces. The 
visitors’ context is used to provide a bird’s-eye view of a 
simulated public space for the staff to grasp the situation 
and point at a particular location within the view to indicate 
the visitors they intend to address. The results of an ex-
periment showed synergic effects between the bird’s-eye 
view and the first-person one in determining the spatial 
movements of people. In indoor and outdoor large-scale 
public spaces, a central railway station and a park, we in-
stalled our prototypes and learned the implications of its 
use. 

Categories & Subject Descriptors: H.5.3. [Informa-
tion Interfaces and Presentation (e.g., HCI)]: Group and 
Organization Interfaces - Computer-supported cooperative 
work. 

General Terms: Design, Human Factors 

Keywords: Transcendent communication, simulated 
space, public space, bird’s-eye view, visual communication, 
station, park. 

INTRODUCTION 
Our living space consists of home, office and public spaces. 
The studies on visual communication have predominantly 
focused on the first two spaces. Consequently, the primary 
issue of these studies is how to use computer network tech-
nologies for connecting distributed spaces [3][6][14][20], 
and a recent additional issue is how to use the technologies 
for enhancing collocated spaces [11]. We tackle a third but 

increasingly important issue—how to use the technologies 
to secure and enrich large-scale public spaces. Such spaces 
have characteristic participants: administrative staff and 
visitors passing through. Every visitor is a candidate for 
on-demand guidance. Their efficient communication is the 
key to comfortable large-scale public spaces. Our research 
goal is to create a new communication style to connect the 
staff with the visitors. 
Our approach is to combine the monitoring and announce-
ment facilities seamlessly in large-scale public spaces. 
Monitoring facilities are usually used only for surveillance. 
We propose a technique to use the monitored view of a 
public space for guidance that is basically one-way an-
nouncements but can also be bidirectional communication. 
The view can be used to grasp the situation and determine 
the appropriate spot and content of guidance. If the ad-
dressed visitors could be specified and limited by control-
ling the volume of each speaker or using some special de-
vices to make local audio channels, it would be possible to 
devise a system that gives a location-based guidance with 
custom information for each visitor. In contrast to a con-
ventional one-way uniform announcement, location-based 
guidance would enable the staff of a public space to give 
more site-specific services to the visitors. 
For location-based guidance, the single global view of a 
large-scale public space is better than a collection of frag-
mented views from surveillance cameras. Recently, 3D 
graphics hardware is becoming inexpensive, and visual 
simulation technologies are rapidly advancing. Since a 
visually simulated public space can provide a more flexible 
and consistent view than surveillance cameras, we adopted 
the bird’s-eye view of a simulated space as the monitoring 
interface. By using this interface, the staff can indicate the 
spot of communication by pointing at a particular location 
in the view. Since this is a novel communication style that 
is different from any conventional visual communication, 
we named it transcendent communication. 
The simulated space has to be rendered based on the con-
text information retrieved from the real world. The mini-
mum information that is necessary for transcendent com-
munication is the positions of visitors. The positions can 
show the spatial movements of visitors and specify the ex-
pected communication participants. Thus, our prototypes of 
transcendent communication interfaces display human fig-
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ures representing the positions. The prototypes can be a 
pointable map to establish the audio communication chan-
nels with visitors. In the Digital City project [12], we in-
stalled the prototypes in two real-world large-scale public 
spaces. 
An indoor example of a large-scale public space is a central 
railway station. Crisis management is vital for securing 
lives in such indoor large-scale public space as a central 
railway station. It is known that leadership is influential in 
the safety of escaping crowds [19][29]. Transcendent 
communication has considerable significance for emer-
gency evacuation since it brings a distributed fashion to 
evacuation guidance announcements and makes it possible 
to lead multiple groups separately at once. Such usual fa-
cilities as surveillance cameras and announcement speakers 
have little capability for distributed leading. Kyoto Station 
in Kyoto City, Japan is a central station where the number 
of visitors per day is more than 300,000. Thus, we devel-
oped our first prototype as an evacuation guidance system 
and installed it in the station to confirm the usefulness of 
transcendent communication. This trial can also give the 
visual simulators of emergency situations [10] an addi-
tional value as an evacuation guidance system. 
An outdoor example of a large-scale public space is a park. 
Environmental education is increasingly important in 
school education [7]. Using computer network technologies 
in environmental education is a highly practical concept 
[28]. Kyoto University’s Experimental Forest was a good 
testbed because it is like a park and it’s also a facility of the 
university. Thus, we developed our second prototype as an 
environmental education support system and installed it in 
the forest. 

RELATED WORKS 

FTF-oriented Studies 
Both transcendent and visual communications are sup-
ported by rich communication media that can transmit 
awareness information. However, the design goals of the 
media are different from each other. 
Since visual communication is one of the most frequently 
tackled problems in HCI and CSCW, many approaches 
have been proposed. Those studies proposed various de-
signs and technologies but share the same goal, which is 
the reproduction of face-to-face (FTF) communication en-
vironments. For example, media space research tried to 
connect distributed office spaces [3]. Telepresence and 
shared workspace research explored a way to integrate dis-
tributed deskwork spaces [6][14]. Spatial workspace col-
laboration research dealt with spatially configured work-
spaces [20]. CVE research proposed using virtual environ-
ments as virtual workspaces [2]. We agree that the elimina-
tion of the geographical barrier of FTF communication 
should be one of the ultimate goals of computer network 
technologies. This kind of efforts still continues [16]. 
However, instead of sticking to this traditional goal, we are 

pursuing a new communication style that is inherently sup-
ported by the technologies and will engender an emerging 
application field. 
Transcendent communication exploits the recent advances 
in wireless communication infrastructures and sensor de-
vices. Wireless communication infrastructures have already 
been widely adopted. GPS, Radio Frequency Identification 
(RFID) tags, vision sensors, magnetic sensors, ultrasonic 
sensors and other sensor devices are available at much 
lower prices than ever. These devices can be used to con-
struct perceptual user interfaces [26], which can continu-
ously track the real world. These technological advances 
make it possible to go beyond the FTF-oriented designs of 
visual communication. 

Ubicomp and MR 
Transcendent communication is driven by the real-world 
context. Both Ubiquitous Computing (Ubicomp) and 
Mixed Reality (MR) studies proposed context-driven 
communication, too. However, these studies seem to aim at 
the augmentation of FTF communication rather than the 
redesign of human communication. 
Both context-aware communication [21] and transcendent 
communication need the context information of people to 
establish communication channels among them. However, 
the user of the information is different. In context-aware 
communication, the system uses the information to auto-
matically decide which devices, e.g. a speaker and a micro-
phone, should be activated in what manner. A caller still 
specifies the ID, which is a name, of a callee to begin a 
conversation. On the other hand, a caller uses the context 
information in transcendent communication. The informa-
tion is visualized in the simulated space and the caller can 
begin a conversation by specifying the location of a callee 
in the space. 
Both social MR [5][8] and transcendent communication 
provide desktop users with a 2D or 3D map that displays 
the positions of mobile users. However, that map plays a 
different role in forming social interaction. In a social MR 
system, the map brings the spatial metaphor of FTF-like 
proxemics to a desktop-mobile interaction. This means that 
both desktop and mobile users become avatars in the same 
MR space. On the other hand, the map provides the context 
information of mobile users for desktop users in transcen-
dent communication. The map enables a desktop user to 
glance over the real world where mobile users exist. 

DESIGN OF TRANSCENDENT COMMUNICATION 
In transcendent communication, a user watches the bird’s-
eye view of the real world to grasp its situation and point at 
a particular location within the view to indicate a person or 
people to talk to. Figure 1 is a conceptual drawing. In the 
figure, a user looks down at the real world and talks to se-
lected people. 
We argue that transcendent communication is different 
from conventional visual communication that aims at the 
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reproduction or augmentation of FTF communication. To 
show this difference, we compare FTF, visual, and tran-
scendent communication in two aspects as illustrated in 
Figure 2. 
The first aspect is the state of communication participants. 
In visual communication, participants can be geographi-
cally distributed, while they are collocated in FTF commu-
nication. In transcendent communication, it is not a signifi-
cant distinction for participants to be distributed or not. The 
important distinction is the two layers of participants. A 
participant who looks down at the real world is a partici-
pant in the transcendent mode, while a real-world partici-
pant is in the immanent mode. Both participants are gener-
ally distributed but could also be collocated. 
The second aspect is the type of communication space. In 
visual communication, a virtual space provides such social 
cues as proxemics and eye contact [24]. These cues are 
necessary to establish FTF-like communication. In FTF 
communication, a real space inherently mediates the cues. 
In transcendent communication, those cues are not the trig-
gers of communication. The situation represented by the 
simulated space determines to whom a transcendent par-
ticipant should talk. Transcendent communication depends 
on a surrounding environment of immanent participants 
rather than each individual of them. 
In conventional visual communication, participants should 
be basically reciprocal. Privacy is an important issue and 
intrusiveness should be avoided [4][30]. In transcendent 
communication, the asymmetry of participants allows a 
transcendent participant to be an intrusive observer. This 
characteristic is effective when a small number of online 
experts like the staff of a public space have to help many 
real-world people like the visitors. 

EVALUATION 

Goal 
We conducted a laboratory experiment to understand tran-
scendent communication before designing prototypes. 
Transcendent communication interfaces provide the ability 
to grasp a situation through the bird’s-eye view and interact 
with people who have first-person views. This design dis-
tinguishes the interfaces from conventional visual commu-
nication interfaces that provide only a subjective view, 
which is usually a first-person view. Therefore, we tried to 
confirm this distinctive nature in the experiment. 
We investigated how much the combination of the bird’s-
eye observation and the first-person experience could con-
tribute to the understanding of the crowd behavior. We 
used a 3D visual simulator FreeWalk [23] and a scenario 
description language Q [13] to construct an evacuation 
simulation. As shown in Figure 3, transcendent subjects 
observed the simulation and immanent subjects participated 
in it as avatars. 

Hypothesis 
Our intuition is that a bird’s-eye view is more effective in 
understanding crowd behavior as well as navigation [9] 
than a first-person view. However, both views may have 
different efficacies. To derive their synergic effects, we 
tested a combination of them in both orders. We compared 
four groups: experiencing a first-person view (FP group); 
observing a bird’s-eye view (BE group); experiencing a 
first-person view before observing a bird’s-eye view (FP-
BE group); and observing a bird’s-eye view before experi-
encing a first-person view (BE-FP group). The subjects are 
96 college students. They are divided into the four groups. 
Six subjects participated in the simulation at once. So, four 
simulations were conducted in each group. 

Measure 
The previous experiment [29] gave us a gauge to measure 
subjects’ understandings of crowd behavior. This study 
demonstrated how the following two group leading meth-
ods cause different crowd behaviors. 
Follow-direction method: The leaders point their arms at 
the exit and shout out, “the exit is over there!” to indicate 
the direction. They begin escaping after all evacuees go out. 
Follow-me method: To a few of the nearest evacuees, the 
leaders whisper, “follow me” and proceed to the exit. This 
behavior forms a flow toward the exit. 

Figure 2. Comparison of FTF, visual, and transcendent communication 

Real space 

Collocated state Distributed state

Virtual space

Face-to-face communication Visual communication Transcendent communication 

Simulated space

Layered state

Figure 1. Conceptual transcendent communication
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The simulation was constructed based on this study. At the 
beginning of the simulation, everyone was in the left part 
of the room, which was divided into left and right parts by 
the center wall as shown in Figure 3. The four leaders had 
to lead the sixteen evacuees to the correct exit at the right 
part and prevent them from going out through the incorrect 
exit at the left part. In the FP simulations, six evacuees 
were subjects and the others were software agents. In the 
BE simulations, all evacuees and leaders were agents. 
In the experiment, subjects observed and experienced the 
two different crowd behaviors caused by the two methods. 
We used the caused behaviors as questions and the causal 
methods as answers. In a quiz including 17 questions, sub-
jects read each description of crowd behavior and chose 
one of the two methods. They answered the quiz before and 
after the experiment. We used a t-test to find significant 
differences between the scores of pre- and post-quizzes. A 
significant difference meant that the subject could learn the 
asked nature of crowd behavior through his or her observa-
tion and experience. 

Results 
Table 1 summarizes the results of the t-test on nine ques-
tions. Since no group could learn the other eight questions, 
they are omitted. Even though the results depend on the 
design of the quiz, it seems clear that a bird’s-eye observa-
tion was necessary to grasp the crowd behavior. The FP 
group could not learn the questions from no. 3 to 9 that 
were related to the behaviors of evacuees. However, a first-
person experience is not worthless. It is interesting that the 
BE-FP group could learn the questions no. 6 and 7 that 
could not be learned by the BE and FP-BE groups. The 
questions seem to be related to the dense nature of crowd 
behavior. This result implies that the background knowl-
edge of the overall behavior enabled subjects to infer the 
gathering behaviors from the denseness they felt in their 
first-person experiences. 
The conclusive result is that a bird’s-eye view is effective 
in understanding the spatial movements of many people, 
and this understanding can convert the feeling created by a 
first-person view into further understandings. It can be said 
that communication between transcendent and immanent 
participants is meaningful to understand the situation. 

PROTOTYPES 
Based on the results that showed the value of transcendent 
communication, we designed prototypes. We deployed two 
prototypes in the indoor and outdoor large-scale public 
spaces to demonstrate the applicability of the transcendent 
communication model. 

Central Railway Station – Indoor Large-scale Pub-
lic Space 
Figure 4 is a snapshot of our evacuation guidance system 
and the escaping passengers on a station platform with their 
mobile phones held. You can see a pointing person who 
stands in front of a large-scale touch screen. Suppose that 
this person is a leader working at an emergency operations 
center. The screen displays the bird’s-eye view of the simu-
lated station drawn by FreeWalk. The station is a static 
model while human figures are animated pedestrians whose 
walking paths are synchronized with those of the escaping 
passengers. 
In this snapshot, the leader is pointing at a human figure, 
which represents one of the passengers. When the screen 
detects this pointing operation, the audio connection han-

Figure 3. Evacuation Simulation System

Transcendent mode 

Immanent mode 

Table 1. Summary of the results of the quiz (one-sided paired t-test) 
No. Question (the answer of all items is the follow-me method.) FP BE FP-BE BE-FP 
1 Leaders are the first to escape. 4.3*** 2.2* 2.3* 4.0***
2 Leaders do not observe evacuees. 2.8** 4.4*** 4.0*** 4.2*** 
3 Leaders escape like evacuees. 1.6 2.2* 1.9* 2.9** 
4 One’s escape behavior is caused by others’ escape behavior. 1.2 2.1* 3.3** 2.9** 
5 Nobody prevents evacuees from going to the incorrect exit. 1.6 4.9*** 3.7*** 4.5*** 
6 Evacuees follow other evacuees. 1.3 1.0 0.7 2.1* 
7 Evacuees form a group. 1.6 0.5 1.2 1.9* 
8 Leaders and evacuees escape together. 0.7 2.0* 0.2 3.4** 
9 Evacuees try to behave the same as other evacuees. 0.9 2.5* 1.5 0.9 

*p<.05, **p<.01, ***p<.001 (df=23) 
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dler of the system immediately activates the connection 
between the leader’s headset and the passenger’s mobile 
phone. This trick is possible because the headset is con-
nected to the PC that is equipped with a special interface 
card. The card can control audio connections between the 
PC and several telephone lines. The simple coupling be-
tween pointing operation and audio activation makes it 
easy for the leader to begin and close a leading instruction. 
The leader can talk to anybody and also any group. For 
example, a dragging operation can be used to indicate a 
rectangular area that includes a group of human figures. 
Furthermore, a pointing operation can be easily modified 
for placing a circular area of a certain size to indicate the 
figures. When the leader chooses a group, the audio con-
nection handler activates several connections simultane-
ously. It is also possible that a group of leaders collaborate 
in leading a large number of crowds. Each leader can ob-
serve his or her own bird’s-eye view of the same simulated 
station because FreeWalk has a multi-user capability. The 
leaders may talk to the same person simultaneously. Since 
a mobile phone cannot establish multiple audio connections 
at once, the audio connection handler plays the role of a 
mixer that compounds the voice streams of the leaders. 
We also designed a smarter interaction, which is closer to 
the conceptual drawing of Figure 1. In Figure 5, a user 
wears an eye-tracking device and indicates an addressed 
person by gazing instead of touching. In our experience of 
experimental use, the coupling between gazing and talking 
gives a much more seamless feeling than that between 
touching and talking. However, that seamless feeling dis-
appears when a user tries to indicate a group. The reason is 
that a user tends to control his or her eyeballs rather than 

gaze when he or she places a circular area to include the 
intended human figures. The center of a circular area is 
usually a blank spot. It is reported that gazing at a blank 
spot is less natural than gazing at a figure [15]. 
Another difference between the two interaction techniques 
is the number of pointing devices. Gaze is a single device 
while a large-scale touch screen enables a user to use two 
devices, i.e. his or her two hands. Even though the screen 
can detect that a single spot is touched at once, the two 
hands are more efficient than a hand or a gaze. 
In the preliminary analysis of transcendent communication, 
we found that the leader used objective and subjective 
ways of guidance appropriately. In the objective way, the 
leader indicated the destination by a landmark, e.g. a stairs. 
The leader also indicated the relative direction, e.g. forward 
and backward directions, based on the subjective viewpoint 
of the passenger. 

Vision sensor network 
We installed a vision sensor network as a positioning sys-
tem in Kyoto Station. We installed 12 sensors in the con-
course area and 16 sensors on the platform. In Figure 6, the 
black dots on the floor plan show their positions and the 
white circles on the pictures show how they are installed. 
The vision sensor network can track passengers between 
the platform and the ticket gate. 
In Figure 7(a), you can see a CCD camera and a reflector 
with a special shape [22]. If we could expand the field of 
view (FOV) of each camera, we could reduce the number 
of required cameras. However, a widened FOV causes mi-
nus (barrel) distortion in the images taken by conventional 
cameras. The reflector of our vision sensor can eliminate 
such distortion. The shape of the reflector can tailor a plane 
that perpendicularly intersects the optical axis of the cam-
era to be projected perspectively to the camera plane. As 
shown in Figure 7(b), this optical contrivance makes it pos-
sible to have a large FOV without distortion. Figure 7(c) is 
a screenshot of the simulated passengers synchronized with 
retrieved positions. 
The installed facilities include 28 vision sensors, 7 quad 
processors, 7 PCs for image processing, and a PC for tra-

Figure 4. Evacuation Guidance System 

Transcendent mode 

Immanent mode 

Figure 5. Seamless coupling between gazing and talking 
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jectory detection. The method of processing images is as 
follows. First, a quad processor assembles the images cap-
tured by four sensors into one video image and sends it to 
the image-processing PC. Next, the PC extracts the regions 
of moving objects by the background subtraction technique 
and sends the results to the trajectory-detection PC. Finally, 
the PC detects the positions of the moving objects based on 
such geographical knowledge as the positions of the cam-
eras, the occlusion edges in the views of the cameras, and 
the boundaries of movable areas. 
A vision sensor network can work well in indoor environ-
ments and track the more fine-grained positions of people 
than GPS. Furthermore, that is a device-free approach since 
people do not need to carry any devices to be tracked. This 
characteristic also means that the simulated station can 
visualize all escaping crowds, including people who are not 
explicitly the users of our system. Our vision sensor net-
work is currently used to only track movements due to the 
limited resolution of the cameras. In the future, it may be-
come possible for higher-resolution cameras to capture 

richer context information to make a simulated space more 
realistic and informative. 

3D visual simulator 
We connected the 3D visual simulator FreeWalk with the 
vision sensor network through the Internet. The positions 
captured by the sensors are transmitted to FreeWalk every 
millisecond. FreeWalk uses physical and social rules to 
synchronize robustly the movements of human figures and 
passengers. Based on the captured positions, FreeWalk 
generates the next step of the corresponding human figure. 
This next step is modified according to the social rules de-
scribed in Q language. Examples of rules are such flocking 
behaviors as following others and keeping a fixed distance 
from others [27] and such cultural behaviors as forming a 
line to go through a ticket gate and forming a circle to have 
a conversation [18]. Then, the next step is modified again 
based on the pedestrian model to avoid collision with oth-
ers, walls, or pillars [25]. Finally, gait animation is gener-
ated based on the hybrid algorithm of kinematics and dy-
namics [31]. 
We constructed the 3D model of Kyoto Station. FreeWalk 
needs the model as a graphical model to draw a simulated 
space and also as a geometric model to simulate crowd 
behaviors. To reduce the building cost and fill these re-
quirements, we combined pictures taken by digital cameras 
with a simple geometric model based on the floor plan. The 
simple model also helps to reduce the workload in the col-
lision detection calculation between human figures and the 
station model. 

Audio connection handler 
Since almost everybody is always carrying a mobile phone, 
we used it as a device for an escaping passenger to com-
municate with a leader. Even though it is well known that a 
wireless telephone facility easily becomes unusable in 
emergency situations, this facility is currently the most 
practical device for our system. We developed the audio 
connection handler to control telephone lines between our 
system and mobile phones. FreeWalk informs the handler 
which human figure is pointed at. The handler knows 
which line corresponds to the figure and activates the line 
to establish an audio communication channel. 
A question that arises is how to know the correspondence 

Figure 6. Vision sensor network in the railway station

Concourse area 

Platform 

Figure 7. Visualization of tracked passengers on a station platform 
(a) Vision sensor (b) Captured image (c) Simulated passengers 
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between telephone lines and human figures. There are sev-
eral possible techniques to resolve this registration problem. 
Currently, our system uses a manual calibration method in 
which an experimenter assigns a telephone number to each 
human figure. A better method is for everyone to call the 
system at an appointed spot so that the system can know 
which figure is the current caller. Obviously, both methods 
are not practical. A straightforward improvement is to use 
such detection methods as face detection, voice detection, 
and so on. However, those methods have technological and 
social difficulties. It is a practical solution to attach a tag or 
a sensor to each passenger’s mobile phone so that he or she 
is registered automatically. The array of ultra-directional 
speakers and microphones on the ceiling may be a more 
promising solution because that array makes mobile phones 
unnecessary.  

Park – Outdoor Large-scale Public Space 
The implementation of our first prototype needs some 
state-of-the-art technologies, e.g. a vision sensor network 
and a 3D visual simulator. There is a study of using similar 
configuration for simulating the real world [17]. However, 
transcendent communication can be supported by using 
widely spread technologies, e.g. GPS and a map. Our sec-
ond prototype is an example of that approach. 
Figure 8 is pictures of the environmental education support 
system [1] and the learners in a park. In an environmental 
education class, a remote teacher can use this system to 
monitor learners walking around a park. The background 
picture of the system is a simple map of the park. The flag 
icons on the map represent plants that should be learned in 
the class. The cap icons move around based on the posi-
tions captured by the GPS receivers attached to the PDAs 
carried by the learners. Those icons inform the teacher 
about the positional relationship between the learners and 
the plants. This information enables the teacher to know 
what he or she should talk about to instruct a learner. 
In the system, the combination of GPS and a map works 
well because the rough positions of the learners are suffi-
cient to know who is approaching which plant. We in-
stalled five wireless LAN access points in the experimental 
forest for the system to gather the positions. The same tool 
set of GPS and a map can be applied to urban areas. In an 
urban area, it is not necessary to prepare our own wireless 
LAN facilities because such wireless data communication 
services as Personal Handy-phone System (PHS) and hot 
spot locations are available. 
Currently, the audio connection handler is not embedded in 
this system. We tested only the monitoring capability. The 
test of full functionality is our future work. 

CONCLUSION 
We created transcendent communication interfaces for 
large-scale public spaces. These interfaces operate between 
administrative staff and visitors. Our interfaces provide the 
staff the ability to grasp the behaviors of visitors in a public 

space in order to communicate with them and give loca-
tion-based guidance. We confirmed this ability in a statisti-
cal analysis of synergic learning effects between the tran-
scendent and immanent modes of participation in a crowd 
behavior simulation. We also confirmed that in an experi-
mental use of indoor and outdoor prototypes of the inter-
faces installed in the real-world large-scale public spaces. 
Those prototypes show examples of both experimental and 
practical implementations. Our future work includes the 
design of an appropriate use of spatial language in tran-
scendent communication. 
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