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What i

 The real world could interact with your immersive world?
* You could enrich your surroundings with dynamic / vibrant / artificially living objects?

e Move through your immersive world?

e Create a believable experience as a mixture of real and artificial world where the barriers
vanish?

- Vision Pro

—> key aspect: Good Tracking Capabilities
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About me
Matthias Weber

e Freelance developer since 2010

e Swift and (somehow) Objective-C, diverse other languages

e i{OS, macOSs, visionOS since the beginning, customer and own apps

e But also: other customer projects with e.g. C++ on Windows, Linux

e Several times at Apple Developer Labs for Vision Pro in Munich and London

e \Was a research assistant before in the areas HCI, AR/VR and always kept an interest in it

e www.develicious.de



http://www.develicious.de

ow to do tracking”
Setup Tracking

e Key question: What data do we get as developers? Answered in this talk. ®
e ARKitSession and DataProviders
 Anchor entities

e SpatialTrackingSession

* |imited support in simulator, only Anchor Entities and device transtform
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ARKitSession (1)

 Runs an data providers that track specificied object types

e E.g.initialize in an immersive view (or model that gets called from the view)
e @State = ARKitSession()

e Run with: session. ([dataProviders])



ARKItSession (2)

 Request authorization on session:
awalt session.requestAuthorization(for: [.worldSensing,.handTracking])

* Monitor session events: session. (authorization and data provider state)

e Documentation: https://developer.apple.com/documentation/arkit/arkit_in_visionos

 Important: Only run in an immersive space!! And app has to be focused!


https://developer.apple.com/documentation/arkit/arkit_in_visionos

Data Provider

e Data providers are a source of live data from ARKit, work with ARKitSession. (https://

developer.apple.com/documentation/arkit/dataprovider)
e Always provide anchor updates
 Only provided data providers are supported (can’t write your own)

 ImageTrackingProvider, HandTrackingProvider, WorldTrackingProvider,

PlaneDetectionProvider, SceneReconstructionProvider

e ObjectlrackingProvider, RoomTrackingProvider, EnvironmentLightEstimationProvider,
BarcodeDetectionProvider (Enterprise only), CameraFrameProvider (Enterprise only)



https://developer.apple.com/documentation/arkit/dataprovider
https://developer.apple.com/documentation/arkit/dataprovider

Anchor Entities

® Special entities that you can add to the scene in a RealityView (in contrast DataProviders

)

 They anchor to the specified type of tracking (head, hand, world, image, plane,
referencelmage, reterenceObject, ...)

e @State wristEntityCont = AnchorEntity(. (. ,
: (for: . )), . )
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Spatial Trackingsession

e Can be used in RealityView, without using ARKit

e Used in combination with AnchorEntity, without using SpatialTrackingSession no access to

transform

e let spatialTracking = SpatialTrackingSession()
Llet spatialTrackingConfiguration =
SpatialTrackingSession.Configuration( : [ 1)
awalt spatialTracking. (spatialTrackingConfiguration)

e Documentation: https://developer.apple.com/documentation/RealityKit/
SpatialTrackingSession



https://developer.apple.com/documentation/RealityKit/SpatialTrackingSession
https://developer.apple.com/documentation/RealityKit/SpatialTrackingSession
https://developer.apple.com/documentation/RealityKit/SpatialTrackingSession
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Privacy

Usage Descriptions

e No access to camera or sensor data
e Only for certain data

e Request data through usage descriptions

e NSWorldSensingUsageDescription, NSHandsTrackingUsageDescription
e Authorization types: worldSensing, handTracking (most providers use worldSensing)

e New in 2.0: cameraAccess
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mage Tracking (1)

2 Togglelmmer...eSpaceButton
2 ImmersiveView

I Assets

B2 Info

> @= Preview Content

v @ Packages
> & RealityKitContent

* Track static images o
Q)] Image Set

Color Set

Symbol Image Set

e Add them to a AR resource group e

AR and Textures > | Texture Set
Sprite Atlas
Cube Texture Set
macOS

e Pay attention to Xcode warnings .

tvOS AR Reference Image B4

i0S

e @State var = ImageTrackingProvider (
referencelmages:
ReferenceImage. loadReferencelImages(
inGroupNamed: "ARReferencelImages')

) ML IZWCovuiIL vo Uqup
Size 9 C
Width Heial

AR reference image “marker2": The histogram of the image is
narrow or not well distributed. Recognition works better on
images with wider, flatter histograms.
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mage Tracking ()

e Use high contrast images, with color and some geometry

e Taking a photo works, but using a generated one or one that is high quality printed works
better, better no reflection, provide physical size (!)

e ARKit type markers do not work well .I:

®* Frequency: ~0.5 to ~2s )

e Precision: can be around 0.1-1cm

e https://developer.apple.com/documentation/visionos/tracking-images-in-3d-space



https://developer.apple.com/documentation/visionos/tracking-images-in-3d-space
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and Tracking (1)

* Track complete hand skeleton of both hands

e HandTrackingProvider: just instantiate, run session,
get anchor updates

e Or: Use AnchorEntities

e Authorization: handTracking



andad Tracking (2)

* Has a certain lag, there is a little jitter, better with visionOS 2.0 (as it is now running at display
rate)

* | ag can be avoided by providing a predictive timestamp:

* handAnchors(at: timeStamp)
with Compositor Services

e AnchorEntity(.hand, trackingMode: .predicted)
with RealityKit




Opject Tracking

. o
Settings Training Output W)
Pause Activity Activity 22. August 2024
Object Tracking Project
Trainin g Started 19:53
Choose a Template ) comPActObjects model-mobile 2.usdz ©

Training Data Added 19:53

Model Sources (3) + model-mobile 2.usdz

— . . Data Source Created 19:53
U RStesiEngs model-mobile 2.usdz

\ 8 Joystick c Model Source Created 19:52

® — . comPActObjects 1
() model-mobile 3

Data Sources (3) 11. July 2024

Project Created 14:15
© rubicsTriangle comPActObjects

S model-mobile 2.usdz Qbject.di o

E model-mobile 3.usdz Width 7,3 cm
Height 89cm
Depth 10,8 cm

e Use CreateML (part of Xcode), on | ! ) |
macOS Sequoia |

the size of your object
Choose the views from which this object can be tracked. For best results, limit tracking to only the views needed for your application.

All Angles Upright Front

Best for tracking objects standing upright on a surface, such as a model car. Disables tracking from bottom viewing angles.

e Add a USDZ file to it

More options

Processing...

@ Training complete.

e Parameters: Physical size very
im pOI’ta ﬂt Total time: 16hrs 31Tmin

e Use orientation parameter t can take very long!
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Opject Tracking

[rain an opject model! (2)

* Symmetric objects do not work well, J
reflecting materials can be difficult .
(while tracking)

® Either a precise model or a scan

-~
{x3 Spatial

@ Training complete.

® Had better experience with Total time: 16hrs 31min

scanned models
't can take very long!

e Can use iPhone for it: Reality Composer (on App Store) or
https://developer.apple.com/documentation/realitykit/scanning-objects-using-object-

capture



https://developer.apple.com/documentation/realitykit/scanning-objects-using-object-capture
https://developer.apple.com/documentation/realitykit/scanning-objects-using-object-capture
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Opject Tracking %

Track an object (1)

* | oad reference object:
try await referenceObject = ReferenceObject( : url)

e Provider:
Llet objectTracking = ObjectTrackingProvider (
referenceObjects)

e Get updates by anchor updates from provider
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Opject Tracking

Track an object (2)

e Update rate ok, but not “real-time”

e Capable of tracking even partially
occluded objects (e.g. while gripping a handle) %y

e Uniform/symmetric objects, or objects with a

lot of retlection do not work v well

(as documented)

e Sample: https://developer.apple.com/documentation/visionos/

exploring_obiject_tracking_with_arkit



https://developer.apple.com/documentation/visionos/exploring_object_tracking_with_arkit
https://developer.apple.com/documentation/visionos/exploring_object_tracking_with_arkit
https://developer.apple.com/documentation/visionos/exploring_object_tracking_with_arkit
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World Tracking

* Place world anchors anywhere and they will stay there
e They will be persisted between sessions

® Precision is as good as with other 3D content placed in the world

e Sample: https://developer.apple.com/documentation/visionos/tracking-points-in-world-
space

e Apart from that: query device position and orientation (available on simulator as well!)

e But: No GPS


https://developer.apple.com/documentation/visionos/tracking-points-in-world-space
https://developer.apple.com/documentation/visionos/tracking-points-in-world-space

Plane Detection

e PlaneDetectionProvider
e Walls, Tables, Floor, Ceiling, Window, Seat

e Provide orientation: horizontal, vertical

e Llet planeData = PlaneDetectionProvider(

[. , s , s 1)

e Sample: https://developer.apple.com/documentation/visionos/placing-content-on-

detected-planes



https://developer.apple.com/documentation/visionos/placing-content-on-detected-planes
https://developer.apple.com/documentation/visionos/placing-content-on-detected-planes
https://developer.apple.com/documentation/visionos/placing-content-on-detected-planes

Scene Understanding (1

e Mesh reconstruction of surroundings, possible with classitication
» Llet sceneReconstruction = SceneReconstructionProvider(modes:

[.classification])

e Provides MeshAnchors,
these contain the mesh and

classification information
in buffers .
e Currently no segmentation S
of classification B
2 ol ] o



Scene Understanding (2)

e Buffers: faces (indices as Int), vertices (tloat3), normals (float3), classification (uchar)

. ®

e Sample: https://developer.apple.com/documentation/visionos/incorporating-real-world-

surroundings-in-an-immersive-experience


https://developer.apple.com/documentation/visionos/incorporating-real-world-surroundings-in-an-immersive-experience
https://developer.apple.com/documentation/visionos/incorporating-real-world-surroundings-in-an-immersive-experience
https://developer.apple.com/documentation/visionos/incorporating-real-world-surroundings-in-an-immersive-experience
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Room Tracking

* |nitialize: = RoomTrackingProvider()
o in ARKitSession
o anchor updates:

* Provides geometries for current room (similar to SceneUnderstanding, but fitted to room)

e Can check if an anchoris inside the current room

e Sample: https://developer.apple.com/documentation/visionos/
building_local_experiences_with_room_tracking



https://developer.apple.com/documentation/visionos/building_local_experiences_with_room_tracking
https://developer.apple.com/documentation/visionos/building_local_experiences_with_room_tracking
https://developer.apple.com/documentation/visionos/building_local_experiences_with_room_tracking
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~nterprise APIs (1)

® Tune object tracking: more performance vs. better accuracy
e Barcode / QR code scanning

e Camera access

e Only available for internal apps, not App Store apps

 Has to be applied for at Apple
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~nterprise APIs (2)

e Documentation: https://developer.apple.com/documentation/visionos/building-spatial-

experiences-tfor-business-apps-with-enterprise-apis

e WWDC24 session 10139: Introducing enterprise APls for visionOS: https://
developer.apple.com/wwdc24/10139/



https://developer.apple.com/documentation/visionos/building-spatial-experiences-for-business-apps-with-enterprise-apis
https://developer.apple.com/documentation/visionos/building-spatial-experiences-for-business-apps-with-enterprise-apis
https://developer.apple.com/wwdc24/10139/
https://developer.apple.com/wwdc24/10139/

Conclusion

* Young plattorm that still has to evolve, especially for update rates
e But: A lot of tracking possibilities, some with very good quality

e Apple works hard to improve it



Thank you very



