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• mainly driven by Mechanical Turk and Social Networks 

 

similarities among various projects. The goal is to reveal 
the structure of the design space, thus helping new 
researchers understand the landscape and discover 
unexplored or underexplored areas of opportunity. 

The key contributions can be summarized as follows: 
• Human computation is defined concretely and positioned 

in the context of related techniques and ideas. 
• We give a set of dimensions that can be used to classify 

and compare existing human computation systems. 
• We explain how to apply the system to identify open 

opportunities for future research in human computation. 

DEFINITION OF HUMAN COMPUTATION 
There have long been many interesting ways that people 
work with computers, as well as ways they work with each 
other through computers. This paper focuses on one of 
them. Human computation is related to, but not 
synonymous with terms such as collective intelligence, 
crowdsourcing, and social computing, though all are 
important to understanding the landscape in which human 
computation is situated. Therefore, before introducing our 
human computation taxonomy itself, we will define a few 
of these terms, each on its own and in the context of human 
computation. This is important because without establishing 
the boundaries of human computation, it would be difficult 
to design a consistently applicable classification system.  
Since we have no particular authority over these definitions, 
we will defer to the primary sources wherever possible. 

Human Computation 
The term human computation was used as early as 
1838 [69] in philosophy and psychology literature, as well 
as more recently in the context of computer science 
theory [62]. However, we are most concerned with its 
modern usage. Based on historical trends of its use in 
computer science literature (Figure 2) as well as our 
examination of citations between papers, it appears that the 
modern usage was inspired by von AhnPs 2005 dissertation 
titled "Human Computation" [64] and the work leading to 
it.  That thesis defines the term as: 

45a paradigm for utilizing human processing power to 
solve problems that computers cannot yet solve.; 

This seems compatible with definitions given elsewhere by 
von Ahn (co-author on the first one) and others (the rest): 

45the idea of using human effort to perform tasks that 
computers cannot yet perform, usually in an enjoyable 
manner.; [33] 
45a new research area that studies the process of 
channeling the vast internet population to perform tasks 
or provide data towards solving difficult problems that 
no known efficient computer algorithms can yet 
solve.; [9] 
45a technique that makes use of human abilities for 
computation to solve problems.; [8,74] 
 45a technique to let humans solve tasks, which cannot 
be solved by computers.; [54] 
4A computational process that involves humans in 
certain steps5; [73] 
45systems of computers and large numbers of humans 
that work together in order to solve problems that could 
not be solved by either computers or humans 
alone; [50] 
45a new area of research that studies how to build 
systems, such as simple casual games, to collect 
annotations from human users.; [34] 

Most other papers using the term do not define it explicitly.  
From these definitions, taken together with the body of 
work that self-identifies as human computation, a consensus 
emerges as to what constitutes human computation: 

• The problems fit the general paradigm of computation, 
and as such might someday be solvable by computers.  

• The human participation is directed by the computational 
system or process.  (This is discussed more below.) 

COMPARISON WITH RELATED IDEAS 
The definition and criteria above do not include all 
technologies by which humans collaborate with the aid of 
computers, even though there may be intersections with 
related topics. For example, human computation does not 
encompass online discussions or creative projects where the 
initiative and flow of activity are directed primarily by the 
participantsP inspiration, as opposed to a predetermined 
plan designed to solve a computational problem. 

We further argue that editing Wikipedia articles is 
excluded, though the distinction is subtle. An encyclopedia 
purist might argue that an online encyclopedia should 
contain no creative content and could be interpreted as a 
very advanced search engine or information retrieval 
system that gathers existing knowledge and formulates it as 
prose. Such is the goal of WikipediaPs Yneutral point of 
viewZ policy [71]. If realized fully and perfectly, perhaps 
Wikipedia might reasonably be considered an example of 
human computation. However, Wikipedia was designed not 
to fill the place of a machine, but as a collaborative writing 
project in place of the professional encyclopedia authors of 

 
Figure 2: Use of the terms "human computation" and
"crowdsourcingZ in the computer science literature has been
steadily increasing. Search results for the two terms in the ACM
Guide to the Literature were counted on January 14, 2010 and
may not include all publications from late 2010. 
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ABSTRACT 
The rapid growth of human computation within research 
and industry has produced many novel ideas aimed at 
organizing web users to do great things. However, the 
growth is not adequately supported by a framework with 
which to understand each new system in the context of the 
old. We classify human computation systems to help 
identify parallels between different systems and reveal 
QholesR in the existing work as opportunities for new 
research. Since human computation is often confused with 
QcrowdsourcingR and other terms, we explore the position 
of human computation with respect to these related topics. 

Author Keywords 
Human computation, crowdsourcing, taxonomy, survey, 
literature review, social computing, data mining 

ACM Classification Keywords 
H5.m. Information interfaces and presentation (e.g., HCI).  

General Keywords 
Theory 

INTRODUCTION 
Since the birth of artificial intelligence research in the 
1950s, computer scientists have been trying to emulate 
human-like capabilities, such as language, visual 
processing, and reasoning. Alan Turing wrote in 1950: 

!The idea behind digital computers may be explained 
by saying that these machines are intended to carry out 
any operations which could be done by a human 
computer.9 [62] 

Turing[s article stands as enduring evidence that the roles 
of human computation and machine computation have been 
intertwined since the earliest days. Even the idea of humans 
and computers working together in complementary roles 
was envisioned in 1960 in Licklider[s sketch of 
Qman-computer symbiosisR [37]. Only recently have 
researchers begun to explore this idea in earnest [21,50,53]. 

In 2005, a doctoral thesis about human computation was 
completed [64]. Four years later, the first annual Workshop 
on Human Computation was held in Paris with participants 
representing a wide range of disciplines [28]. This diversity 
is important because finding appropriate and effective ways 
of enabling online human participation in the computational 
process will require new algorithms and solutions to tough 
policy and ethical issues, as well as the same understanding 
of users that we apply in other areas of HCI. Today, the 
field of human computation is being advanced by 
researchers from areas as diverse as artificial intelligence 
[35,38,58], business [41,56,29,72], cryptography [64], 
art [16,31], genetic algorithms [32], and HCI [2,3,5,etc.]. 

As this area has blossomed with an ever-expanding array of 
novel applications, the need for a consistent vocabulary of 
terms and distinctions has become increasingly pronounced. 

This paper presents a classification system for human 
computation systems that highlights the distinctions and 

Figure 1:  Human computation is a means of solving
computational problems. Such problems are found only
occasionally in crowdsourcing and social computing applications.
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Collabio

• Guess the tags that describe your friend best
• Points for common tags

[Bernstein et al., UIST 2009]
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ABSTRACT 
We present Collabio, a social tagging game within an on-
line social network that encourages friends to tag one 
another. CollabioPs approach of incentivizing members of 
the social network to generate information about each other 
produces personalizing information about its users. We 
report usage log analysis, survey data, and a rating exercise 
demonstrating that Collabio tags are accurate and augment 
information that could have been scraped online. 

Author Keywords 
Social computing, social tagging, human computation. 

ACM Classification Keywords 
H5.2. Information Interfaces: User Interfaces. 

INTRODUCTION 
Crowdsourced applications depend critically on having a 
broad enough appeal to attract a community of contributors. 
However, it can be difficult for such systems to succeed 
when there is only a small network qualified to provide the 
information: for example, when gathering information 
about a particular individual. Two challenges arise in such a 
situation: motivating enough members of the small network 
to participate, and ensuring the accuracy of the generated 
information. To address these problems, our work explores 
mechanisms for gathering social information in a social 
context. We specifically take on the challenge of personali-
zation by building a social tagging game. The game adapts 
elements of Games with A Purpose [6] and extends their 
design principles using social controls. While previous 
work has explored people tagging [2], broadening this 
beyond the enterprise creates challenges around motivation, 
tone, and accountability that we address in our work. 

In this paper, we present Collabio (Collaborative Biogra-
phy), a game that elicits descriptive tags for individuals 
within the Facebook social network. Collabio (Figure 1), 
available at http://apps.facebook.com/collabio, elicits in-
formation that your friends know about you. This informa-
tion includes your personality, expertise, artistic and musi-

cal tastes, topics of importance, and quirky habits. The ap-
plication leverages properties of the social network such as 
competition and social accountability to solve the tag moti-
vation and accuracy problems within a social framework.  

RELATED WORK 
Fringe Tagging is a social people-tagging application de-
veloped for internal use at IBM [2], and Collabio extends 
FringePs exploration. Beyond the differences inherent in an 
enterprise application, Fringe takes a largely pragmatic 
perspective on motivating people to participate: it "enables 
people to organize their contacts into groups, annotate them 
with terms supporting future recall, and search for people 
by topic area" [2]. Collabio, by contrast, is oriented primari-
ly toward encouraging social connectedness, and is a game. 

Research systems such as Mr. Taggy [4], Spar.tag.us [3] 
and Dogear [5] explore the social tagging of web content. 
Collabio adds to the knowledge of these systems because its 
motivation is derived from ctagging for youd rather than 
ctagging for med (Dogear, Fringe) or ctagging for usd 
(Spar.tag.us). Unlike in the other tools, Collabio taggers do 
not receive direct benefit by being active; instead, they hope 
to incentivize their friends to reciprocate and tag them.  

Figure 1. The user has guessed several tags for John Smith, 
including band, ohio and vegas. Tags guessed by JohnFs other 

friends are hidden by dots until the user guesses them. 

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise,
to republish, to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee. 
UIST,09, October 4f7, 2008, Victoria, BC, Canada. 
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Figure 4. A near-complete model with camera positions shown as
black triangles around the model. The game requires a different
style of photography, one that favors quantity and variety over artistic
composition. In order to expand a model, players must take photos that
overlap the existing model, and then move to a new area, taking many
photos along the way.

that building herself. To do so, she takes a starting set of
photos that capture just one side or corner of a building from
all possible angles. Then she uploads those photos through a
separate web interface and waits for the game to generate the
model using the techniques of [21] and [13]. This can take
up to several hours, depending on the number of photos. It
can also fail to work if the building is too shiny or featureless
(e.g. a building with large glass windows). If the seed gener-
ation was successful, the player then aligns an overhead view
of the model with a map and waits for the game developers to
approve her seed and her alignment. We make sure that each
seed meets a minimum quality requirement and is neither
offensive nor irrelevant.

Letting players start seeds themselves is beneficial to the
game’s purpose and to the player. It is impossible for the
game designers to seed a large number of buildings, espe-
cially if they are not physically present where PhotoCity is
taking place. But it is easy for players to start seeds any-
where and everywhere, and earn many points for each seed.
Players can choose buildings that have personal meaning
to them or are convenient to photograph. Having so many
models active in the game gives other players variety for
where to go and take photos.

PhotoCity-style Photography
The photography style required in PhotoCity is different from
ordinary photography. Van House [23] examines the types
of photos posted on Flickr and finds that most represent a
way of ‘life chronicling’ and self-representation. Baber et.
al. [7] point out that “much ‘tourist photography’ represents
a special form of image capture” in which tourists tend to
gravitate towards the best vantage points to take their own
versions of photos seen in brochures. PhotoCity requires
a more utilitarian approach to photography than the artistic
approach seen on Flickr, but also requires more creativity
than normal ‘tourist photography’ to get away from canoni-
cal views and capture a scene from entirely new angles.

Instead of carefully composing a single shot, the key to Pho-
toCity is to take as many photos as possible from many dif-
ferent angles. The ideas of quantity over quality, and sweep-
ing the camera around a scene, are probably the most radical
notions that people new to PhotoCity have to learn. Figures 4
and 11 show camera/photographer positions and how players
walked around a particular model taking photos every few
steps. This is but one dimension on which to change how
players take photos, favoring quantity and variety over nice
composition. In the end, the photos taken for PhotoCity
should have the coverage, density, and variety to essentially
blanket an entire location in photographs.

FIELD STUDY
In our setting, the main challenge is to acquire a different
and much larger set of photos than what people normally
take and post online. This set of photos should also be large
enough and comprehensive enough to be completely “cover”
a target area (and in particular yield complete 3D recon-
structions of buildings). This could be accomplished either
by having many players stray slightly from their ordinary
behavior and do a small amount of work, or having fewer
players drastically change their photographic style and each
contribute a large amount.

We designed PhotoCity to have a variety of different incen-
tives, and deployed it as a competition against two universi-
ties to evaluate its success and find whether the game solicits
many new users, a few passionate users, or something in
between.

New Incentive: Competition
In the Spring of 2010 we instigated a rivalry between two
schools. For six weeks, split into two three-week rounds,
Cornell University and the University of Washington in Seat-
tle played PhotoCity and competed to see which school could
reconstruct the “best” model of its campus. Players could
view the PhotoCity map for each school, or track the game
on a single competition webpage. Anyone at either school
could sign up online and start contributing photos. We ad-
vertised though school newspapers, department mailing lists,
and temporarily ran an advertisement on Facebook targeted
at students interested in photography.

The competition was not just between schools, but also be-
tween players (within and across schools). The competition
page featured a leader board where players were ranked by
number of points and by number of successful photos. There
were also five ‘titles’ that one player at each school could
hold: Kingdom Overlord (owning the most models), Ex-
pert Expander (spawning the most new flags), Expert Seeder
(starting the most new seeds), Master Flag Conqueror (most
flags captured), and Best Recruiter (players could invite their
friends to play and get recruiter credit). Finally, within each
school there was also a team competition; players could se-
lect from four teams (red, green, blue, yellow) to join, and
the webpage provided a ranking of each team by score.

We awarded prizes after the competition: T-shirts for the
top 15 players (based on points), Flickr Pro accounts for
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PhotoCity

Task: reconstruct the geometry
of buildings from photos

[Tuite et al., CHI 2011]

• PhotoCity is a competition 
between two universities 
to get the better model

• The author describe this as 
“Game with a purpose”
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PhotoCity
[Tuite et al., CHI 2011]

• Players get points for photos with new feature vectors
• Better photos have more new features
• Website guides the players with flags placed at 

problematic areas

Figure 2. PhotoCity map with castles and flags at University of Wash-
ington. Different teams (at the same school) have different colored flags
and castles. When a player captures a flag, the flag becomes the color of
her team. When a player captures a building, her name appears under
the castle icon.

corresponds to one partially reconstructed 3D model of a
real-world building. If a player adds the most points to the
school library, for example, that player “captures” the build-
ing, and his name appears next to the library’s castle icon
on the map. Flags correspond to specific map locations in
the real world, and are automatically placed along building
walls to guide players to more lucrative, missing viewpoints.
A player controls a flag when her photos contribute the most
points to that one section of wall. As models grow larger,
more flags appear along the edges of the model.

Basics: Earning Points and Capturing Flags
Every virtual model in the game is represented as a dense
point cloud, like the one pictured in Figure 4. When a player
adds a photo to a model, our back end server estimates the
3D pose of that photo with respect to the current 3D model,
then matches pixels in that photo to existing, nearby photos,
in order to triangulate new points—in essence, each photo
acts similar to a “laser scan” captured at a particular view-
point, with geometry created by matching points in that photo
to other views. This process literally adds new 3D points to
the model, and the player earns one game point for each new
3D point.

To play the game, the typical player looks at the map of the
game, identifies the flags she wishes to capture, and then
takes photos of that portion of the building. For a photo to
earn points, it must (1) overlap with enough existing points
in the model and (2) overlap the empty space next to a model.
The first requirement allows the photo to connect with the
model and have its position within the model automatically
calculated. The second requirement, that the photo look
beyond the existing model, allows new points to be added
to that void as soon as there are enough other photos to
triangulate the 3D positions of those features. A photo can
add up to several thousand new points.

Instead of taking a nice photo of the front of a particular
building, an area that is likely already saturated in photos,

Figure 3. A seed made from 30 photos. Players take photos to fill in the
missing holes (indicated in this image by the ovals) and to expand this
seed from a single facade to the entire building.

the player can earn many more points (and capture flags) if
he goes to the edge of the virtual model and takes entirely
new photos there. This basic game mechanic accomplishes
two things towards the purpose of PhotoCity: (1) Photos
are not just of the ‘popular’ locations, but include many dif-
ferent locations and many different viewing angles of each
location. (2) Every photo that a player earns points for has
already been determined by the game to be useful.

A verification mechanism is built into the game. Every photo
is compared against a 3D model when it is uploaded, and the
only photos that earn points are photos that overlap with or
fit into an existing model. If a player uploads an irrelevant
photo, of a different building or of a flower for example, that
photo will fail to match the 3D model and the game will
mark it as ‘unsuccessful’. The game performs this matching
in a matter of seconds and then the player views which pho-
tos failed and which worked. They can use this information
to modify their approach to taking pictures. Occasionally, a
photo of of the correct building fails to match because the
virtual model of that building is not yet large enough to in-
corporate that photo. The system automatically retries each
photo three times, but if a photo repeatedly fails to match
(because the model has not grown enough), players are free
to re-upload photos. When they do, the game considers these
as entirely new photos.

Advanced Technique: Seeds
In addition to playing PhotoCity by growing existing mod-
els, players can also seed their own models.

Every model in PhotoCity starts off as a seed generated from
a small batch of photos of the real building. The number of
photos used to make a seed is between 20 and 200. Models
in their starting state usually only span one face or one corner
of a building and have rough edges and large holes where
data for the building has yet to be captured. Figure 3 shows
the size of a seed made from thirty photos. Once a seed has
been generated, it is aligned with the map and added to the
set of active, under construction models in the game.

If a player wants to take pictures of a particular building but
that building is not already in the game, that player can seed
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ABSTRACT 
The rapid growth of human computation within research 
and industry has produced many novel ideas aimed at 
organizing web users to do great things. However, the 
growth is not adequately supported by a framework with 
which to understand each new system in the context of the 
old. We classify human computation systems to help 
identify parallels between different systems and reveal 
QholesR in the existing work as opportunities for new 
research. Since human computation is often confused with 
QcrowdsourcingR and other terms, we explore the position 
of human computation with respect to these related topics. 

Author Keywords 
Human computation, crowdsourcing, taxonomy, survey, 
literature review, social computing, data mining 

ACM Classification Keywords 
H5.m. Information interfaces and presentation (e.g., HCI).  

General Keywords 
Theory 

INTRODUCTION 
Since the birth of artificial intelligence research in the 
1950s, computer scientists have been trying to emulate 
human-like capabilities, such as language, visual 
processing, and reasoning. Alan Turing wrote in 1950: 

!The idea behind digital computers may be explained 
by saying that these machines are intended to carry out 
any operations which could be done by a human 
computer.9 [62] 

Turing[s article stands as enduring evidence that the roles 
of human computation and machine computation have been 
intertwined since the earliest days. Even the idea of humans 
and computers working together in complementary roles 
was envisioned in 1960 in Licklider[s sketch of 
Qman-computer symbiosisR [37]. Only recently have 
researchers begun to explore this idea in earnest [21,50,53]. 

In 2005, a doctoral thesis about human computation was 
completed [64]. Four years later, the first annual Workshop 
on Human Computation was held in Paris with participants 
representing a wide range of disciplines [28]. This diversity 
is important because finding appropriate and effective ways 
of enabling online human participation in the computational 
process will require new algorithms and solutions to tough 
policy and ethical issues, as well as the same understanding 
of users that we apply in other areas of HCI. Today, the 
field of human computation is being advanced by 
researchers from areas as diverse as artificial intelligence 
[35,38,58], business [41,56,29,72], cryptography [64], 
art [16,31], genetic algorithms [32], and HCI [2,3,5,etc.]. 

As this area has blossomed with an ever-expanding array of 
novel applications, the need for a consistent vocabulary of 
terms and distinctions has become increasingly pronounced. 

This paper presents a classification system for human 
computation systems that highlights the distinctions and 

Figure 1:  Human computation is a means of solving
computational problems. Such problems are found only
occasionally in crowdsourcing and social computing applications.

 
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise,
or republish, to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee. 
CHI 2011, May 7b12, 2011, Vancouver, BC, Canada. 
Copyright 2011 ACM  978-1-4503-0267-8/11/05....$10.00. 

CHI 2011 • Session: Crowdsourcing May 7–12, 2011 • Vancouver, BC, Canada

1403

Collabio

• Social computing facilitates relatively natural human 
behavior mediated by technology
• Crowdsourcing replaces experts with undefined, usually 

large groups of people
• Collective intelligence: groups of individuals that are 

doing things that seem intelligent

[Bernstein et al., UIST 2009]

PhotoCity
[Tuite et al., CHI 2011]

reCaptcha
[von Ahn et al., Science 2008]
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reCaptcha

• Prove to be human by deciphering text that OCR cannot
• 200 million CAPTCHAs are solved by humans around 

the world every day
• Leverage this “processing power”!

[von Ahn et al., Science 2008]



[von Ahn et al., Science 2008]
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Human Computation

• Von Ahn, 2005

“... a paradigm for utilizing human processing power to solve 
problems that computers cannot yet solve”

•  Human as a processor for a larger (computer directed) algorithm

12
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Human Computation

• Von Ahn, 2005

“... a paradigm for utilizing human processing power to solve 
problems that computers cannot yet solve”

13

Easy for 
Computers

Easy for 
Humans
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In-class Exercise: Mechanical Turk

• Visit http://www.mturk.com/ click “find hits now”

• What kind of jobs are posted there?

• In what manner are they posted?

• How much are they paid?

• How much time do they take?

• What kind of jobs are missing?

14

http://www.mturk.com
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The original Mechanical Turk

15
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VizWiz: Nearly Real-time Answers to Visual Questions

1. Blind user takes a photo with his 
smartphone and formulates a 
question

2. Turker has a look at the photo and 
listens to question

3. Answer is transmitted back to the 
phone and blind user

16

[Bigham et al., 2010]that answers come back “within a few minutes.” [37]
Mechanical Turk has made outsourcing small paid

jobs practical [1]. Mechanical Turk has been used for a
wide variety of tasks, including gathering data for user
studies [31], labeling image data sets used in Computer
Vision research [38], and determining political senti-
ments in blog snippets [28]. The Amazon Remembers
feature of its iPhone application lets users take pic-
tures of objects, and later emails similar products that
Amazon sells [2]. It is widely suspected that Ama-
zon outsources some of these questions to Mechanical
Turk. The TurKit library enables programmers to eas-
ily employ multiple turk workers using common pro-
gramming paradigms [32].

2.3. Connecting Remote Workers to Mobile Devices
Some human-powered services provide an expecta-

tion of latency. ChaCha and KGB employees answer
questions asked via the phone or by text message in
just a few minutes [4, 8]. Other common remote ser-
vices include relay services for deaf and hard of hear-
ing people (which requires trained employees) [36], and
the retroactive nearly real-time audio captioning by
dedicated workers in Scribe4Me [14]. A user study of
Scribe4Me found that participants felt waiting the re-
quired 3-5 minutes was too long because it “leaves one
as an observer rather than an active participant.”

Existing Use of Photos and Video for Assistance:
Several of the blind consultants whom we interviewed
mentioned using digital cameras and email to infor-
mally consult sighted friends or family in particularly
frustrating or important situations (e.g., checking one’s
appearance before a job interview). Back in 1992, re-
mote reading services for the blind were proposed us-
ing low cost fax equipment and sighted remote readers.
Compressed video technology allowed very low frame-
rate, high-resolution video transmission over ordinary
telephone lines [23]. oMoby is an iPhone application
similar to Google Googles, but instead of an automated
database lookup, human computation is used. The
Soylent Grid CAPTCHA-based image labeling system
requires remote human annotation for CAPTCHA im-
ages then included in a searchable database [24].

LookTel is a soon-to-be-released talking mobile ap-
plication that can connect blind people to friends and
family members via a live video feed [11]. Although
future versions of VizWiz may similarly employ video,
we chose to focus on photos for two reasons. First,
mobile streaming is not possible in much of the world
because of slow connections. Even in areas with 3G
coverage, our experience has been that the resolution
and reliability of existing video services like UStream
[18] and knocking [9] is too low for many of the ques-

Stage 1

Stage 2

Outline the Wheaties

Remote Worker on 

Mechanical Turk

Figure 3. To use VizWiz::LocateIt users first take a pic-
ture of an area in which they believe the desired item is
located, and this is sent to remote workers on Mechanical
Turk who outline the item in the photograph. During this
stage, VizWiz uses the accelerometer and compass to di-
rect the user in the right direction. Once users are closer
to the objects, VizWiz switches to using a color histogram
approach to help users narrow in on a specific item.

tions important to blind people. Second, using video
removes the abstraction between user and provider that
VizWiz currently provides. With photos, questions can
be asked quickly, workers can be employed for short
amounts of time, and multiple redundant answers can
be returned.

3. VizWiz::LocateIt

Here we present our work on VizWiz::LocateIt, a
prototype system that combines remote human work
with automatic computer vision to help blind people
locate arbitrary items in their environments (Figure
3). To support object localization we created the fol-
lowing two components: a web interface to let remote
workers outline objects, and the VizWiz::LocateIt mo-
bile interface consisting of the Sensor (zoom and filter)
and Sonification modules.
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VizWiz: Nearly Real-time Answers to Visual Questions

17

[Bigham et al., 2010]
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Who are the 
Crowdworkers?

• Mechanical Turk was launched in 2005

• 400k registered workers in 2010

• 338k Hits this morning

• Average pay per hour: 2$

• Typical worker is well-educated, Indian or 
American, and young

18

[Ross et al., CHI 2011]

  

 

 

 

the worker population (36%). Similarly, our surveys 
show a fairly steady increase in the number of male 
workers (Figure 2)—a population changing from one 
that is 60% female to one that is more evenly split 
between the genders (52% female in Nov. 2009). 
Furthermore, the Turker population seems to be getting 
younger—the average age has dropped slightly from 
32.9 in Nov. 2008 to 31.6 in Nov. 2009, particularly as 
the percentage of workers 18-24 increases (Figure 3). 

Comparing these surveys also reveals a change in 
Turker annual incomes. Ipeirotis reports a median 
annual income in the $25-40,000 range, or even in the 
$40-60,000 range in Nov. 2008. He also reports a 
relatively small percentage of workers making less than 
$10,000 or $15,000 annually (16% and 10% in Mar. 
and Nov. 2008, respectively. See [10,11] for details). 
In these earlier surveys, Turkers on average had 
moderately-high incomes. However, in our more recent 
surveys, a larger and larger portion of MTurk workers 
report making less than $10,000 annually—indeed, 
nearly a third of respondents in Nov. 2009 (see Figure 
4). Thus over time, the number of lower-income 
workers has increased, along with the number of young 
workers, male workers, and Indian workers. 

These changing demographics all seem to stem from 
the increased global population of Turkers. Indian 
workers have consistently been younger than workers 
from the U.S., with an average age of around 26-28 
years old (compared to 33-35 years old for U.S. 
Turkers; see Table 2). Indian workers are also 
substantially more likely to be male than U.S. Turkers—
while around 2/3 of U.S. Turkers are female, 2/3 of 
Indian Turkers are male. Similarly, Indian workers have 
significantly lower annual incomes than U.S. workers 

Figure 1. Nationality of MTurk 
workers over time. Countries with 
more than 1% of respondents 
include Canada, the U.K., and the 
Philippines. We do not have 
country data for Feb. 2009. 

Figure 2. Gender of MTurk 
workers over time. 

Figure 3. Age of MTurk workers 
over time. 

CHI 2010: Imagine all the People April 10–15, 2010, Atlanta, GA, USA
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TurKit

19

[Little et al., UIST 2010]

 

 

work on them, but turkers may accidently fill out the form 
in preview mode if they are not prevented from doing so. 
TurKit also provides a mechanism for blocking specific 
turkers from doing specific HITs. This is useful when an 
algorithm wants to prevent turkers who generated content 
from voting on that content. This feature is implemented at 
the webpage level (in JavaScript) as a temporary fix until 
Amazon adds this functionality to their core API. 

EXAMPLE APPLICATIONS 
This section describes applications we have explored using 
TurKit, as well as use cases outside our group. 
Iterative Writing 
TurKit has been used to run many experiments that involve 
asking one turker to write a paragraph with some goal. The 
process then shows the paragraph to another person, and 
asks them to improve it. The process also has people vote 
between iterations, so that we eliminate contributions that 
don’t actually improve the paragraph. This process is run 
for some number of iterations. Figure 5 shows template 
code for a simple version of this algorithm. We have run 
many scripts like this to describe images (see Figure 6). 
These scripts are slightly more complicated because we 
need to generate a UI displaying an image. 
From our iterative paragraph writing experiments [15], we 
have observed that most improvements involve making the 
paragraph longer (note that we limit the size to 500 charac-
ters). Also, people tend to keep the style and formatting 
introduced by earlier turkers in an iterative sequence. 
Blurry Text Recognition 
As another example of an iterative task using a similar 
structure, but achieving a different goal, consider the task 
of doing hard OCR. This is similar to reCAPTCHA [3], 
except it may work when the text is so unreadable that con-

text and seeing other people’s guesses may be necessary to 
decipher the passage. Figure 7 shows an example transcrip-
tion of an artificially blurred passage. 
We can see the guesses evolve over several iterations, and 
the final result is almost perfect. We have had good success 
getting turkers to translate difficult passages, though there 
is room for improvement. For instance, if one turker early 
in the process makes poor guesses, these guesses can lead 
subsequent turkers astray. 

 

quicksort(a)�{�
����if�(a.length�==�0)�return�
����var�pivot�=�a.remove(once(function�()�{�
��������return�Math.floor(a.length�*�Math.random())�
����}))�
����var�left�=�[],�right�=�[]�
����for�(var�i�=�0;�i�<�a.length;�i++)�{�
��������fork(function�()�{�
������������if�(vote("Which�is�best?",��
�������������������[a[i],�pivot])�==�a[i])�{���������
����������������right.push(a[i])�
������������}�else�{�
����������������left.push(a[i])�
������������}�
��������})�
����}�
����join()�
����fork(function�()�{�quicksort(left)�})�
����fork(function�()�{�quicksort(right)�})�
����join()�
����a.set(left.concat([pivot]).concat(right))�
}�
 

Figure 4: A parallel quicksort in TurKit using fork 
and join. 

 

//�generate�a�description�of�X�
//�and�iterate�it�N�times�
var�text�=�""�
for�(var�i�=�0;�i�<�N;�i++)�{�
����//�generate�new�text�
����var�newText�=�mturk.prompt(�
��������"Please�write/improve�this�paragraph�
���������describing�"�+�X�+�":�"�+�text)�����
�
����//�decide�whether�to�keep�it�
����if�(vote(PWhich�describes�"�+�X�+�"�better?",�
��������[text,�newText])�==�newText)�{�
��������text�=�newText�
����}�
}�
�

Figure 5: Template for a simple iterative text im-
provement algorithm. 

 

 
 

Iteration 1: Lightening strike in a blue sky near a tree and a building.   
Iteration 2: The image depicts a strike of fork lightening, striking a 

blue sky over a silhoutted building and trees. (4/5 votes) 
Iteration 3: The image depicts a strike of fork lightning, against a 

blue sky with a few white clouds over a silhouetted building and 
trees. (5/5 votes) 

Iteration 4: The image depicts a strike of fork lightning, against a 
blue sky- wonderful capture of the nature. (1/5 votes) 

Iteration 5: This image shows a large white strike of lightning com-
ing down from a blue sky with the tops of the trees and rooftop 
peaking from the bottom. (3/5 votes) 

Iteration 6: This image shows a large white strike of lightning com-
ing down from a blue sky with the silhouettes of tops of the trees 
and rooftop peeking from the bottom. The sky is a dark blue and 
the lightening is a contrasting bright white. The lightening has 
many arms of electricity coming off of it. (4/5 votes) 

 

Figure 6: Iterative text improvement of an image. 
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In-class Exercise: Quality Control

• 30% of open ended tasks tend to yield unusable results

• “Lazy” Workers do only the minimum amount required

• “Eager Beavers” might try to do more than your algorithm can 
handle

• Exercise: In groups, come up with strategies how one can ensure 
quality of the delivered work

20
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Quality Control Mechanisms

• Verify the work:  Verification is often easier than the task

• Output agreement: Have multiple workers agree on answer

• Reputation: Mechanical Turk records approval rate

• Economic models: Pay more for honest workers

• Defensive task design: Is it easier to cheat than to be honest?

• Statistical filtering: Discard outliers from an expected distribution

• Multilevel review: One worker reviews the previous stage of work

21
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Soylent

• Word processor with cloud inside

• Plug-in to MS Word with different modules
• Crowdproof: spelling and grammar checking by asking Mechnical Turk workers 

• Shortn: asks workers to suggests ways to shorten a given text

• The Human Macro: any word processing task 

• Embed human computation in an everyday application
• Wizard-of-Oz prototyping as part of running system

• Achieves complex tasks that would require expert users otherwise

• Multilevel review: Find-fix-verify pattern

• Splits task into a series of generation and review stages

22
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We!begin!by!splitting!the!input!region!into!paragraphs.!The!
Find!stage!asks! ten!Turkers! to! identify!candidate!areas!for!
shortening!in!each!paragraph.!At! least!20%!of! the!Turkers!
must!agree!on!a!text!region.!Each!agreed@upon!patch!moves!
on!to!the!Fix!stage,!where!five!Turkers!see!it!highlighted!in!
the!paragraph!and!are!asked!to!shorten!it,!as!well!as!deter@
mine!if!the!patch!can!be!cut!entirely.!We!now!have!a!set!of!
rewrites!and!votes!on!whether!the!text!can!be!cut.!If!it!can!
be! cut,!we! introduce! the! empty! string! as! a! rewrite.! In! the!
Verify!stage,!five!Turkers!see!a!list!of!all!the!rewrites!where!
each! rewrite! has! been! annotated! using! color! and! striketh@
roughs! to!highlight! its! differences! from! the!original.!Each!
Turker!selects!at!least!one!rewrite!that!has!significant!spel@
ling,! grammar,! or! style!problems,! and! at! least! one! rewrite!
that!significantly!changes! the!meaning!of! the!original!sen@
tence.!We! use! majority! voting! to! remove! problematic! re@
writes! and! to! decide! if! the! patch! can! be! removed.!At! the!
end!of!the!Verify!stage,!we!have!a!set!of!candidate!patches!
and!a!list!of!verified!rewrites!for!each!patch.!
To! keep! the! algorithm! responsive,! we! use! a! 15@minute!
timeout!at!each!stage.!We!require!a!minimum!of!six!work@
ers!in!Find,!three!workers!in!Fix,!and!three!workers!in!Veri@
fy.! When! the! user! specifies! a! desired! maximum! length,!
Shortn! searches! for! the! longest! combination! of! rewrites!
subject!to!the!length!constraint.!This!search!is!a!special!case!
of! the! knapsack! problem! and! can! be! solved! with! a! poly@
nomial!time!dynamic!programming!algorithm.!
IMPLEMENTATION*
Soylent! consists! of! a! front@end! application@level! add@in! to!
Microsoft!Word!and!a!back@end!service!to!run!Mechanical!
Turk!tasks!(Figure!4).!The!Microsoft!Word!plug@in!is!writ@
ten!using!Microsoft!Visual!Studio!Tools!for!Office!(VSTO)!

and! the!Windows! Presentation! Foundation! (WPF).! Back@
end!scripts!use!the!TurKit!Mechanical!Turk!toolkit![16].!
EVALUATION*
Our!initial!evaluation!sought!to!establish!evidence!for!Soy@
lent’s! end@to@end! feasibility,! as! well! as! to! understand! the!
properties!of!the!Find@Fix@Verify!design!pattern.!!
Shortn*Evaluation*
We!evaluated!Shortn!quantitatively!by!running!it!on!exam@
ple! texts.! Our! goal! was! to! see! how! much! Shortn! could!
shorten!text,!as!well!as!its!associated!cost!and!time!charac@
teristics.!We!collected!five!examples!of!texts!that!might!be!
sent! to! Shortn,! each! between! one! and! seven! paragraphs!
long.!We!chose!these!inputs!to!span!from!preliminary!drafts!
to! finished! essays! and! from! easily! understood! to! dense!
technical!material!(Table!I).!
To! simulate! a! real@world! deployment,! we! ran! the! algo@
rithms!with! a! timeout! enabled! and! set! to! twenty!minutes.!
We!required!6–10!workers! to!complete! the!Find! tasks!and!
3–5!workers!to!complete!the!Fix!and!Verify!tasks:!if!a!Find!
task!failed!to!recruit!even!six!workers,!it!might!wait!indefi@
nitely.!To!be!slightly!generous!while!matching!going!rates!
on!Mechanical!Turk,!we!paid!$0.08!per!Find,!$0.05!per!Fix,!
and!$0.04!per!Verify.!
Each!resulting!paragraph!had!many!possible!variations!de@
pending!on!the!number!of!shortened!alternatives!that!passed!
the!Verify! stage! –!we! chose! the! shortest! possible! version!
for! analysis! and! compared! its! length! to! the! original! para@
graph.!We!also!measured!wait%time,!the!time!between!post@
ing! the! task! and! the!worker! accepting! the! task,! and!work%
time,! the! time! between! acceptance! and! submission.! In! all!
tasks,!it!was!possible!for!the!algorithm!to!stall!while!wait@
ing! for!workers,!having!a! large!effect!on!averages.!There@
fore,!we!report!medians,!which!are!more!robust!to!outliers.!
Results*
Shortn!produced!revisions!that!were!78%–90%!of!the!orig@
inal! document! length.! For! reference,! a! reduction! to! 85%!
could!slim!an!11¾!page!UIST!draft!down!to!10!pages!with!
no!substantial!cuts! in! the!content.!Table! I!summarizes!and!
gives! examples! of! Shortn’s! behavior.! Typically,! Shortn!
focused!on!unnecessarily!wordy!phrases!like!“are!going!to!
have! to”! (Table! I,!Blog).!Turkers!merged! sentences!when!
patches! spanned! sentence! boundaries! (Table! I,! Classic!
UIST),!and!occasionally!cut!whole!phrases!or!sentences.!
To! investigate! time!characteristics,!we! separate! the!notion!
of!wait!time!from!work!time.!The!vast!majority!of!Shortn’s!
running!time!is!currently!spent!waiting,!because!it!can!take!
minutes! or! hours! for! Turkers! to! find! and! accept! the! task.!
While!wait!time!is!important!given!the!current!Mechanical!
Turk,!it!is!important!to!remember!that!the!service!will!con@
tinue! to! grow.! Assuming! that! the! number! of! work! tasks!
does! not! increase! equivalently,! wait! times! will! drop.! So,!
while!our!current!median!total!wait!time!summed!across!the!
three! stages! was! 18.5! minutes! (1st! Quartile! Q1! =! 8.3! mi@
nutes,! 3rd!Quartile!Q3! =! 41.6!minutes),!we! believe! that! in!

*

Figure*4.*Find@Fix@Verify*identifies*patches*in*need*of*editing,*
recruits* workers* to* fix* the* patches,* and* votes* to* approve*
work.*
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Problems and Open Questions:

• Latency, real-time answers?

• Sustainability and reliability?

• Ethical questions

• Privacy

• Ownership

• Personalization

• Impact on the worker

• poor compensation

• no team interaction, no learning from peers

• no perception of context, pride in work

24

[O’Neill et al., CHI 2013]
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Using Mechanical Turk for HCI Studies
• E.g. Harrison et al., 2011, Kineticons

asked users to rate meaning of the moving icon

• Mechanical Turk offers the researcher 
a large user pool

• Quick and relatively inexpensive 
results

25

• But workers will try to game the system

• Insert verifiable questions before subjective questions to judge the worker’s 
honesty (E.g., describe the animation of the icon)

• Make an dishonest answer as hard as an honest one

• Used in design classes for user evaluations 

[Kittur et al., 2008; Komarov et al. CHI 2013]

[Dow et al., CHI 2013]
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Summary

• Humans can act as processor in Human Computation schemes to solve 
algorithms that CPUs will not solve

• Human Computation can solve simple and complex tasks

• Many options for quality control and incentives

• HCI researchers can use Mechanical Turk for their user studies or teaching
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