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A01 Reflection
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• Paper classification: generally great!

• Improve precision and specificity of used words

• “User performance”, “a method”, “a study”, “explore”

• “Typing speed”, “Gestural keyboard”, “Comparing A to B”,  
“Survey 160 blind people in …”

• Acquire papers that are important for the main contribution of the 
target paper
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Contribution and Benefits 
Statements 

• Is this a good summarisation?
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Context type: Using Hand Posture Information to improve mobile 
touchscreen text entry 
“It is based on detecting the hand posture of the user. It tries to improve the 
devices and the experience of the users using them. The result of Context type 
showed that it has no effect on speed typing but it makes a significant 
improvement on total error rate.”
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Contribution and Benefits 
Statements 

• In the contribution statement context is key

• References should be clear

• Do not use undefined terms or acronyms

• Only report the key benefits with precision   
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Context type: Using Hand Posture Information to improve mobile 
touchscreen text entry 
“It is based on detecting the hand posture of the user. It tries to improve the 
devices and the experience of the users using them. The result of Context type 
showed that it has no effect on speed typing but it makes a significant 
improvement on total error rate.”
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3. Paper classification 
  
  

Article   Research  Approach   Contribution  type  

Azenkot  et  al.,  ASSETS  ’13   Empirical   Empirical  

Feijó  Filho  et  al.,  ASSETS  ’13   Engineering  and  design,  
Empirical  

Artifact,  Empirical  
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Connection?

first we study current use to identify specific challenges that the 
accessibility community can address. We conducted a survey 
with 169 people (105 sighted and 65 blind and low-vision) to 
learn how often people use speech input, what they use it for, and 
how much they like it. We then conducted a laboratory study with 
8 blind people to observe how blind people use speech to 
compose paragraphs. We wanted to discover what techniques 
people used to review and edit ASR output and how effective 
these techniques were. 

In our survey, we found that blind people used speech for input 
more frequently and for longer messages than sighted people. 
Blind people were also more satisfied with speech than sighted 
people, probably because the comparative advantage of speech to 
keyboard input was far greater for them than for sighted people. 
Our laboratory study showed that speech was nearly five times as 
fast as the on-screen keyboard, but editing recognition errors was 
frustrating. Participants spent an average of 80.3% of their time 
reviewing and editing their text. Most edits were performed using 
the BACKSPACE key and reentering characters with the keyboard. 
Six out of eight participants in the study preferred speech to 
keyboard entry.  

Our main contribution is our findings from the survey and study. 
Also, we contribute specific research challenges for the 
community to explore that can improve nonvisual text entry using 
both speech and touch input. 

2. RELATED WORK 
To our knowledge, we are the first to explore speech input for 
blind people in the human-computer interaction literature. Speech 
has mostly been studied as a form of nonvisual output (e.g., [24, 
28]) rather than nonvisual input. There has been some work on 
hands-free dictation, both for people with motor impairments 
[26], and for the general population [12,14]. 

Prior work on speech input interaction focuses on error 
correction, the “Achilles Heel of speech technology” [23]. 
Desktop dictation systems such as Dragon Naturally Speaking 
[21], which gained popularity in the late 1990’s, use speech 
commands for cursor navigation and error correction. Users speak 
commands such as “move left” and “undo” to edit text or 
reposition the cursor. Karat et al. [14] found that novice users 
entered text at a rate of only 13.6 WPM with a commercial 
desktop dictation system and 32.5 WPM with a keyboard and 
mouse. This striking discrepancy was due to (1) cascades of 
errors triggered by a user’s correction and (2) spiral-depth, a 
user’s repeated attempts to speak a word that is not correctly 
recognized. 

Some work has aimed to alleviate the difficulty of error 
correction through touch or stylus input (see [23] for a review). 
Suhm et al. [29] present a system where users touch the word 
they want to correct, eliminating speech-based navigation. Their 
system also supports small gestures such as striking out a word as 
shortcuts. Martin et al. [19] enable users to correct errors of 
preliminary results with a mouse click. These systems make error 
correction more efficient but have high visual demands and are 
not appropriate for bind users. 

There is little recent academic work on speech-based input 
systems. Voice Typing, introduced by Kumar et al. in 2012 [16], 
displays recognized text as the user dictates short phrases. Users 
can correct recognition errors with a marking menu. Kumar et al. 
found that correcting errors with Voice Typing required less 
effort than correcting errors with the iPhone’s dictation model.  

The iOS and Android dictation systems resemble the  literature 
described above. Dictation on the iPhone follows an open-loop 
interaction model, where the recognizer outputs text only after the 
user completes the dictation. Android, in contrast, currently has 
incremental speech recognition, displaying recognized text as the 
user speaks. With VoiceOver, iOS dictation seems to be 
accessible to blind people, but it is unclear how incremental 
recognition affects accessibility on Android, especially since 
Android is not as generally accessible as iOS. 

While there is no known work on nonvisual speech input, there 
has been significant interest in nonvisual touch-based input. In 
2008, Slide Rule [13], introduced an accessible eyes-free 
interaction technique for touchscreen devices which was later 
adopted by VoiceOver. Since then, researchers and developers 
have been trying to improve the experience of eyes-free text entry 
with gesture-based methods. Several text entry techniques were 
proposed that were based on Braille, including Perkinput [5], 
BrailleTouch [10,27], BrailleType [22], and TypeInBraille [18]. 
Methods that were not based on Braille [9,25,34], including No-
Look Notes [6] and NavTouch [22], did not achieve comparable 
performance to the former set. Despite the large amount of work 
in this area, entry rates for blind users remain relatively slow: at 
the end of a longitudinal study, Perkinput users entered text at a 
rate of 7.3 WPM (with a 2.1% error rate). BrailleTouch users, 
who were expert users of Braille keyboards, entered text at a rate 
of 23.1 WPM, but with an error rate of 4.8%.  

Several eyes-free text entry methods were proposed and evaluated 
with sighted people (e.g., [30]), but they may not be appropriate 
for blind users. As Kane et al. found [14], blind people have 
different preferences and performance abilities with touch screen 
gestures than sighted people.  

3. SURVEY: PATTERNS OF SPEECH 
INPUT AMONG BLIND AND SIGHTED 
PEOPLE 
We conducted a survey to determine how often blind people use 
speech input on their mobile devices, what they use it for, and 
how they feel about it. We surveyed both blind and sighted 
people to evaluate the nonvisual experience against a baseline of 
the common (visual) use case. 

3.1 Methods 
We surveyed 54 blind participants, 10 low-vision participants, 
and 105 sighted participants. There were 31 female and 33 male 
blind/low-vision (BLV) participants, with an average age of 40 
(age range: 18 to 66). Sighted participants were younger, with 51 
males and 54 females and an average age of 32 (age range: 20 to 
66). We sent emails on mailing lists related to our university and 
blindness organizations to recruit participants. Participants did not 
receive compensation for completing the survey. 
The survey included a maximum number of 9 questions. The first 
three questions asked for demographic information: age, gender, 
and disability. The next question asked: 

Have you recently used dictation instead of a 
keyboard to enter text on a smartphone?  
Examples of dictation include: 
- Asking Siri a question, e.g., "what's the weather like today?" 
- Giving Siri a command, e.g., "call John Johnson" 
- Dictating an email or text message 
Required. 
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Criteria for a Good Paper

• Contribution: What new insight does it bring to the field?

• Benefits: What can one learn from this / do with this?

• Novelty: Prior publications?

• Validity: Are the claims properly backed up?

• Applicability: How good does the paper match the likely audience?

• Format: Readability and clarity
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Structure of a Review

10

• Overall rating: 1: definite reject – 5: definite accept

• Short summary of the contributions and benefits

• “This paper presents… (who) will benefit from (what)

• Concerns

• Originality

• Validity

• Clarity

• Suggestions for improvement

• Reviewer’s expertise: 1: no knowledge – 4 expert
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Reviewing Checklist

• Recommending accept

• Convince yourself that it has no serious defects

• Convince the editor that it is of an acceptable standard, by explaining why it is 
original, valid, and clear

• List the changes that should be made before it appears in print

Where possible: indicating not just what to change but what to change it to

• Take reasonable care in checking details, e..g, mathematics, formulas, and bibliography

• Recommending reject

• Clearly explain the faults and, where possible, discuss how they could be rectified

• Indicate which parts of the work are of value and which should be discarded

• Check the paper to a reasonable level of detail

11

From Writing for Computer Science (Zobel, 2004)



media computing groupCTHCI — Nur Al-huda Hamdan

Reviewing Checklist

• Always do the following in either case

• Provide good references with which the authors should be familiar

• Ask yourself whether your comments are fair, specific, and polite

• Be honest about your limitations as a referee of that paper

• Check your review carefully as you would check one of your own paper prior to 
submission

12

From Writing for Computer Science (Zobel, 2004)
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In-Class Practice 
Writing a review of an evaluation section
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Guided review: Quasi-Qwerty Soft Keyboard Optimization (Bi et al., CHI 2010)

High-level understanding: Summarizing your understanding about the contribution and 
benefits of the paper. The final summary is usually put into 3–4 sentences in the actual 
review.

A. Problem

Between the two keyboard layouts (___________________ and _________________), 

there is a trade-off between ____________________ and _____________________.

B. Method

This paper proposed ________________________ that _________________________ 

_____________________________________________________________________.

This paper argue that ____________________________________________________ 

_____________________________________________________________________.

To support this argument, regarding the motor performance, the authors derived 
theoretical movement efficiency of five keyboard layouts. 

A(n) ______________________ comparing ______________________  and 

_______________________ in three conditions: _________, ___________, and 

__________.

C. Results

Both theoretical motor performance and initial visual search time from the experiment 

reveals that _____________________ provide a balance between 

___________________ and _____________________.

D. Implications

The results of this paper can lead to a future keyboard layout design that strikes a 
balance between the motor performance and visual search time.

Writing a review for Evaluation sections: This part of the review focuses on the validity, 
generalizability, and replicability of the methods used in the evaluation.

B1. Research method:

B2. Variables: What are they? Operational definition? 

Were the definitions described unambiguously? If no, what are other interpretations?

How much does the definitions serves the purpose to answer the research question?

B3. Procedure: Was the procedure described in detail such that you can replicate this 
experiment? What are still ambiguous?

B4. Validity: How much does the study achieved internal and external validity? What are 
potential threats to the validity?


