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Abstract

Augmented Reality (AR) applications for handheld devices are gaining popularity
every year. Conventionally in handheld AR, an image of the real world is cap-
tured by a camera on the back of the device. Afterwards, the image is augmented
with virtual information and displayed on the screen. This process, called device-
perspective rendering (DPR), introduces misalignments between the displayed im-
age and the view of the user. On the other hand, user-perspective rendering (UPR)
is an alternative rendering method that eliminates this misalignment by rendering
the displayed image from the perspective of the user. For this, in addition to the
position of the device, the position of the user’s eyes is tracked. There are advan-
tages and disadvantages to both rendering methods, which means that for some
applications neither DPR nor UPR would be the perfect choice. The aim of this the-
sis is to introduce new rendering methods that fill the gap between UPR and DPR
by combining advantages from both sides. After analyzing the trade-off between
UPR and DPR in more detail, this thesis lays out the implementation of three new
methods. The implementation results in an application for iOS devices, which acts
as a prototype for the new rendering methods. This prototype may be used to com-
pare them to UPR and DPR in user studies, examples of which are presented at the
end of this thesis. Therefore, the prototype will be helpful for future research and
applications in the field of handheld AR.



xii Abstract



xiii

Überblick

Augmented Reality (AR) Apps für Smartphones und Tablets werden von Jahr zu
Jahr beliebter. Für diese Art von Apps wird üblicherweise ein Bild der realen
Welt von einer Kamera auf der Rückseite des Geräts aufgenommen. Anschließend
wird das Bild mit virtuellen Informationen erweitert und auf dem Bildschirm
angezeigt. Dieser Prozess, der als Device-Perspective Rendering” (DPR) bezeich-
net wird, führt zu Abweichungen zwischen dem angezeigten Bild und der Sicht
des Benutzers. User-Perspective Rendering“ (UPR) hingegen ist eine alternative
Rendering-Methode, die diese Abweichungen beseitigt, indem das angezeigte Bild
aus der Perspektive des Nutzers gerendert wird. Dazu wird neben der Position
des Geräts auch die Position der Augen des Nutzers mit einberechnet. Beide
Rendering-Methoden haben Vor- und Nachteile, so dass für manche Anwendun-
gen weder DPR noch UPR die perfekte Wahl wäre. Das Ziel dieser Arbeit ist es,
neue Rendering-Methoden vorzustellen, die die Lücke zwischen UPR und DPR
füllen, indem sie die Vorteile beider Seiten kombinieren. Nach einer detailliert-
eren Analyse der Kompromisse zwischen UPR und DPR wird in dieser Arbeit die
Implementierung von drei neuen Methoden dargelegt. Das Ergebnis der Imple-
mentierung ist eine App für iOS-Geräte, die als Prototyp für die neuen Rendering-
Methoden dient. Dieser Prototyp kann zum Vergleich der neuen Rendering-
Methoden mit UPR und DPR in Nutzerstudien verwendet werden, von denen am
Ende dieser Arbeit einige beispielhaft vorgestellt werden. Auf diese Art wird der
Prototyp für zukünftige Forschung im Bereich von AR Apps hilfreich sein.
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Conventions

Throughout this thesis we use the following conventions.

Source code is written in typewriter-style text.

Links to websites are marked blue and their URLs are given
in the footnotes.

Attention – some words are emphasized.
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Chapter 1

Introduction

The primary objective of this thesis is to lay out the trade-off
between user- and device-perspective rendering for hand-
held augmented reality applications and to propose alter-
native rendering methods that aim to combine the advan-
tages of both. This chapter introduces the fundamental con-
cepts of augmented reality and rendering perspectives.

1.1 Augmented Reality

In Augmented Reality (AR) virtual information is super- introduction to AR
imposed onto a view of the real world. In contrast to Vir-
tual Reality, the user is not fully immersed in the virtual
environment, but their perception of the real world is sup-
plemented and enhanced by the augmentations [Azuma,
1997].

AR was first introduced by Sutherland in [1968] in the
form of a head-mounted display (HMD). Today it is avail-
able in different forms, such as head-mounted, handheld
and head-up displays. The combination of the real- and
virtual views can be achieved with a semi-transparent
screen (see-through display) or by capturing and display-
ing an image of the real world on an opaque screen (vir-
tual transparency). One common form of AR used today
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is virtual transparency with handheld devices; an exam-
ple for a head-mounted see-through display is Microsoft‘s
HoloLens. The overarching, defining characteristics for all
forms of AR were defined by Azuma in [1997]. They are:
i) simultaneous view of the real world and virtual infor-
mation, ii) real-time interactivity and iii) registration of the
virtual information in 3D to create alignment between real
and virtual objects. AR has now been adopted in different
industries, with papers being published regarding applica-
tion areas such as entertainment, education, navigation and
medicine [Dey et al., 2018].

1.2 Different Perspectives for handheld
AR

Thanks to increased computing power, more powerful
GPUs on smaller scale and high-resolution displays, we
have seen an increase in the number of consumer smart-
phones. With better tracking technologies through the com-
bination of gyroscopic sensors, accelerometers and high-
resolution cameras, handheld AR is one of the easiest avail-
able forms of AR. In the recent years, it has also seen an
increase in research papers over HMDs [Dey et al., 2018].

In handheld AR, the effect of virtual transparency is usu-DPR
ally achieved by displaying an image of the real world on
the screen. This image is captured by a camera on the
back of the device. To superimpose the virtual informa-
tion in the correct way, the position of the device in space
is tracked. Both views are then combined and displayed on
screen. This way of rendering is called device-perspective
rending (DPR) because the displayed image is completely
defined by the position and orientation of the device. DPR
creates a misalignment between the image that is displayed
on screen and the view of the user (Fig. 1.1).

User-perspective rendering (UPR) is an alternative render-UPR
ing method which minimizes this misalignment. UPR takes
the position of the user’s eyes into account and renders the
displayed image from the perspective of the user. It addi-
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Figure 1.1: Illustration of the differences between UPR (left) and DPR (right).

tionally requires to track the position of the user’s eyes and
to transform the image captured by the camera. To trans-
form the image into what the user would see if the device
was transparent, a full 3D reconstruction of the scene’s ge-
ometry behind the device is needed.

Approximated user-perspective rendering (AUPR) as- AUPR
sumes a planar depth of the scene behind the device. It
reduces the amount of compute necessary while achiev-
ing a result that is similar to that of geometrically correct
UPR. We will use the term ’geometrically correct UPR’ to
differentiate between UPR implementations that take the
full scene geometry into account and implementations that
make some approximations along the way (AUPR) or limit
the movement of the user (fixed-POV UPR). This enables
us to use ’UPR’ as an umbrella term for all rendering meth-
ods that render the displayed image from the point of view
(POV) of the user.

There are multiple benefits of UPR over DPR. In the fol- advantages and
disadvantages to
DPR and UPR

lowing chapter we will see that UPR is reported to be more
intuitive to use and that it feels more natural, which leads
users to prefer it over DPR [Baričević et al., 2012, Samini
and Palmerius, 2016, Pucihar et al., 2013]. It was also found
that users who are unexperienced in handheld AR expect
the device to work in UPR [Pucihar et al., 2013]. Further-
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more, UPR allows for better spatial perception [Pucihar
et al., 2013], possibly because it is easier for the user to relate
the content that is displayed on screen to their surround-
ings [Pucihar et al., 2014]. This could be especially useful
in applications where the user works with augmentations
that relate closely to objects in the real world (Fig. 1.1).

However, there are drawbacks to UPR too. It is computa-
tionally expensive and requires to continuously scan the 3D
geometry of the scene. This makes it difficult to work in real
time, especially in dynamic environments. Even when it
works properly, it suffers from a significantly smaller field
of view (FOV) than DPR. In DPR, the camera image, which
is being augmented and displayed on screen entirely, is big-
ger than just the area that is seen through the device in
UPR; this holds true for usual arm-length interaction dis-
tances. This effect leads UPR to perform worse in tasks
where the user is looking for virtual objects in the environ-
ment [Baričević et al., 2012, Samini and Palmerius, 2016].

1.3 Thesis Outline

The trade-off between UPR and DPR is what inspired the
idea for this work. Our goal was to find new, alternative
rendering methods that combine the advantages of both
sides. This would enable future AR applications to be more
intuitive and enjoyable. We built a prototype in the form
of an application for iOS, which is capable of DPR, AUPR
and three new rendering methods. All three methods com-
bine aspects of DPR and UPR and will be explained in more
detail in the implementation chapter. The new rendering
methods will need to be evaluated in formal user studies.
In the final chapter of this work, we review user studies
in the field of AR, which have been conducted on previ-
ous UPR prototypes. We propose three types of user stud-
ies and study designs that are suited to thoroughly test the
new rendering methods. All three studies can be conducted
using our prototype, which it is intended for. The proto-
type makes the different rendering methods easily accessi-
ble for future AR applications and research purposes, as it
is – to the best of our knowledge – the first that does not
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require additional hardware but runs on off-the-shelf con-
sumer smartphones and tablets.
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Chapter 2

Related Work

This chapter is split into two parts. We will first give a
summary of the most important steps in the research field
of user-perspective handheld AR; from the idea of magic
lenses up until the first working prototypes. We will then
go over some prototypes and user studies in more detail,
highlighting the impact of their results on the trade-off be-
tween UPR and DPR for handheld devices.

2.1 From the concept of Magic Lenses to
handheld User-Perspective AR

The magic lens metaphor was first introduced by Bier et al. magic lenses
in [1993], who described a widget for desktop 2D user inter-
faces. A transparent window could be positioned above ob-
jects in an application to reveal more information about the
object below. Such a see-through tool makes for an intuitive
way to interact with the content around you and was later
extended to 3D head-tracked environments [Viega et al.,
1996, Wloka and Greenfield, 1995]. The Virtual Tricorder
[1995] was a physical handheld tool, whose movements
were translated to a simulated ’copy’ in Virtual Reality
(VR). It was able to act as a magic lens in VR, magnifying
the 3D world seen through the device. The closer the user
held the device to their eyes, the more of their view was af-
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fected by the lens. The metaphor of magic lenses transfers
nicely to handheld AR because the device acts as a lens,
which the user looks through to see an augmented view of
the world behind the lens. The metaphor also illustrates
why UPR can be more intuitive than DPR in such applica-
tions.

The first actual handheld AR display was built in [1995]handheld AR devices
by Rekimoto and Nagao, although interest in the field only
increased later with the rise of consumer cell phones. In
[2003], Wagner et al. created the first standalone handheld
AR device that was not connected to a separate worksta-
tion. In 2004, the first application on a cell phone was built
[Mohring et al., 2004]. Today, handheld AR is the most
commonly used form of AR and next to HMDs one of the
biggest research topics in the field [Dey et al., 2018]. Be-
fore the first user-perspective handheld device was built in
[2011], some advances were made in UPR for video-see-
through HMDs [Takagi et al., 2000, Kanbara et al., 2000,
Kato and Billinghurst, 1999]. UPR is easier to solve for
HMDs than for handheld devices, since the offset between
the display and the user’s eyes is constant and the cam-
era(s) are relatively close to the user’s eyes. In [2004],
Looser et al. built a device that combined both an HMD and
a handheld lens. The user’s view was augmented through
the HMD, but the user could alter parts of the augmenta-
tion by looking through the handheld lens.

The first purely handheld device capable of AUPR wasUPR for handheld
AR built by Hill et al. in [2011]. It achieved its transparency

effect by choosing the right part of the camera image and
displaying it on screen. The right part is calculated de-
pending on the relative position of the user’s eyes to the de-
vice. Even though this method delivers a sufficiently look-
ing transparency effect, it only achieves an approximation
of real user-perspective. Since the camera is attached to the
device and not at the actual position of the user’s eyes, the
image on screen is technically still rendered from the wrong
perspective. The views of the user and the camera only line
up at a fixed distance (or depth), which had to be chosen be-
forehand. To achieve geometrically correct UPR, the geom-
etry of the scene behind the device must be calculated and
the image has to be rendered from a virtual camera that is
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positioned at the user’s eyes. The first geometrically correct
UPR magic lens was built a year later by Baričević et al. in
[2012]. Even though this approach is technically more cor-
rect, it comes with some drawbacks like higher hardware
requirements and relatively many visual artifacts.

In the following years, various user studies were per-
formed on different prototypes. We will go over the most
relevant ones for our approach in the next section.

2.2 Existing UPR Prototypes and related
User Studies

Baričević et al. performed a simulation-based study in UPR is more intuitive
but it suffers from a
small FOV

[2012]. Their goal was to compare user-perspective magic
lenses to device-perspective magic lenses in different sizes.
The study was performed in VR , as the current technol-
ogy did not yet allow for a fair comparison on actual proto-
types. The participants had to perform a task that was split
into two phases: searching a virtual target with the magic
lens and then touching it with their hand behind the device.
The results of the study indicated that the users generally
preferred the UPR lens over the DPR lens. The performance
of the UPR lens was however a little slower on smaller dis-
play sizes, especially during the search phase of the task.
This makes sense due to the smaller FOV of UPR lenses.
The authors concluded that it would be reasonable to use
UPR lenses in small work environments and DPR lenses in
outdoor environments, for faster searching.

These results were later replicated outside VR on a phys-
ical prototype by Samini et al. in [2016]. Using an ex-
ternal tracking system and cameras attached to a screen,
they were able to build a device which approximated user-
perspective rendering. They conducted multiple user stud-
ies with this setup, including a search and select task and
different object manipulation tasks. After the search and se-
lect tasks, participants reported that the bigger FOV of the
DPR lens made it easier to find objects, but that the UPR
lens was more intuitive to use.
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The reason we focus so much on selection tasks is that it is a
common action that almost always precedes other actions a
user may perform. For a more general overview and com-
parison of different selection techniques for AR we refer to
[Looser et al., 2007].

Pucihar et al. [2013] confirmed in their own experiments,UPR enables better
spatial perception but

its benefits are
limited

that UPR is preferred over DPR in some tasks. Further-
more, they found out that users initially expect AR to work
from the user’s perspective and that the dual-view prob-
lem created by DPR distorts the user’s spatial perception .
They later extended their analysis to determine differences
between UPR and DPR on the use of surrounding context
[2014]. The misalignment between what is displayed on
screen and the real world is a well-known issue in hand-
held AR, which affects the user’s reliance on peripheral
vision [Kruijff et al., 2010]. UPR should make it easier to
relate on-screen content to what is seen outside the screen
borders. While Pucihar et al. found that UPR makes cross-
context interaction (tasks requiring crossing the borders of
the magic lens) easier, they also noticed that this effect is
limited by the diplopia and depth-of-field problems [Puci-
har et al., 2014]. Diplopia – or double vision – occurs be-
cause the user’s eyes can only converge at either the dis-
tance of the magic lens or the background. This results in
seeing one or the other in double vision and makes it harder
to align the magic lens with the background. Additionally,
the distance between the nearest and furthest object that
can simultaneously appear sharp to the human eye is lim-
ited. This commonly results in the background appearing
blurry while the user is focused on the magic lens.

It is worth highlighting that all studies mentioned abovelimitations to UPR
were performed either in simulations or on prototypes that
only approximate true UPR. The first geometrically cor-
rect UPR prototype by Baričević et al. [2012], was imple-
mented using the help of a Kinect-Sensor and a Wii-Remote
for somewhat accurate tracking. Since then, improvements
have been made on these devices. Mainly Baričević et al.
improved on their first prototypes by using stereo matching
algorithms and image based rendering [2014, 2016]. Other
approaches were taken as well, for example to achieve ge-
ometrically correct UPR by segmenting the camera image
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into regions of different depths [Kyriazakos and Mous-
takas, 2015]. But in contrast to AUPR implementations that
can run on stand-alone devices [Hill et al., 2011], all these
implementations need a separate workstation for the rela-
tively high computational demand. Furthermore, no user
studies were performed on these prototypes. This makes
it difficult to estimate the benefit of geometrically correct
UPR over AUPR, which would be especially interesting for
common interaction tasks in AR applications. With mul-
tiple studies indicating that AUPR already yields most –
if not all – of the benefits one would expect geometrically
correct UPR to have, it begs the question whether true UPR
is the most useful approach for some applications. Going
even further, we have seen that DPR has multiple advan-
tages over UPR, such as a bigger FOV. Since the diplopia
and depth-of-field problems naturally limit the benefit of
perfect alignment between on-screen content and the real
world, it could be useful to explore alternative rendering
methods between UPR and DPR. In the following we will
go over the implementation of a prototype that enables the
comparison between AUPR, DPR and new rendering meth-
ods, which aim to combine the advantages of UPR and
DPR.
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Chapter 3

Building a Prototype for
UPR-based Rendering
Methods

In the previous chapter we gave an overview of past devel-
opments in the field of handheld AR and user-perspective
rendering. Next, we will go over the process of building
our own prototype. We will start with our ideas and goals;
we will go over the hardware and software we used and
then cover our implementation of AUPR itself. Afterwards,
we will explain how our new rendering methods are imple-
mented and how they differ from UPR and DPR. Lastly, we
will go over some observations we made while implement-
ing and testing the prototype.

3.1 Motivation and Intentions

As seen in the previous chapter, there exists a trade-off be-
tween UPR and DPR. The benefits of UPR include: (i) better
spatial perception [Pucihar et al., 2013], (ii) a more natural
feel, which leads users to prefer UPR over DPR [Baričević
et al., 2012, Samini and Palmerius, 2016, Pucihar et al., 2013]
and (iii) it makes it easier for the user to relate the surround-
ing context to what is displayed on screen [Pucihar et al.,
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2014]. DPR on the other hand, benefits from a larger FOV,
which is more convenient for searching the scene for virtual
objects [Baričević et al., 2012, Samini and Palmerius, 2016]
and could also help when looking at large virtual objects.
Furthermore, it runs more stable due to lower hardware re-
quirements, which makes it more suitable for current AR
applications. To find a solution to the trade-off between the
two – and to maximize usability and enjoyment for future
AR applications – we built a prototype with new rendering
methods that aim to combine the advantages of both sides.

The difference between what is displayed on screen in UPRidea of new
rendering methods and DPR, originates from the different camera frustums.

The two main differences are the position of the camera
frustum and its rotation and shape. This makes it intuitive
to approach the problem of finding new rendering meth-
ods from two sides. It is possible to start with the cam-
era position from either UPR or DPR and then change the
shape (and/or rotation) of the frustum to approach that of
the other rendering method. Of course, it is also possible to
alter both position and shape. This way we end up with
three new rendering methods. One method renders the
scene from the position of the user’s eyes with an increased
FOV (M1FOV). The second method takes the position and
shape of the frustum from DPR, but responds to changes
in the user’s head position by rotating the frustum (M2Rot).
The third method changes both position and shape of the
frustum by interpolating directly between UPR and DPR
(M3Int). We will cover the implementation of these meth-
ods in more detail in the following section.

With the new rendering methods, the alignment between
on-screen content and surroundings will not be perfect.
This is a sacrifice we are willing to make, because as seen in
the previous chapter, the benefit of perfect alignment is lim-
ited by the diplopia and depth-of-field effects anyways. We
think that the combination of different advantages, like the
displayed image responding to changes in the user’s head
position and a bigger FOV, can outweigh the disadvantage
of slightly worse alignments. This will later need to be val-
idated through user studies. To enable such studies and to
compare the new rendering methods to DPR and AUPR,
we built a prototype in the form of an application for iOS.
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The following section will cover the implementation of this
prototype in full detail.

3.2 Implementation

We first implemented our own version of AUPR , expand- AUPR as a base for
the new rendering
methods

ing on the ideas of [Samini and Palmerius, 2014]. This was
useful because our new rendering methods build upon the
concepts of UPR and our AUPR implementation functions
as a base for them. It also makes it possible to later com-
pare the new methods to the original AUPR method. It
is worth noting that we chose to not build up from geo-
metrically correct UPR, because any minor benefits of the
better alignment would later be lost in the new methods
anyways. Furthermore, it is expected that in most applica-
tions the user will be focused on a specific area of interest
at a certain depth, and small misalignments at other depths
will be hardly noticeable. Understanding our implemen-
tation of AUPR makes it easy to understand the new ren-
dering methods. Therefore, in the following, we will first
go over our implementation of AUPR and explain how the
new methods differ from it afterwards.

We are going for a general setup as illustrated in Fig. 3.1, geometric approach
to our AUPR
implementation

which is inspired by the geometric approach in [Samini and
Palmerius, 2014]. Some implementation details are differ-
ent, and we improved upon it by making it work more ac-
curately at small distances. With this setup, everything that
is needed for AUPR can be split into four key components:
(i) face and device tracking, (ii) calculating the camera frus-
tum, (iii) positioning the image plane and (iv) measuring
the scene depth. After briefly going over the hardware and
software we used, we will explain each of these compo-
nents in detail.
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Figure 3.1: The main components of our AUPR implementation are (a) the screen
of the device, (b) the image plane depicting the most recent image captured by the
device’s camera and (c) the frustum of the virtual camera , originating from the
position of the user’s eyes.

3.2.1 Hardware and Software used

The application was built in Unity and was tested on boththe prototype was
built in Unity, for iOS

devices
an iPhone 12 Pro and an iPad mini 6. The iPhone comes
with 6 GB of RAM and has multiple cameras, including
a back facing ultrawide lens and a front facing TrueDepth
camera. Other relevant sensors include the back facing Li-
DAR sensor – which is the main reason why we chose it
–, a gyroscope and an accelerometer. The iPad in compar-
ison, comes with 4GB of RAM, has no LiDAR sensor and
has the ultrawide camera on the front. These differences
make it a nice addition to the iPhone for testing. On both
devices, the back-facing cameras used for our application
have an approximated FOV of 60 degrees. No further track-
ing hardware was used, which – to the best of our knowl-
edge – makes our prototype the first working handheld
AUPR implementation to work on standalone consumer
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smartphones and tablets.

The application itself was built using the game engine
Unity and its AR Foundation framework . AR Foundation
is a multi-platform interface that builds on top of different
AR frameworks, such as Apple’s ARKit for iOS and AR-
Core for Android. AR Foundation provides useful func-
tionality from the underlying ARKit framework, such as
plane detection and access to the LiDAR sensor. Further-
more, Unity provides a 3D work environment, making it
easy to work in different coordinate systems and with vir-
tual cameras.

3.2.2 Face and Device Tracking

For every AR application it is necessary to be able to track the positions of the
device and the user’s
eyes are tracked and
continually updated

the real-world environment and the position of the device
within it. For that purpose, Apple’s ARKit uses a com-
bination of motion sensor data and visual landmarks in
the camera video feed [AppleDevDoc/WorldTracking1]; a
technique called visual-inertial odometry. The origin of the
world-space coordinate system will be located at the posi-
tion of the device’s camera when the app is opened. From
there on, the device’s position and orientation will continu-
ally be updated. For AUPR it is also necessary to know the
position of the user’s eyes relative to the device. AR Foun-
dation can use the iPhone’s front-facing camera for face
tracking and can even recognize facial expressions. This
way the positions of the user’s eyes are determined and
whether they are open or closed. The midpoint between the
user’s eyes is calculated or – if one eye is closed – the posi-
tion of the open eye is used. This tracked position is then
smoothed by averaging it over a window of the last few
known positions. Once the current positions of the user’s
eyes and the device are known, this information is used to
update the location and frustum of a virtual camera. This
virtual camera is located at the user’s eyes and renders the
view of the scene that will be displayed on screen.

1developer.apple.com/documentation/arkit/configuration objects/
understanding world tracking

https://developer.apple.com/documentation/arkit/configuration_objects/understanding_world_tracking
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3.2.3 Calculating the Camera Frustum

The opaque device covers up part of the user’s view. Thisthe virtual camera
frustum is defined by

the positions of the
screen corners and

the user’s eyes

hidden part must be displayed on screen, to achieve the
transparency effect AUPR is aiming for. For this, the frus-
tum corners of the virtual camera need to be cast from the
user’s eyes through the corners of the screen. The coordi-
nates of the screen corners are dependent on the device’s
dimensions, which are measured by the distance of its rear
camera from its screen borders. From the position, orien-
tation and dimensions of the device, the positions of the
screen corners are calculated. The frustum of the virtual
camera is defined by its projection matrix and will take the
shape of a truncated pyramid. It is limited in the front and
back by the near and far clipping planes, which can be cho-
sen more-or-less arbitrarily. Everything that is inside this
frustum will be displayed on screen.

With the necessary information provided, the projectionnear clipping plane
and projection matrix matrix of the virtual camera is calculated. The projection

matrix is responsible for mapping 3D points of the virtual
world to 2D points on the image that will be displayed on
screen. Every point within the frustum will be projected
onto the near clipping plane. The projection matrix can be
built from six parameters: the z coordinates of the near and
far clipping planes (n and f ) and the x or y coordinates of
the four sides of the near clipping plane (l, r, t, b). All co-
ordinates must be given in relative position to the virtual
camera (Fig. 3.2). The projection matrix takes the general
shape of:
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where x, y and c are scaling factors for the x, y and z coor-
dinates; d is a constant offset for the z value and a and b are
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linear offsets for the x and y values (multiplied by z). We
refer to OpenGL Projection Matrix by Song Ho Ahn2 for a
detailed derivation of the matrix entries.

Figure 3.2: Measurements of the near clipping plane. They
are used to calculate the projection matrix of the virtual
camera.

In our case it is fitting to use the device’s screen as the near
clipping plane. This leads the values l, r, t and b to be di-
rectly equivalent to the screen’s dimensions (Fig. 3.2). The
frustum now takes the shape as depicted in Fig. 3.1 and will
update whenever the user moves their head or the device.
Alternatively, instead of setting n to be equal to the distance
dscreen to the screen, it is possible to choose a smaller value
and multiply the other values by n/dscreen. This way, vir-
tual objects in front of (or peeking out of) the screen will be
visible as well.

With the camera frustum set, all virtual objects placed be-
hind the device will be rendered from the user’s perspec-
tive. The screen will act as a window into the virtual world
(Fig. 3.3).

2songho.ca/opengl/gl projectionmatrix.html

http://www.songho.ca/opengl/gl_projectionmatrix.html
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Figure 3.3: A depth illusion effect created by rendering the virtual scene from the
perspective of the user.

To achieve the desired transparency effect however, a part
of the image that is captured by the device’s camera needs
to be displayed on screen. For this, a virtual plane that is
textured with the latest camera image is added to the scene.
This image plane is placed behind the device in the virtual
world and will be partly inside the created camera frustum.

3.2.4 Positioning the Image Plane

Positioning the image plane correctly is essential to achiev-
ing the desired transparency effect. Its relative position and
orientation to the device will directly influence which part
of the image is inside the frustum. For the desired trans-
parency effect, objects on the screen must appear to the user
in the same sizes and positions as they do in the real world.

As in [Samini and Palmerius, 2014], the image plane is po-the image plane is
positioned in way

that the on-screen
content lines up with
the surrounding view

sitioned straight behind the device’s camera and acts as a
two-dimensional slice of its frustum in the virtual world
(Fig. 3.4). The size of the image plane can be chosen arbi-
trarily, as a larger size balances out with a greater distance.
It is however important that the image plane covers the
width of the frustum of the device’s camera. With its size
set to 10x13.33 meters, the distance from the device’s cam-
era is determined by the camera intrinsics or FOV (roughly
10m for the devices we tested on, which is equivalent to a
FOV of approximately 60 degrees).
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Figure 3.4: The size and position of the image plane is cho-
sen in a way that it acts as a slice of the frustum of the de-
vice’s camera.

Figure 3.5 illustrates the reasoning behind this approach:
objects seen through the device appear approximately in
the same position on the screen as they do in the real world
and their position is stable when tilting the screen. This
is the behavior one would expect from looking through a
transparent sheet of glass. This approach works as long
as the distance between the user’s eyes and the device is
negligible compared to the distance between the device and
the observed object. We will discuss what happens in the
other case after the following paragraph.

First, another issue is that the sizes in which objects appear correcting
misalignmentson screen is dependent on their distance from the device’s

camera. This too becomes a problem when the distance be-
tween the user’s eyes and the screen becomes large in com-
parison to that between the device and the observed ob-
ject. In small environments, where the observed scene is
less than two meters away from the device, objects tend
to appear too big on screen. This would later result in
virtual objects appearing too small in comparison to their
background. To counteract this problem, the distance be-
tween image plane and device is increased when the depth
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Figure 3.5: The correct positioning of the image plane results in an approximately
correct alignment between the on-screen content (blue line) and the view of the
user (grey line).

of the scene becomes too small. This way, the content onthe image plane is
moved back so that

real-world objects
appear in the correct

sizes

the image plane will appear smaller to the virtual camera.
The depth of the scene is measured using the LiDAR sen-
sor. The function that relates the depth of the scene to the
distance of the image plane was obtained through empir-
ical testing and is shown in figure 3.6. The steepness of
this function should to some degree be dependent on the
intrinsics of the camera and even the size of the screen.
Some error is however expected, as the image on the im-
age plane will always be captured from the perspective of
the device camera and not from the actual perspective of
the user. Also, other measurements such as the depth of
the scene are only estimates themselves. Therefore, it is ac-
curate enough to estimate this function through empirical
testing. We found that it even generalizes well to the iPad
mini, which has an entirely different camera, screen size
and aspect ratio.
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Figure 3.6: The closer the objects in the real world are to the device, the further
away the image plane has to be placed in the virtual world. The relation between
the two is depicted in this function: distance = 10 + 23.5e−1.85 depth

By just moving the image plane back however, a new prob- moving the image
plane back
introduces new
misalignments

lem is introduced. The image plane now became too small
to cover the FOV of the device’s camera. This leads to fur-
ther misalignments when looking at the screen from the
side (Fig. 3.7). To keep the right part of the image dis-
played on screen, the image plane is rotated around the
position of the device’s camera. The amount of rotation
is dependent on both the angle at which the user looks at
the screen and the distance to the image plane (Fig. 3.8).
Following the sight of the user through the center of the
screen, a point ptarget is determined at the distance of the
image plane. If the image plane covered the entire width
of the camera frustum, the point ptarget would refer to the
point p on the image plane. To adjust the position of the
image plane, it is rotated around the device’s camera until
p lies on the line of ptarget. This rotation is given through
the following equations:
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Figure 3.7: Moving the image plane back results in misalignments when looking at
the screen from the side.

rothoriz = α− tan−1(
0.5 width

distance

tan (α)

tan (27◦)
)

rotvert = β − tan−1(
0.5 height

distance

tan (β)

tan (34◦)
)

where width, height and distance refer to the image plane
and α and β are angles between the screen normal and the
line of sight of the user. 27◦ and 34◦ are half the FOV of the
device’s camera in either direction.
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Figure 3.8: To restore the alignment between on-screen content and real-world ob-
jects, the image plane is rotated around the position of the device’s camera.

With this improvement, the on-screen content now appears
in the same size and position as the user would see it in the
real world. The alignment now works properly up until a
scene depth of ∼25cm, a significant improvement over the
previous 1.5 or 2 meters.

3.2.5 Depth Measurement and Virtual Objects

Measuring the depth of the scene behind the device is the depth of the
scene is estimated
using the LiDAR
scanner and virtual
objects can be
placed within it

needed for the correct placement of the image plane. For
this, a virtual mesh of the surroundings is built using the
LiDAR scanner . Rays are then cast from the position of
the user’s eyes through the screen. Their hit points with
the LiDAR mesh are used to calculate an average depth of
the scene. If no LiDAR scanner is available, standard AR
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planes can be used. AR planes are placed over flat surfaces,
which can be detected without a LiDAR scanner; it makes
the depth estimation slightly less accurate.

Virtual objects can be placed in the virtual world between
the device and the image plane. They are then rendered by
the virtual camera from the user’s perspective. When plac-
ing virtual objects on surfaces in the real world, they can
be marked as ’anchored’. The known position of anchored
objects can then be used to estimate the depth of the scene
more accurately; assuming the user’s focus lies on the vir-
tual object when it is on the screen. Virtual objects can get
occluded by static real-world objects by hiding them be-
hind the LiDAR mesh. Virtual objects also cast shadows
onto AR planes, which further adds to the interconnection
between the real- and virtual world.

This is all the functionality that is needed for AUPR to work
properly and for the new methods to be build on top of.

3.2.6 New Rendering Methods

In addition to standard DPR and the AUPR method ex-
plained above, we implemented three new rendering meth-
ods. These methods differ from our AUPR implementation
in the position of the virtual camera and the shape and ori-
entation of its frustum.

The first method (M1FOV) renders the scene from the user’snew method 1
POV with an increased FOV . This is achieved by artifi-
cially increasing the size of the screen, moving its corners
outwards (Fig. 3.9). The on-screen content stays fully re-
sponsive to changes in the position of the user’s head and
objects still appear stable. Additionally, the bigger FOV al-
lows for faster searching, while the misalignment between
on-screen content and surroundings is relatively small.
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Figure 3.9: New rendering method M1FOV: The FOV is in-
creased by simulating a larger display size and increasing
the size of the near clipping plane.

The second method (M2Rot) renders the scene from the po- new method 2
sition of the device’s camera but responds to changes in the
user’s head position by rotating its frustum (Fig. 3.10). The
frustum corners are defined by points on the image plane,
near its corners. This method benefits from the biggest
FOV, which is the same as in DPR . While the camera im-
age and the image plane are in form factor 4:3, the screen
however is narrower. Therefore, not the whole camera im-
age can be displayed at once. By rotating the camera frus-
tum when the user is looking at the screen from an an-
gle, these outer parts of the captured image become visible;
they would normally go unused.

The third method (M3Int) interpolates between the POVs new method 3
and frustum shapes of UPR and DPR. This way of merging
the two rendering methods might be the first that comes
to mind. When interpolating between them, the position
of the virtual camera is placed on a line between the user’s
eyes and the device’s camera, while the frustum corners are
moving from the screen corners to the corner points on the
image plane (Fig. 3.11).
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Figure 3.10: New rendering method M2Rot: The frustum of
the virtual camera replicates the camera of the device but
responds to changes in the position of the user by rotating.

Figure 3.11: New rendering method M3Int: The frustum corners and its origin are
interpolated on lines between (a) the user’s eyes and the device’s camera and (b)
the screen corners and corner points on the image plane.
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3.3 Observations from Testing the Proto-
type

To conclude this chapter, we will go over some of the key
observations we made while working on the implementa-
tion of this protype and testing it afterwards.

Figure 3.12 depicts results of our AUPR implementation. on the results of our
implementationThe alignment between the displayed image and the real-

world surroundings makes for a convincing see-through
effect. Edges of objects outside the screen borders con-
tinue without great distortion inside the boarders on the
captured camera image. Even though our implementation
only approximates true UPR by assuming a planar depth
of the scene, the dynamic measuring and adjusting of this
depth makes it barely noticeable. Not only is the alignment
between camera image and surroundings stable, but also
virtual objects that are added to the scene are anchored rea-
sonably well to the camera image background. Both types
of alignments work at large distances to the observed scene
of over ten meters and at close ranges of under two meters,
down to 25 centimeters; the alignments between virtual ob-
jects and their background tend to break first. This stabil-
ity at close ranges is essential for AR applications in the
gaming and productivity/work categories, where the user
is seated in a small space and looks at a scene with shallow
depth.

Figure 3.12: Results of our AUPR implementation.



30 3 Building a Prototype for UPR-based Rendering Methods

Since the AUPR implantation functions as a base for the
new rendering methods, they work within similar bounds.
Keeping the position of the virtual camera fixed to either
the user´s POV or the device’s camera makes rendering
methods M1FOV and M2Rot feel familiar because the user is
used to seeing content from these POVs. The third method
however, in which the camera´s origin is placed some-
where between the user´s eyes and the device´s camera,
can feel less natural and sometimes has a dizzying effect.
We think this is the case because there is no fixed point in
space which the user can associate with the origin of the
rendered image.

3.3.1 Testing the Prototype with a small group of
people

After its implementation we informally evaluated the pro-user feedback
totype with a small group of people, ranging in age be-
tween 20 and 50 years old, with a median of 26. We ob-
served that inexperienced users were able to intuitively un-
derstand the concept of UPR after testing our AUPR imple-
mentation. It took the users some more experimentation
to get familiar with- and fully understand the new render-
ing methods. They were able to use sliders to manipulate
the FOV in the first method or the degree of interpolation
between UPR and DPR in the third. This made it easy for
them to play around with the prototype and see the ren-
dered image gradually change between different rendering
methods. After some experimentation, our users preferred
positions greater than one for the FOV slider, which indi-
cates that they may prefer the bigger FOV over traditional
UPR. Generally, we observed that after some time of using
the UPR-based methods one gets used to seeing the world
directly through the frame of the device. This goes so far
that after switching back to normal DPR, it can feel weird
and artificial. These observations reflect the findings of var-
ious studies which concluded that UPR tends to feel more
natural to users than DPR [Baričević et al., 2012, Samini and
Palmerius, 2016, Pucihar et al., 2013] and suggest that this
might also hold true for our new rendering methods.
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3.3.2 Potential Use Cases

We can imagine the new UPR-based methods to be useful
in scenarios where the user is seated in a fixed place but
still wants to look at virtual objects from different angles.
In this scenario a comfortable way for the user to do so is
to move their head around. The UPR-based methods make
use of these changes in the position of the user’s eyes and
render the observed object from a different angle.

When looking at large virtual objects, it is possible to dy-
namically increase or decrease the FOV to fit the observed
virtual object into frame; while the object is small enough or
out of sight, one could return to normal UPR to get the best
alignment. Alternatively, one could set a fixed FOV or let
the user control it manually. The ability to manually con-
trol the FOV could be useful when interacting with virtual
objects at different scales. For example, when looking at 3D
renders of complicated machine parts, where the user fre-
quently changes between looking at the system as a whole
and looking at a single part in more detail. The second new
rendering method M2Rot is just a small improvement over
normal DPR, in the sense that it makes use of the otherwise
wasted parts of the camera image. This should come with-
out any major drawbacks and we expect it to be preferred
over DPR at most task.

To what degree the new methods will be helpful in actual
AR applications however, remains to be tested through fur-
ther observations and formal user studies. To makes these
studies possible and to make different rendering methods
for handheld AR more accessible, was the purpose of build-
ing this prototype. In the following section we will re-
view various user studies conducted on previous UPR and
DPR prototypes and explain which of them would be use-
ful to perform with the new methods. Furthermore, we will
cover how to build and perform such studies with our pro-
totype.
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3.4 User Studies suited to Evaluate Ren-
dering Methods

After the implementation of the prototype, the next step is
to thoroughly test the new rendering methods and to eval-
uate whether they deliver the expected advantages over
UPR and DPR. It is necessary to compare these different
rendering methods against each other in formal user stud-
ies, which should be designed reflect common interaction
and usage patterns in AR applications.

Three types of studies focusing on (i) Search and Select, (ii)three types of studies
to evaluate the

rendering methods
Cross Context Interaction and (iii) Depth Estimation make
up the majority of existing user studies in handheld AR.
These types of studies were commonly used to compare
UPR to DPR and should cover all important aspects of in-
teraction in AR applications. In the following we will go
over representative studies for these three types and de-
velop ways to conduct such studies with our prototype in
order to compare the different rendering methods.

Important for all types of studies is which metrics to mea-in-/dependent
variables and

questionnaires
sure and evaluate. Samini et al. [2017] analyzed a collec-
tion of user studies in the field of AR/VR and composed
a list of the most commonly used in-/dependent variables.
They found the most important independent variables to
be: ’interaction technique’, ’display size’ and ‘size of the
virtual object’. For the dependent variables: ‘task comple-
tion time’, ‘accuracy’ and ‘success rate’. Most studies they
analyzed also included questionnaires with five- or seven-
point Likert scales. Samini et al. found the most common
metrics to be: ‘likeability’ (of each technique), ‘ease of use’,
‘perceived speed’, ‘perceived accuracy’, ‘intuitiveness’ and
‘comfort’. In our case, the primary independent variable
would be ‘rendering method’, but it could still be helpful
to include ‘display size’ and test each method on both a
phone- and tablet-sized lens. Both types of devices are sup-
ported by our prototype and testing on both would allow
for comparisons with older results from other user studies.

All three study types (Search and Select, Cross Context In-
teraction and Depth Estimation) can be realized as within-
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subjects designs. A between-groups design comparing five
different rendering methods and two display sizes would
be possible but would require many participants. The order
in which the participants use the different rendering meth-
ods should be randomized using the Latin Square method.

3.4.1 Search and Select

One of the most common interaction techniques in AR ap-
plications is the searching and selecting of virtual objects,
because it precedes almost every other action a user may
perform on the object. Therefore, a search and select task
is commonly chosen to compare different AR devices or
techniques [Samini and Palmerius, 2016, Looser et al., 2007,
Baričević et al., 2012, Tomioka et al., 2013]. The purpose of
this study is to evaluate how difficult it is for participants
to use lenses with different rendering methods to search
the environment for virtual objects and consequently se-
lect them. Similar to the setup in other studies [Samini and
Palmerius, 2016, Looser et al., 2007, Baričević et al., 2012,
Tomioka et al., 2013], the task should consist of virtual ob-
jects appearing in random location in the action space. The
action space can either be the whole room or be limited
to a tabletop environment (like in the study conducted by
Baričević et al. [2012]). Participants must find and select
these virtual objects with the lens while different measure-
ments are being taken: (i) the average searching time (the
time it takes a user from selecting one object to finding the
next one) and (ii) the selection time (the time it takes the
user to select an object once it appears in the lens). For some
selection techniques it is possible to measure the path devi-
ation during the selection part. We will go over some selec-
tion techniques in the following section and discuss which
ones are suited best for this kind of study.

Past results of user studies that compared UPR to DPR
show that even though UPR is preferred by users for the
selection part, the DPR method is significantly faster for
searching the environment [Baričević et al., 2012, Samini
and Palmerius, 2016]. We hypothesize that the new render-
ing methods speed up the searching part while keeping the
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intuitiveness of UPR for the selection part. A questionnaire
should be included to collect subjective feedback from par-
ticipants and evaluate which method is preferred by users.

Selection Techniques

Even though selecting a virtual object by simply touching
it on the screen may be the first selection technique that
comes to mind, it is not the only one. Examples besides
‘on screen touch’ include ‘direct touch’ (touching the vir-
tual object directly with either a hand or a pointing-stick)
and ‘center select’ (the lens selects a virtual object after the
user focuses on it hand holds it in the center for a while).

For our search and select study however, it makes sense to’on-screen touch’ is
not the only way to

select virtual objects
focus on only one or maybe two selection techniques, as the
main point of the study is to compare the different render-
ing methods to each other. Samini et al. [2016] compared
UPR to DPR in a search and select study using ‘on screen
touch’. They recognized that the finger occludes large parts
of the display when selecting an object. They conducted
another study comparing different selection techniques for
UPR [2019] and compared ‘on screen touch’ to the two al-
ternative selection techniques ‘center select’ and ‘icon se-
lect’ (pressing an icon from a list on the screen, the icon
corresponds to the desired virtual object). They discovered
another drawback of ‘on screen touch’, as users reported it
to be the most physically tiring. This was likely the case
because the device they used was a large tablet and users
had to hold the tablet with one hand and select objects with
the other. The participants of this study seemed to prefer
‘center select’ while ‘icon select’ was the slowest due to the
extra time spent to associate the icons with the correspond-
ing virtual objects. These results conform with the results
from another user study comparing different selection tech-
niques for head mounted AR [Looser et al., 2007]. In this
study participants preferred selecting objects by hovering
a handheld lens over them. This technique is very similar
to ‘center select’ and was reported to be the most enjoy-
able and least physically and mentally demanding. Direct
touch was used in a study conducted in a VR simulation
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[Baričević et al., 2012], but it is difficult to implement on
UPR devices because it would need a real time 3D recon-
struction of the user’s hand. Therefore, we think that ‘cen-
ter select’ is the best technique to conduct a search and se-
lect study with. It would also be possible to include ‘on
screen touch’ because it may be easier to use on phone-
sized lenses and is probably more likely to be implemented
by developers of AR applications.

3.4.2 Cross Context Interaction

The alignment between on screen content and surround-
ings is not as accurate in the new rendering methods as
in true UPR. The purpose of this study is to evaluate how
much this affects usability and specifically to what extend
it limits the use of surrounding context . This can be tested
with a task that requires the user to repetitively cross the
border of the magic lens and directly relate the surround-
ing context to the view inside the lens. Pucihar et al. [2014]
compared fixed-POV UPR to DPR in a study focusing on
such a task. Participants were asked to move a marker from
outside the augmented region into a goal area that was only
visible through the lens. An addition to this task could be to
have the goal area move within the view of the magic lens.
This prevents the user from associating the position of the
goal area with a point in the real world and then moving
the marker while only focusing on their real-world view.
It forces the user to continually switch between the aug-
mented view and the surroundings, until the marker has
entered the lens.

A similar task for such a study could consist of moving the
magic lens – and the goal area with it – over a real-world
marker instead of the other way around. This technique
could be more representative for how the lens is used in
an actual application. Variables to measure in the experi-
ments are (i) the time it takes the participants to complete
the task, (ii) the path deviation once the marker has en-
tered the view of the magic lens and (iii) the success rate.
Pucihar et al. observed through their study that the com-
pletion time and path deviation were smaller when using
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fixed-POV UPR over DPR [2014], though this effect was
only noticeable when using the larger tablet-sized lens. We
hypothesize that the results of AUPR will be the best and
that our other rendering methods fall somewhere between
AUPR and DPR. Method M1FOV is expected to rank closer
to AUPR, while M2Rot will probably be closer to DPR.

3.4.3 Depth Estimation

Depth estimation studies can be helpful to evaluate how
easy it is to understand spatial relationships between vir-
tual objects , real-world objects and one-self. Several stud-
ies have been conducted to analyze depth perception in AR
[Diaz et al., 2017, Dey et al., 2012, Liu et al., 2020], most of
them focusing on what cues can make it easier. The typi-
cal setup for such a study consists of mounting the device
in a fixed position at eye height. The participants are then
tasked to estimate the distance of virtual objects by look-
ing at them through the device. The virtual objects can be
of different sizes, shapes and color; some may be abstract
shapes and other may resemble human beings or other ob-
jects. Variables to measure are (i) the error and (ii) the time
it takes to make an estimation.

Our prototype allows for simple drop shadows of virtual
objects, which were found to be one of the primary depth
cues along with simply the size of the object [Diaz et al.,
2017, Dey et al., 2012]. This should make it possible to es-
timate distances to virtual objects more accurately. Depth
cues, however, are only of secondary importance for this
study. The focus lies on comparing the different rendering
methods to each other; the available depth cues will be the
same for all methods. There are no existing studies focus-
ing on depth perception in UPR versus DPR, which makes
it hard to predict how the new rendering methods will per-
form in comparison to DPR. We do however expect that
distances will be slightly underestimated, as that seems to
be a common result among similar studies [Diaz et al., 2017,
Dey et al., 2012, Liu et al., 2020].
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3.4.4 Conducting Studies with the Prototype

Our prototype includes a demo scene and corresponding
script, which showcases different functionalities that will
be needed to perform these user studies. It enables easy
switching between the rendering methods and manipula-
tion of different variables like the FOV. It shows how to
spawn virtual objects by the click of a button, how to se-
lect those virtual objects and how to display their distances
to the user. Two code excerpts are given below:

Spawning a virtual cube at the position of the device:

GameObject newCube = Instantiate<GameObject>(
cubePrefab,
arCamera.transform.position,
Quaternion.identity);

Selecting a virtual object and calculating its distance to the
user:

Ray ray = eyesCamera.ScreenPointToRay(Input.mousePosition);
RaycastHit hitData;
if (Physics.Raycast(ray, out hitData, 1000)){

GameObject objHit = hitData.transform.gameObject;
if (objHit != null && objHit.tag == "selectable"){

float distance = (objHit.transform.position -
trackedPositionEyes).magnitude;

}
}

Functionalities like these act as sample implementations
and as a base on which further functionality can be built.
The code base is structured similarly to the explanation of
our implementation in the previous chapter, which makes
it easy to go back and forth between the two to fully under-
stand them. All this makes it easy to build and execute the
user studies we presented in this chapter and makes it pos-
sible to use the new rendering methods for future studies
or applications in the field of handheld AR.
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Chapter 4

Summary and Future
Work

In this last chapter, the ideas, tasks and results of this the-
sis are summarized and a brief outlook on future steps and
potential improvements to the prototype is given.

4.1 Summary and Contributions

This thesis deals with the introduction and implementation short summary
of new rendering methods for handheld Augmented Real-
ity (AR). After analyzing existing rendering methods, three
new methods, combining aspects form user- and device-
perspective rendering, are proposed. These five methods
are then implemented in the form of an application for iOS.
Finally, past user studies in the field of handheld AR are
analyzed and condensed into three study designs, which
intend to compare the different rendering methods and can
be conducted using our prototype.

Handheld devices are one of the most common ways in problem explanation
which AR is used today. In handheld AR, the combina-
tion of real-world view and virtual information is achieved
by superimposing the virtual scene onto an image of the
real world. This image is captured by a camera on the back
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of the device, which is why this process is called device-
perspective rendering (DPR). It results in a misalignment
between what is displayed on screen and the view of the
user because the displayed image is completely dependent
on the position and orientation of the device. In user-
perspective rendering (UPR), on the other hand, the posi-
tion of the user’s eyes is taken into account and the dis-
played image is rendered from the perspective of the user.
UPR comes with benefits and drawbacks, which creates a
trade-off between itself and DPR.

In this thesis, three new rendering methods are introduced.contributions
They aim to combine the advantages of DPR and UPR
by combining aspects from both sides. One of the new
methods (M1FOV) works much like UPR but with an in-
creased field of view (FOV). Method two (M2Rot) displays
almost the entire camera image like DPR but responds to
movements in the user’s head position by rotating. The
third method (M3Int) interpolates the point of view between
the position of the user and the device’s camera. These
new rendering methods, including approximated UPR and
DPR, were implemented in the form of an application for
iOS and a detailed explanation of their implementation is
given in this thesis. The prototype was built in Unity and
is intended to enable direct comparisons between differ-
ent rendering methods. To the best of our knowledge it
is the first to work without requiring any additional hard-
ware and runs on of-the-shelf consumer smartphones and
tablets. This makes our implementation of these rendering
methods accessible for future applications and research in
the field of handheld AR. First observations, through in-
formal testing with a small group of users, make the new
rendering methods seem promising. Nonetheless, they will
need to be tested in formal user studies. In order to design
user studies that are suited to thoroughly test and compare
the different rendering methods, previous user studies in
the field of AR were reviewed and combined into the de-
signs of three types of user studies, which can be conducted
using our prototype.
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4.2 Future Work

Naturally, the next step is to conduct the user studies that conduct user studies
are presented at the end of this thesis. For this, some small
customizations can be added to the prototype, such as other
selection techniques or custom models for virtual objects.

Depending on the results of these studies, it would be inter- explore variations of
new methodsesting to explore more variations of the different rendering

methods. Instead of choosing a constant FOV, it would be
possible to dynamically change the size of the displayed
and augmented area. This way, the FOV could be automat-
ically adjusted to fit a virtual object on the screen, without
being too wide. Alternatively, the FOV could be scaled rel-
ative to the speed with which the user moves the device.
A fast movement speed suggests that the user is searching
for virtual objects in the scene, which a larger FOV will be
helpful for. However, when the user is focusing on a single
point in space, a smaller FOV will deliver the best align-
ments.

Additionally, new improvements to the prototype will be future improvements
to the prototypepossible through updated versions of Apple’s AR Kit and

Unity’s AR Foundation. With Unity’s support for AR Kit
6, features like access to the 4K camera image and occlu-
sion of virtual objects by humans will be possible. In future
versions it may also be possible to simultaneously access
the front and wide-angle rear cameras, which will allow for
larger viewing angles from the side of the device.
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Appendix A

Prototype Project Files

Our implementation (in the form of its Unity Project Folder)
is provided alongside this work on a USB stick.

It is also available on GitHub 1.

1github.com/JoWilhelm/UPRLens

https://github.com/JoWilhelm/UPRLens
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approximated UPR, 3, 15, 29
AR, see augmented reality
AR Foundation, 17
AR plane, 26
ARKit, 17
augmented reality, 1–2
AUPR, see approximated UPR

device-perspective rendering, 2, 27
DPR, see device-perspective rendering

field of view, 9, 20, 23, 26, 31
FOV, see field of view
frustum, 16, 18

geometrically correct UPR, 3, 9, 10

head-mounted display, 2, 8
HMD, see head-mounted display

image plane, 16, 20, 23, 27
interpolation, 27, 30

LiDAR, 16, 25

magic lens, 7

point of view, 30
POV, see point of view
projection matrix, 18

scene geometry, 3, 25
spatial perception, 10, 36
surrounding context, 10, 35

trade-off (between UPR and DPR), 13

UPR, see user-perspective rendering
user-perspective rendering, 2
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VR, see virtual reality
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