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Abstract time-stretching algorithms_(Karrer et al. 2006) has phytia
addressed this problem.

A problem that remains largely unsolved is how to ade-
ately represent time and temporal transformations fipr di

l media. For designers and computer musicians working

Incorporating digital audio into computer music and multi-
media systems with time-based interaction poses unigue ch u
lenges. We describe some of these challenges, which we acbi

countered whilst building previous systems, and descibe o to build digital audio applications using multimedia frame

solu_tion, which we calemantic time_Semantic time is. athe- works such as Apple’s Core Audio, Microsoft's DirectSound,
oretical framework based on theories of temporal mtervalsOr Max/MSP, time is referenced primarily by counting audio
S . L:lf{‘imples. The requirement for consistently and evenly space
_tlmemter\_/als su_ch as beats of t_he music, ‘h"?‘t are more mean'samples originates from the internal clock on audio hardwar
ingful units of time than “audio samples”time functions 55%

q ibe th ina bet h fic time int ut it is usually not the best unitin which to reference tirhe.
escribe the mapping between hese semantic ime Intervag, o appropriate unit of time may be music beats; however,
and presentation time (the absolute real time in which th

O . . he mapping between music beats and audio samples is gen-
media is output).Function operatorsanipulate and trans-

. . . . . erally non-linearly to begin with, and changes as the awlio i
form these functions, ancbnstraintdescribe relationships time-stretched.

between functions. All of these form an algebra for time, For example, let us take one second/two beats of music

which creates interesting possibilities for time-basetkiin | -
44.1 kHz (441 les). If the | h of th
action with music and other digital media. We show how asamp ed at z (44100 samples). If the length of this

fware implementation of these theori lies to it audio snippet is time-stretched by a factor of two, we now
software implementation otthese theories applies to € have 88200 samples to represent these two beats. Modern
ferent interactive computer music systems.

well-known multimedia frameworks do not preserve the map-
ping between the “semantic time” of beats, and audio sam-
1 Introduction ples. The burden of maintaining this mapping falls upon ap-
plication developers, needlessly distracting them frogirth
Most musicians will not dispute the key role that time Primary task of designing the interaction and system logic.
plays in music expressivity; control over time and rhythmis  In previous worki(Lee et al. 2006), we introduced #ee
something we often take for granted. Unfortunately, intera Mantic timeconcept, together with the Semantic Time Frame-
tion with digital media today often does not take into acdoun Work, a software framework for interactive orchestral con-
this temporal dimension, being limited to the VCR metaphorglucting systems that use digital recordings. The Semantic
of “p|ay”’ “Stop”’ or “fast-forward”. The important inforrm- Time Framework works in “semantic time units” (e.g., beats

tion in time-based media such as audio and video, howeveff the music), and preserves their mapping to real time, even
must be perceived over time. In computer music, technoloafter time scale modifications. We demonstrated how the de-
gies such as MIDI and wavetable synthesis circumvent th&ign of an interactive conducting system can be made signifi-
problems of manipulating time in digitally sampled alllio cantly simpler and more elegant. o _
by imposing more structure. However, there are argumentsl We have since refined and eXpandEd this idea of Se.mantlc
for working directly with digital audio recordings — today’ time to include a more general class of computer music sys-
synthesis techniques are still unable to rePrOduce thdesubt 1To avoid confusion, the term “sampled audio” will alwayserefo PCM
nuances of a world-famous orchestra or jazz band, for exaudio in this paper, which is a sequence of numerical valiraired by
ample. Manipulating the time dimension of such recordingssampling an analog audio signal at some fixed sampling raaeh Bumer-
however. can be challenging: simply resampling the audio td:al value in this sequence is referred to as a “sample”, &odld not be

. ’ hi Its i d pitch shif = confused with a “sound sample”, a snippet of audio used inemodynthe-
time-stretch it res_u tS_In unwa_mte pItC_ S 'ts' Ortmt sizers to recreate more realistic sounds.

recent research in high-quality, real-time, pitch-presey




tems, and also created an expanded set of theoretical twols f measures | ' ' '
representing time and temporal transformations, whichés t pulses | ! ot ! '

beats [T T TTTTTTTTTTTTTTT

topic of this paper. Our theory of semantic time is inspired J’
by previous research on temporal intervals (Allen 1983) and 2 .¥. .. .
denotational semantids (Schmidt 1986). We demonstrate how == EPE i = = ‘,ﬁ

we have applied this theory to prototype three different-com

puter music applicationskhythmati¢ an application for in- Figure 1. Example temporal interval structure for threesbar

Fera?t::)/ely marlgulratlngt; the rhyihm p;attern Zf d'?'talg@t.'t | of Blue Danube Walthy Johann Strauss. The introduction of
Ings, Fersonal irchestraa system for conducting digital ;g piece is defined i/8 time (six musical beats per mea-

e e e STt Seeures k) The puiss epresen e bt percied by  uman
Beat Tappera tool for browsing digital audio recordings and tapping alongside the music (two pulses per measure).
marking beats.
to modify the timing and rhythm of digital media and music.
The interaction, however, remains specific to the appbcati
2 Related Work and they do notintroduce any mechanisms to discuss or facil-

" . . itate building other time-based interactive systems.
In addition to common multimedia frameworks such 9 y

as Core Audio, DirectSound, and Max/MSP, various other

frameworks have been developed for computer music an@® Theory of Semantic Time
multimedia:

Hudak et al. (1996) createldaskore a language to de- Semantic time is inspired by previous work on tem-
scribe music using functional programming. It includesadat poral intervals [(Allen 1993) and denotational semantics
types such as notes and rests, and supports operations sygjghmidi 1986). We use a polymorptsemantic time inter-
as transposing and tempo scaling. The focus of our work igal as the basic unit of time, which can be recursively de-
on the temporal aspect of media: units of time are not limitedined to represent different abstractions of time relatetth¢o
to “notes”, nor is our work limited to music. More recently, temporal structure of a particular medium. In music, such a
Hudak (2004) proposed a polymorphic data type and theotemporal structure could be in the form of beats, pulses and
rems for representing temporal media; time is represerged Umeasures (see FigUik 1); the beat and measure are defined by
ing intervals, and Hudak was able to prove that his theory ishe musical score, and the pulse is defined to be what a hu-
both sound and complete. Unfortunately, he does not discusgaan perceives as the “beat” (e.g., whilst tapping alongside
the implications of his theory on multimedia systems designthe music). The structure could continue upwards to musical

ChucK (Wang and Cook 2003) is a programming lan- phrases, or downwards to the individual audio samples in the
guage for music that includes mechanisms for interactinginderlying PCM audio buffer.
with time to provide on-the-fly, parallel composition. Irae- One could imagine semantic time as described thus far as
tion with time is primarily with musical notes, and schedgli  an extension of the MIDI time model to digital audio; how-
these notes for playback. Our work, in contrast, representgver, as we will demonstrate with an example in the next
time and temporal transformations for user interactiorhwit section, the semantic time intervals are not limited to fieat
prerecorded media. pulses, and measures, nor is semantic time necessaritgdimi

Representing time in music has also been studied exteno music. It can be applied to other forms of media such as
sively;[Honing (2001) gives an extensive overview of cutren speech (which has a similar interval structure of phonemes,
work in this area, such as time maps (Jaffe 1985), and timgyords and sentences). Such a discussion is beyond the scope
warps (Dannenberg 1997a). Time warps are implemented igf this paper, however.

Nyquist a sound/music synthesis language written in Com-  The mapping between these interval sequences and pre-
mon Lisp [Dannenberg 19974). Honing (2001) has also desentation time (the absolute real time in which they occur)
veloped generalized timing functions for music, and he showare continuousime functiongsee Figur€l2). For example,

a partial implementation in Common Lisp. All of these works each beat of music performed at 120 beats per minute maps
seek to represent tempo changes and rhythmic timing (oftefd half a second of presentation time. If, later in the perfor
differentiating between the two). Our work on semantic time mance, the music slows to 60 beats per minute, each beat
however, seeks to generalize beyond traditional musiaa co interval now maps to one second of presentation time. These
cepts of beats and measures, making it applicable to otheime functions are similar to time mais (Jaffe 1985), altitou
types of digital media (such as speech). We also use semantje use this representation as a building block for desaibin
time to describe time-based interactions, and the impdinat  time-based interaction, not just as a model for represgntin
of such descriptions on system design. time in music.

A number of commercial applications, such as Ableton  Describing this mapping of media time (e.g., beats of the
Live, Cakewalk Sonar, and Steinberg Cubase allow the usefusic) to presentation time as a mathematical function also
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Figure 2: Left: Example mapping between media time, 14 time are normalized to values betwéer).
and presentation time for forwards and backwards playback.

Right: Mapping for a jazz “swing” rhythm.
“warp markers” for digital audio. Precomputed groove pat-
terns can also be applied, although Live doesn'’t offer as

allows us to fo:jmally Irepr_esent not on_ly [I)qsmodn, _bUt_‘f/iISOmuch flexibility as Cakewalk with respect to applying arbi-
rate (tempo) and acceleration as numerical time derivat¥e _trary groove templates.

these time functions. Temporal structures, such as thegswin Unlike these applications, however, which are used pri-
) ?ﬁarily to edit the media offline, the aim &hythmatids to

functions can be described usifupction operatorandcon-
straints these will be described in more detail in the next
section.

experimenting and combining rhythm patterns from différen
sources. These interactions with rhythm are realized using
semantic time.

We define ahythm mapo be a time function where each

4 Applications of Semantic Time measure is normalized, such that each measure is a mapping
from [0,1) to [0,1). The rhythm map remains a continuous

We illustrate how semantic time benefits designers an@urve defined by beat control points, which are determined
musicians building novel computer music systems with time{rom the normalized beat intervaisof the measure (see Fig-
based interaction using three different interactive cormpu Urel3). Given the beat intervals of a measure with beats,
music applications that we have bRiltwhile these applica- the normalized beat intervals are calculated using:

tions differ in their purpose, design, and implementatah, ~ b
of them respond to continuous user input to modify the tem- bi = —7— (1)
poral dimension of digitally recorded media. ijo b

Choosing an appropriate interpolation scheme through
4.1 Rhythmatic these control points is an interesting research questid@n in

self (it can be compared to selecting an interpolation sehem

Certain types of music, such as a Strauss waltz or jazzp computer graphics for drawing a continuous curve through
have a characteristic off-beat swing or groove rhythm; suchhe control points), and we reserve it for future work. Nev-
rhythms are often one of the more difficult aspects for musiertheless, semantic time facilitates such experimemtatto
cians unpracticed in these genres to grasp. We crédtgth- 5150 offers a more general representation than existing sys
matic an application that allows the user to interactively ma-tems. Ableton Live, for example, linearly adjusts the tempo
nipulate the tempo and rhythm of such musical pieces by achetween warp markers placed at beat boundaries. This is
justing the relative timing of the beats. Adjustments can bequivalentto connecting the beat markers using straigs|i
made by applying a algorithmically generated groove patter resulting in first-derivative discontinuities in the curthet
to the music, applying the rhythm pattern of an existing permanifest as sudden (and jarring) tempo changes at the beats.
formance to another, or any scaled combination of these two. \we now definefunction operatorgo explore combina-

This idea has been explored previously; commercial Mutions of rhythm maps. The first operator j§t) :: g(t),
sic sequencing applications such as Cakewalk Sonar angle concatenation of the two rhythm mapé&) and g(t)
Steinberg Cubase allow composers and musicians to modif@gee Figurdl4). Concatenating rhythm maps do not suffer
the rhythm of a MIDI recording. Cakewalk Sonar, for ex- from the same issues as time maps (Honing 2001), because
ample, allows composers to apply rhythm patterns to MIDltney are constrained to the start and end of a measure. The
recordings. Ableton Live provides a similar feature, alle time function of a piece wittn measures can be completely

2Select audio examples for these applications can be found a{epresented using concatenated One_'measure_ rhythm maps
http:// medi a. 1 nf or mat i K. r wt h- aachen. de/ ~eri c/ t1 me/ go(t) = g1(t) = ...t gn—1(t) and their respective lengths
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Figure 6: Visualization of a more complex rhythm map equa-
tion. Two maps,(t) andg(t), are averaged with a weigft
The result is then concatenated on either side witf) and

Figure 4: Visualization of rhythm map concatenation. Two(¢). The concatenated rhythm map is finally scaledby
rhythm maps(¢) andg(t), are concatenated together.
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Figure 5: Visualization of a rhythm map scaled dy= 2.0 J=0

(200%), resulting in a more accentuated swing. The dotted

line shows the unscaled rhythm map. Averaging two rhythm maps has the effect of “mixing

two performances together. For example, one could take a
Vienna Philharmonic performance and a Boston Symphony

mo ... mn_1. Note that this formulation places no restrictions Orchestra performance of the same piece, and create a new
on the number of beats per measure, and even supports the Bgrformance with the rhythm characteristics of both.
ternating time signatures found in ancient folk musicor®av ~ Concatenation, scaling, and averaging can also be arbi-
Brubeck’s jazz compositions. trarily combined; for example, we could take the concatena-
A rhythm map can also bezaled-the musical equiva|ent tion of three rhythm maps, the second of which is a WelghIEd
of accentuating (scale up) or easing (scale down) its swingaverage of two other rhythm maps, and scale the entire map
This scenario if very typical in jazz, since different ais (see Figurél). These operators thus formaigebra and
swing differently — contrast Oscar Peterson’s heavy swingVe have begun to explore the properties of this algebra. Con-
with Bill Evans’ lighter swing, for example. Let us define catenation, for example, @ssociative(e.g.,(f(t) :: g(t)) =
oo (f(t)) as the rhythm mag (¢) scaled bya. To compute 2(t) = f(t) = (g(t) = h(t))), averaging iscommutative
the scaled beat intervals for a rhythm mag:dfeats, we must  (€.9., 8f(t) + (1 — B)g(t) = (1 — B)g(t) + Bf(t)) and
first transform the beat intervals to the beat control paimts Scaling isdistributiveover concatenation and averaging (e.g.,
the measure: oa(f(t) = g(t)) = 0a(f(1)) = da(g(t))). These properties
can be used to algebraically reduce complicated expression
izl to improve performance. While algebras have been proposed
pi= bjipo=0 (2)  before for animation (Ellioft et al._1994), there appearbéo
J=0 no existing work that explores algebras for representime ti
Then, we scale the offset of these beat positions relativénd temporal transformations in computer music at thidleve

to a perfectly quantized beat: The algebra can also be exposed directly to the end user as
a visual language of interconnected building blocks, simil
V= a (p. 3 1) 48 (3) 10 Max/VMSP (see Figur 6). Such an interface offers inter-
¢ Yk k esting possibilities for the user to interact with the terapd

rhythm of music; in our prototype implementation, for ex-
ample, the weighting and scaling factors can be dynamically
adjusted while the music is playing, and the user receives im
mediate feedback on their adjustments to the rhythm.

Finally, we transform the scaled beat positigrisback
to beat interval$) using an inverse of Equatidh 2. Figdde 5
shows the effect of scaling a rhythm map.

A third operator is combining rhythm maps together us-
ing a weighted average. Rhythm maps can be averaged to-
gether only if the number of beats, and the distribution of4.2 Personal Orchestra
beats within each measure, is the same. A rhythm map can be

averaged fromn other rhythm maps using the weightts Personal Orchestras an ongoing project that started

in 2000, with various iterations of the project result-



user input beats

ing in a series of successful interactive museum exhibits SRR sine
R . . . -~ > MUSIC = USER adjusted
around the world, including the House of Music Vi- %:: w“dme

enna [(Borchers efal. 20@4) Boston Children's Museum audosteam | auoro v ‘
(Lee etal. 2004) and Betty Brinn Children’s Museum in ] o _T.TE.S_TRE_TCH__\; — Ve
0~ 0
w VIDEO /VIDE AUD| \

Milwaukee [Lee etal. 2006). Like many other interactive

conducting systemsersonal Orchestrallows the user to T'MHU
control (amongst other parameters) the music tempo using 2djusted
conducting gestures; unlike other systems, howé&asonal
Orchestracontinues to be one of few systems that guaran- ‘
teesynchronougplayback of time-stretched digital audio and user input beats
video recordings; the media is also synchronized in speed adjusted audionN\ »
(tempo) and position (beat) with the user's conducting ges- \EESEE oo, TIM:};@ Ve
tures. E E SYNC

Our first version of the Semantic Time Framework was \jdeostream  vipeo TR \
used to design the media engine fdaestroll, the third gen- T'ME'STRETCHd_ ] -
erationPersonal OrchestrdLee et al. 2006). This version of Vdeorae

the Semantic Time Framework addresses the problem that
modern well-known multimedia frameworks do not distin- Figure 7: Using the Semantic Time Framework reduces the
guish and preserve the relationship between media time arg@@Pmplexity ofPersonal Orchestra
presentation time; preserving this relationship is neagss
to synchronize the time-stretched audio to the video, and to
synchronize the media to the beats from the user’s conduct-
ing gestures. The Semantic Time Framework preserves thi
mapping between media time and presentation time, whichs
allowed us to simplify a system architecture that requiveal t
independentimplementations of a synchronization algorit
By introducing a generic “semantic time unit” model in the
framework, we were able to create a reusable synchroniza- T
tion module that keeps one or more timebases (e.g., audio and
video) synchronous with another timebase (e.g., usertspea L
see Figur&l?). presentation time
Using the semantic time theory presented in this paper, . ) . ) _
we can further generalize our synchronization algorithm. | I’_—'|gure 8: Algorl_thm for_syn_chronlzmg a media stream (th|c_k
(Lee et al. 2006), we specified synchronizatiovperatively line) to user time (thin line). Details are .presented in
by describing an algorithm fdnow synchronization is to be (Le‘? ‘?t al.2006), _and be_yond the scope of this paper. Qen-
performed, rather thawhat the desired result is. This im- ©ralizing the algorithm to include other types of synchzani
perative approach to synchronization is difficult to getieea t|<_)n requires addltlo_nal pare_lmeters, and requires de‘?@op
without exposing unnecessary details of the algorithm. FO}NIShIng to synchronize media to understand the algorithm.

example, we may wish to relax the constraint that the audio

precisely fgllow the user's beats, or have the audio foIIowS"gh“y (50 msec) on average, but alternate between lgadin
the beat with some delay. Usa and Mochida (1998), for €xanq following the beat: a non-conductor’s perception of the
ample, observed that professional conductors expect tb legyeq; js different and not as precise as a conductor’s. To sup-
the orchestra by some amount depen(_jent on their cultur@mt these users, we could modify the algorithm to support
background and the tempo of the music; we have recently,yioys levels of synchronization based on certain inpst pa
also studied this phenomenon in more detail for both CONrameters; this would, however, require the applicatioretiev
ductors and non-conductois {Lee etal. 2005), and obtainegher 1o have some understanding of the synchronization algo

some quantitative results. We found that conductors expeglnm itself (see FigurEl8). We feel a more elegant solution i
the orchestra to follow their beat with a fixed delay (150 mseGq gescribe synchronization not as an algorithm dedlara-

for Radetzky March while non-conductors lead the beat just tively by imposingconstraintson the independent timebases

3The firstPersonal Orchestravas coordinated by Max Mithihauser, now ©f audio, vidgo, and user input. o .
at Darmstadt University, and in cooperation with the VieRéharmonic. Let the time functions for audio, video, and user input

“Personal Orchestr&, also known a¥ou're the Conductowas ajoint  peq(t), v(t), andu(t), respectively. Then, the drift between

fr:gjggts't';r‘fos'?:]gféf; g‘;’énez[zsa Marrin Nakra at ImmiensMusic, and 1\ timebases is the mathematical difference between the tw

5Maestro! was sponsored by the Betty Brinn Children’s Museum, in co- funCtionS (e.g.a(t) - v(t)). To preserve "_p sync, video _
operation with the Milwaukee Youth Symphony Orchestra. is usually synchronized as closely as possible to the audio,

media
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Figure 9: Visualization of three types of constraints fonsy Figure 10: System architecture for audio scrubbingeat
chronization. On the left, the audio and video are exactlyfaPper The audio is first synchronized to the user input
sychronized. In the middle, the audio lags behind the usetSPeed and position, given in units of pixels/sec and pjxels

gestures by 100 msec. On the right, the audio is allowed td he beats are then respaced and synchronized with the time-

“beats to audio” synchronization module has an interdepen-

dency on the unstretched audio stream.
equivalent to the constraint thaft) — v(¢) = 0. However,
we can vary this constraint when synchronizing to the beats
marked by the user. If the user is a trained conductor, we cal$ available in some audio editing applications, and allows
set the music to follow her beat by, for exampilg4 of a beat ~ the user to quickly “browse” through the audio by moving
(u(t) — a(t) = 0.25 beats). Or, if the user is not a trained the cursor ground in the wa\_/efo_rm and hearing t_he audm at
conductor, we can allow their beat to lead or even lag behinghe same time. These applications, however, either simply
the music beat by up to/8 of a beat [u(t) — a(t)| = 0.125  SKiP to the_ current cursor position and play a short snippet
beats, see Figuf@ 9). (resulting in garbled audio), or play a resampled version of

While previous work has also introduced the ideathe audio (resulting in pitch-shiftsBeat Tapperon the other

of using “constraints” to describe synchronization hand, time-stretches the audio for continuous, high-tigleli
(Bailey et al. 1998), the way in which we formulate con- feedback.
straints differs. Th&lsyndramework, for example, expresses ~ There are two main challenges to support this scrubbing
temporal constraints as a conditional (exghen (a(t)  interaction. Unlike a simple slider, where only the speed
> v(t)) then reduce.videoplayrate()); we Oftheaudiois synchronized to user input, or scrubbing by
argue such a formulation is still imperative, compared to ou Skipping where only the position of the audio is synchro-
declarative approach. nized to user input, both the speed and the position must be
synchronized in the pitch-preserving time-stretchingesch
we introduced foBeat Tapper Also, the time-stretched au-
4.3 Beat Tapper dio must be synchronized to the audible beats; these tap-

Automatic beat detection remains an active area of rePing sounds, being transient signals, are not time-steetch
search in computer music, and algorithms have been develbe same way as the audio. Instead, the time at which they
oped that work well for many types of muslc {Dixon 2001). are played must be adjusted according to the time-stretched
Nonethe|ess’ certain types of music remain beyond the Ca’iUdiO. A SyStem architecture to implement the SCbebing in-
pabilities of these algorithms. For example, in a particu-teraction using an existing multimedia framework, such as
lar Vienna Philharmonic performance Bfue Danube Waltz Core Audio or DirectSound, is shown in Figdird 10.
that we ana]yzed, the tempo varies from 15 to 80 pu]ses per This architecture suffers from design issues similar tb tha
minute, and there is little percussion; we have found even hudescribed in[(Lee et al. 2006): there are multiple instances
mans often have trouble finding the pulse. Tracking the muof conversion from one time unit to another, and the mod-
sic beat, which is not only three times faster, but exhifies t ule for synchronizing the beats requires information ndy on
characteristic Strauss waltz Swing, is, unsurprisinwm]d from the time-stretched audio, but also from the original-(u
the capabilities of today’s algorithms. Thus, we have founcstretched) input. Moreover, there is a “daisy chain” of syn-
a tool like Beat Tapperthat allows a human to manua”y tag chronization modules: the audio is SynChronized to theti,npu
audio data with beat metadata, indispensable in our researcand because of the processing latency in the time-stretchin

Beat Tapperallows the user to load an audio file into a the beats must be synchronized to the time-stretched audio
waveform view, and “tap along” to the beat while the au-t0 ensure precise synchronization. An implementationisf th
dio is playing. The inserted beat markers can be manuallfiesign becomes very specific to the application, and reusing
fine-aligned in the wavefornBeat Tappehas features rarely these modules for another application is not possible.
seen on similar tools, however: users can, optionally,'hea  In a redesign oBeat Tapperusing the Semantic Time
the beat (tapping sounds are played together with the muFramework, the semantic time interval is set to the number
sic); users can arbitrarily adjust the audio playback speedPf audio samples that corresponds to one pixel alongsthe
and users can “scrub” through the audio. Audible scrubbingxis of the graphical waveform view (see Figlité 11). The beat



media engine. And while the time-stretching and synchro-
nization mechanisms for these two applications would nor-
mally be implemented differently using conventional multi
media frameworks, the Semantic Time Framework allows the
same software modules to be reused for both applications.
Our expanded theory of semantic time has also allowed
us to respecify a previously developed synchronization-alg
rithm using constraints. Furthermore, we can also gerzerali
. — this specification to include additional interactions lohea
the differences in how conductors and non-conductors mark
beats relative to the music beat.
Finally, Beat Tappeis an example of where the semantic

Figure 11: TheBeat Tapperapplication. Each pixel along time interval is not set to the music beats or measures, but is
thez-axis of the waveform view corresponds to an interval of"Stéad set to an interval of audio samples as represented in

audio samples, which we use as the semantic time interval, 9raphical user interface.

times are also expressed as points in this interval spadt. Wi 6 FutureWork

this choice of the semantic time interval, we can simplify th ] ] o

system architecture to a design almost identical to the ren- AS We continue with our work on semantic time, we

dering engine oPersonal Orchestrésee Figur&l7). The dif- Would like to explore the following areas: o

ferences between the two systems are the choice of semantic We have begun exploring an algebra for working with

time units (pixels foBeat Tapperbeats foPersonal Orches- time that_lncludes concatenation, scaling and.averaglrng. w

tra) and the media types (audio and beatsBeat Tapper '€ working to deyelop this algebrr_sl further, with more oper-

audio and video foPersonal Orchestra ators and the implications of combining these operators. Us
Beat Tapperthus illustrates the need forgolymorphic "9 rules of algebralc s_lmpllflcanon, we believe we can also

semantic time interval data type, one that is not limited to@PPly @lgebraic reductions to a complex rhythm equation to

only traditional musical notions of time, such as beats. improve performance. , _
Our current prototypes demonstrating the ideas presented

in this paper were implemented in Objective-C. As we con-
5 Discussion and Evaluation tinue to develop the Semantic Time Framework, we are inves-
tigating the use of a functional programming language such
How one evaluates a set of theories or a software frameas Haskell or ML. These languages have traditionally been
work is a question that is open to debate. For example, lareriticized for their poor performance, and while recenhtte
guage theorists often use mathematical proofs to provedsounshow significant improvement in this regard, one promising
ness and completene&s (Hudak 2004). In our work, we havapproach is to use a functional programming-based front end
adopted an iterative design/implement/analyze apprdach. that communicates with a high-performance back-end that
evaluation in the first iteration of the Semantic Time Frame-performs the computationally expensive audio and videe pro
work (Lee et al. 2006) showed how using the Semantic Timesessing. Such a scheme has been adopted successfully before
Framework reduced the overall complexity of the system ar{Greenebaum 1997).
chitecture of an interactive conducting system. Finally, we are continuing to explore new application ar-
The goal of this next iteration is to both develop the se-eas for the Semantic Time Framework. Research in compre-
mantic time theory further, and to expand the application dohension of fast versus slow speech has shown, for example,
main beyond interactive conducting systems. We believe théhat different aspects of pronunciation change when humans
three applications we presented here are all steps towsisds t talk faster or slower[{Zellner1998). This implies that the
goal. naive approach to changing the playrate of a speech rexprdi
Rhythmaticimproves upon existing interactions with by simply varying the playrate linearly could be improved.
groove and digital audio, and incorporates an algebra for re One possible approach is to define the semantic time inter-
resenting rhythm. Not only does such an algebra make the insals as the phonemes of a speech signal, and impose con-
teraction with rhythm more general than existing implemen-straints on how these intervals are time-stretched relatv
tations, but it also offers opportunities for real-timeteirac-  each other. This would, for example, reflect how we elim-
tive experimentation with rhythm; we believe suchintei@tt inate certain consonants when talking faster, or incraese t
has applications in, for example, music education. relative length of pauses between words when talking slower
Personal Orchestrand Beat Tapperillustrate how two
rather differentinteractions (conducting and audio sbimudy)
actually result in very similar requirements for a flexiliee



7 Conclusions

We presentecsemantic timg a theory for representing
time and temporal transformations in computer music sys-
tems. This theory is based on an interval structure tiedeo th

semantics of the media, but defined according to the needs

of a particular application. The mapping between media time
and presentation time results in a time function. When nor-
malized over a measure, these time functions form rhythm
maps, and we introduced three rhythm map operators, scal-
ing, concatenation and averaging, which form an algebra. We
also showed how constraints imposed on time functions can
be used to specify varying degrees of synchronization be-
tween media and user input. Finally, we showed an example
where it is useful to define the semantic time interval as & uni
other than a music beat.

While the ideas and concepts behidhythmatic the
fourth iteration ofPersonal OrchestraandBeat Tapperare
only incremental improvements over existing systems, each
of these applications presents an improved temporal icera
tion with digital audio and video over previous work. Furthe

more, semantic time enabled us to propose elegant solutions

to the problem of designing and implementing these time-
based interactions.

As we continue to develop semantic time, we hope that it
will promote further research in the field of time-basediinte
action with music and multimedia.
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