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Abstract

Touch screens are widespread as of today. They provide a high level of directness
as the visual and physical area of interaction fall together. But due to their smooth
glass surface they do not provide any tactile feedback upon user actions. We intro-
duce MudPad, a system capable of localized active haptic feedback on multitouch
screens. We use an array of electromagnets combined with an overlay containing
magnetorheological (MR) fluid to actuate a tablet-sized area. As MudPad has a
very low reaction time it is able to produce instant multi-point feedback for multi-
touch input, ranging from static levels of surface softness to a broad set of dynam-
ically changeable textures. Our system does not only convey global confirmative
feedback on user input but allows UI designers to enrich the entire interface with
a tactile layer conveying local semantic information. This also allows users to ex-
plore the interface by touch.
A quantitative user study suggests that it performs similar to standard touch
screens in terms on typing speed. Furthermore, users detect their errors in time and
correct them. Users from several exhibitions describe the interaction with MudPad
as pleasant and were often engaged with the system for an extended time.
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Überblick

Touchscreens sind mittlerweile weit verbreitet. Sie erlauben Benutzern die di-
rekte Interaktion genau dort, wo die manipulierten Information dargestellt wer-
den. Aufgrund ihrer glatten Glasoberflächen bieten sie jedoch keinerlei taktile
Rückmeldung über Eingaben. Wir präsentieren mit MudPad ein Touchscreen
System, das lokalisiertes aktives haptisches Feedback gleichzeitig an mehreren Orten
erlaubt. Eine Matrix von Elektromagneten aktuiert eine mit magnetorheologis-
cher Flüssigkeit gefüllte Oberfläche mit der Benutzer interagieren können. Die
Reaktionszeit dieser Flüssigkeit ist sehr gering, so dass es für Echtzeitfeedback
nutzbar ist. Das Feedback wird durch dynamische Manipulation der Festigkeit
der Flüssigkeit durch die Elektromagneten erzielt. Damit sind nicht nur globale
Systembestätigungen möglich, sondern die gesamte grafische Oberfläche kann mit
taktilen Informationen versehen werden. Dadurch können Interfaces allein durch
Berührung erschlossen werden.
Eine quantitative Studie unterstützt die Annahme, dass MudPad in Relation
zu herkömmlichen Touchscreens keine signifikant schlechten Einflüsse auf die
Eingabegeschwindigkeit hat. Zudem erhöht es die Wahrscheinlichkeit, dass Be-
nutzer frühzeitig bemerken, dass sie Fehler gemacht haben. Während mehrerer
Ausstellungen beschrieben zahlreiche Besucher die Interaktion mit MudPad als
sehr angenehm und haben den Prototypen ausgiebig getestet.
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Chapter 1

Introduction

Figure 1.1: Ferrofluid exposed to a magnetic field showing
spikes in direction of the magnetic flux lines.

“Computer Science is no more about computers
than astronomy is about telescopes.”

—E. W. Dijkstra

Feedback is vitally important for efficient and pleasant in-
teraction in everyday life and even more so for human com-
puter interaction. With well-designed special purpose de- Feedback in

interactive systems.vices we use throughout the day it is easy to tell what they
do and how to use them. But computer systems are much
more complex than that. They can be programmed to do
whatever a programmer wants them to do. To interact with
them, we almost always use the same indirect physical in-
terface devices such as a display, a keyboard and a mouse.
Depending on the task the mappings between this physi-
cal devices and the actions they invoke change and can be
completely different.
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Over the last couple of years touch screens became very
popular. The majority of currently available mobile devices
such as phones, PDAs and music players are now equipped
with a touch screen. Here, the screen is also the input area,
thereby presenting users with a higher level of directness
(Beaudouin-Lafon [2000]). The concept of direct manipula-
tion (Shneiderman [1982], Hutchins et al. [1985]) can almostTouch screens and

direct manipulation. be taken literally: the graphical representation on the screen
and the interaction/manipulation area fall together.
Users usually find touch interaction engaging and intuitive
whereas mouse and keyboard imply to navigate through
menus and submenus or to remember dozens of shortcuts
to invoke more complex actions. Even for rather simple
tasks such as navigating a 3D model command keys on the
keyboard must be pressed to differentiate between actions
such as zooming, panning, and rotating. On touch screens
such actions can be performed by simple and easy to learn
gestures (Nielsen et al. [2004]). Although these gestures still
require a learning phase the memory load is reduced if the
gesture is well-designed (Wobbrock et al. [2009]). Addition-
ally, recalling a gesture involves muscle memory and is less
abstract than pressing the Ctrl or Alt key on a keyboard.

One drawback of touch screens however is their complete
lack of tactile feedback. With keyboard and mouse, aTouch screens lack

tactile feedback. user gets physical, i.e., mechanical feedback from pressing
a key, moving the mouse, or pressing a mouse button. Fur-
thermore, these devices provide physical clues such as the
small bumps on the ”F” and ”J” key to allow eyes-free posi-
tioning of the fingers on the keyboard. With a touch screen
users only get the sense of their finger pressing against a
smooth glass surface. There is no telling by touch whether
an intended action was recognized by the system. The only
way of communicating this to the user is to give salient vi-
sual or auditory feedback.

By now, there are a few mobile phones on the market which
make use of simple actuators to give tactile feedback, e.g.,
during text entry. Note though that these devices only useFirst devices with

global tactile
feedback.

global actuation, i.e., a simple vibrotactile feedback signal
slightly displaces the screen. Previous studies point to de-
creased memory load (Brewster et al. [2007]) and increased
speed and accuracy (Hoggan et al. [2008]). For multi touch
enabled devices it is not yet possible to create signals for
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each touch respectively. While this is acceptable for small
form factor devices that are mostly only used with one fin-
ger, it is preferable to present independent feedback at each
screen location in relation to the information or event at that
location.

The system we propose is a first attempt at investigating
possible interactions for localized active haptic feedback
presented simultaneously at multiple points. Apart from
the resolution the flexibility of the design is similar to GUI
interfaces because the feedback patterns for each screen lo-
cation can be changed and adapted dynamically. Hence the
entire GUI can be enriched with real-time tactile feedback.

1.1 Objective of this thesis

By adding tactile feedback to a GUI we aim to improve
touch screen interactions and to lower the memory load
necessary to operate them. An example for memory load Our contribution.
reduction would be to reproduce the physical attributes of
common GUI objects such as buttons. By presenting a tac-
tile impression similar to the well-known feeling of press-
ing a physical button, no further evaluation of, e.g., visual
feedback is necessary for a user to determine if she actually
pressed the button she intended to. This works even bet-
ter in case of erroneous input where a button gets pressed
several times – because of the higher temporal resolution of
tactile perceptions such an error is easily detectable through
tactile feedback.

Before we describe the actual system design, we will first
introduce the basic principles of human haptic perception. Structure of this

thesis.Then we give an overview over touch screen technology,
approaches to haptic interaction, and evaluating studies on
both. We then describe the design cycle for the hardware
development that led to the final design and present differ-
ent approaches on how such a system could be put to use
for common tasks. Before we conclude, we present a pilot
study to evaluate the efficiency in terms of speed and error
rate in comparison to regular touch screens. We will also
outline informal feedback gained from users during vari-
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ous demonstrations during conferences and an art festival.
Finally, we will point out possible improvements on current
limitations and directions for future studies.
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Chapter 2

Human Tactile
Perception

“The secret of being a bore is to tell everything.”

—Voltaire

In this chapter we give a short introduction into human tac-
tile perception to give an idea of its resolution and limita-
tions.

The tactile perception is part of the haptic system that
”uses sensory information derived from mechanoreceptors
and thermoreceptors embedded in the skin (“cutaneous” in-
puts) together with mechanoreceptors embedded in mus-
cles, tendons, and joints (“kinesthetic” inputs)” (Lederman
and Klatzky [2009]). These receptors are spread over the
entire skin area of the human body. We are mostly inter-
ested in impressions gained from the fingertips and set the
focus for these explanations accordingly.

The temporal and spatial acuity of the tactile sensory sys- Tactile perception in
relation to other
senses.

tem differs immensely from the visual and auditory chan-
nels which are prominently employed for human computer
interaction (cf. Table 2.1). Tactile impressions from the fin-
gertips are higher grained than those from, e.g., the calves
pointing to a huge variety in receptor density. Although
the temporal acuity of tactile perceptions is much higher
than the eye’s, the total information capacity at a fingertip
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Information Temporal acuity (ms)
capacity (bit/s)

Fingertip 102 5
Ear 104 0.05
Eye 106–109 25

Table 2.1: Comparison of the three main sensory modalities
(Chouvardas et al. [2008]).

is much lower than the ear’s or the eye’s (see Table 2.1 for a
direct comparison).

Tactile perception is part of the somatosensory system. AFour different
receptors with
individual
specializations.

variety of receptors, each one specialized on a certain sen-
sation, detect these signals and feed them up the spinal cord
to the somatosensory cortex. Figure 2.1 gives an overview
over the distribution of the different receptors within the
dermal layers both for hairy and glabrous (hairless) skin.
Table 2.2 complements this graphic by supplying further in-
formation about the different receptor types and what trig-
gers each of them respectively.
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the shape of objects grasped in the hand (stereognosis). Protopathic sensations involve pain and temperature senses (as well as itch and tickle) and are mediated by 
receptors with bare nerve endings. Distinguishing between epicritic and protopathic sensation helps explain changes in sensation that take place following peripheral 
nerve damage. Protopathic sensations are considered to be cruder than epicritic sensations, in part because, more intense stimuli are needed to evoke pain. 
Nevertheless, the coding mechanisms for pain are very sensitive to the noxious or tissue-damaging aspects of the stimulus.

Table 22-1 Receptor Types Active in Somatic Sensation

Receptor type Fiber groups1 Fiber name1 Modality
Cutaneous and subcutaneous mechanoreceptors Touch
   Meissner's corpuscle A!," RA    Stroking, fluttering

   Merkel disk receptor A!," SAI    Pressure, texture

   Pacinian corpuscle2 A!," PC    Vibration

   Ruffini ending A!," SAII    Skin stretch

   Hair-tylotrich, hair-guard A!," G1, G2    Stroking, fluttering

   Hair-down A# D    Light stroking

   Field A!," F    Skin stretch

Thermal receptors Temperature
   Cool receptors A# III    Skin cooling (25°C)

   Warm receptors C IV    Skin warming (41°C)
   Heat nociceptors A# III    Hot temperatures (>45°C)

   Cold nociceptors C IV    Cold temperatures (<5°C)
Nociceptors Pain
   Mechanical A# III    Sharp, pricking pain

   Thermal-mechanical A# III    Burning pain

   Thermal-mechanical C IV    Freezing pain
   Polymodal C IV    Slow, burning pain
Muscle and skeletal mechanoreceptors Limb proprioception
   Muscle spindle primary A! Ia    Muscle length and speed

   Muscle spindle secondary A" II    Muscle stretch

   Golgi tendon organ A! Ib    Muscle contraction

   Joint capsule mechanoreceptors A" II    Joint angle

   Stretch-sensitive free endings A# III    Excess stretch or force
1 See Table 22-2.2 Pacinian corpuscles are also located in the mesentery, between layers of muscle, and on interosseous membranes.

Touch Is Mediated by Mechanoreceptors in the Skin
Tactile sensitivity is greatest on the hairless (glabrous) skin on the fingers, the palmar surface of the hand, the sole of the foot, and the lips. Glabrous skin is 
characterized by a regular array of ridges formed by folds of the epidermis. The ridges are arranged in circular patterns called fingerprints and contain a dense matrix 
of mechanoreceptors. These receptors mediate the sense of touch; they are excited by indentation of the skin or by motion across its surface. When an object presses 
against the hand, the skin conforms to its contours. The depth of indentation depends on the force exerted by the object on the skin as well as its geometry. All 
mechanoreceptors sense these changes in skin contour but differ morphologically in important ways that affect their physiological function (Figure 22-2).

Mechanoreceptors Differ in Morphology and Skin Location
Virtually all mechanoreceptors have specialized end organs surrounding the nerve terminal. Although the sensitivity of these receptors to mechanical displacement is a 
property of the nerve terminal membrane, their dynamic response to stimulation is shaped by the specialized capsule. These nonneural structures must be deformed 

P.433

in particular ways in order to excite the sensory nerve. Histological and physiological studies have identified four major types of mechanoreceptors in glabrous skin. 
Two of these receptors are located in the superficial layers of the skin, and two are situated in the subcutaneous tissue (see Figure 22-2). The small superficial 

receptors sense deformation of the papillary ridges in which they reside. The larger subcutaneous receptors sense deformation of a wider area of skin that extends 
beyond the overlying ridges.

Figure 22-2 The location and morphology of mechanoreceptors in hairy and hairless (glabrous) skin of the human hand. Receptors are located in the 
superficial skin, at the junction of the dermis and epidermis, and more deeply in the dermis and subcutaneous tissue. The receptors of the glabrous skin are 
Meissner's corpuscles, located in the dermal papillae; Merkel disk receptors, located between the dermal papillae; and bare nerve endings. The receptors of the hairy 
skin are hair receptors, Merkel's receptors (having a slightly different organization than their counterparts in the glabrous skin), and bare nerve endings. 
Subcutaneous receptors, beneath both glabrous and hairy skin, include Pacinian corpuscles and Ruffini endings. Nerve fibers that terminate in the superficial layers of 
the skin are branched at their distal terminals, innervating several nearby receptor organs; nerve fibers in the subcutaneous layer innervate only a single receptor 
organ. The structure of the receptor organ determines its physiological function.

The two principal mechanoreceptors in the superficial layers of the skin are the Meissner's corpuscle and the Merkel disk receptor. The Meissner's corpuscle, a rapidly 
adapting receptor, is coupled mechanically to the edge of the papillary ridge, a relationship that confers fine mechanical sensitivity. The receptor is a globular, fluid-
filled structure that encloses a stack of flattened epithelial cells; the sensory nerve terminal is entwined between the various layers of the corpuscle. The Merkel disk 

Figure 2.1: Skin cross section showing the four different tactile receptors and their
position within the dermal layers (Gardner et al. [2000]).

Receptor Class Sense modality
Frequency range
(highest
sensitivity)

Density at
fingertip
(per cm2)

Meissner RA1 Stroking, fluttering 10–200Hz (200–300Hz) 140
Merkel SA1 Pressure, texture 0.4–100Hz (7Hz) 70
Pacinian RA2 Vibration 40–800Hz (200–300Hz) 21
Ruffini SA2 Skin stretch 7Hz 9
Hair follicle RA Stroking, fluttering ? –
Hair – Light stroking ? –
Field – Skin stretch ? –

Table 2.2: Compilation of the human mechanoreceptors and the stimuli they are
receptive for (Chouvardas et al. [2008]).
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Figure 21-1 The sensory systems encode four elementary attributes of stimuli—modality, location, intensity, and timing—which are manifested in 
sensation. The four attributes of sensation are illustrated in this figure for the somatosensory modality of touch.

A. In the human hand the submodalities of touch are sensed by four types of mechanoreceptors. Specific tactile sensations occur when distinct types of receptors are 
activated. Firing of all four receptors produces the sensation of contact with an object. Selective activation of Merkel cells and Ruffini endings produces sensations of 
steady pressure on the skin above the receptor. When the same patterns of firing occur only in Meissner's and Pacinian corpuscles, the tingling sensation of vibration 
is perceived.

B. Location and other spatial properties of a stimulus are encoded by the spatial distribution of the population of activated receptors. Each receptor fires action 
potentials only when the skin close to its sensory terminals is touched, ie, when a stimulus impinges on the receptor's receptive field (see Figure 21-5). The receptive 

fields of mechanoreceptors—shown as red areas on the finger tip—differ in size and response to touch. Merkel cells and Meissner's corpuscles provide the most 
precise localization of touch, as they have the smallest receptive fields and are also more sensitive to pressure applied by a small probe.

C. The intensity of stimulation is signaled by the firing rates of individual receptors, and the duration of stimulation is signaled by the time course of firing. The spike 
trains below each finger indicate the action potentials evoked by pressure from a small probe at the center of the receptive field. Two of these receptors (Meissner's 
and Pacinian corpuscles) adapt rapidly to constant stimulation, while the other two adapt slowly (see Figure 21-8).

P.413

The four fundamental attributes of sensory experience are encoded within the nervous system by specialized subgroups of neurons. Modality defines a general class of 
stimulus, determined by the type of energy transmitted by the stimulus and the receptors specialized to sense that energy (Figure 21-1). Receptors, together with 

their central pathways and target areas in the brain, comprise a sensory system, and activity within a system gives rise to specific types of sensations such as touch, 
taste, vision, or hearing.

The location of the stimulus is represented by the set of sensory receptors within the sensory system that are active. Receptors are distributed topographically in a 
sense organ so that their activity signals not only the modality of the stimulus but also its position in space and its size. As a stimulus activates many receptors 
simultaneously, 
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the distribution of the active population provides important information to the brain about sensation

Table 21-1 Sensory Systems and Modalities

Sensory system Modality Stimulus energy Receptor class1 Receptor cell types2

Visual Vision Light Photoreceptor Rods, cones
Auditory Hearing Sound Mechanoreceptor Hair cells (cochlea)
Vestibular Balance Gravity Mechanoreceptor Hair cells (vestibular labyrinth)
Somatosensory Somatic senses: Dorsal root ganglion neurons

   Touch Pressure Mechanoreceptor Cutaneous mechanoreceptors
   Proprioception Displacement Mechanoreceptor Muscle and joint receptors
   Temperature sense Thermal Thermoreceptor Cold and warm receptors
   Pain Chemical, thermal, or mechanical Chemoreceptor, thermoreceptor, or mechanoreceptor Polymodal, thermal, and mechanical nociceptors

 Itch Chemical Chemoreceptor Chemical nociceptor
Gustatory Taste Chemical Chemoreceptor Taste buds
Olfactory Smell Chemical Chemoreceptor Olfactory sensory neurons
1 See Figures 21-2 and 21-3.2 Receptor cell types are further specialized, forming the cellular basis for submodalities. These cell types are described in the chapters on individual sensory systems.

The intensity of the stimulus is signaled by the response amplitude of each receptor, which reflects the total amount of stimulus energy delivered to the receptor. The 
timing of stimulation is defined by when the response in the receptor starts and stops and is determined by how quickly the energy is received or lost by the receptor. 
Therefore, both the intensity and time course of stimulation are represented by the firing patterns of active sensory neurons.

Figure 2.2: Illustration of the receptive field sizes and adaptation rates for the four
different tactile receptors (Gardner and Martin [2000]).

Receptor adaptation. The receptor types differ in their
adaptation behavior. Adaptation means in this context thatReceptors adapt to

stimuli. a receptor adapts to a sensation and stops firing or reduces
its fire rate even though the stimulus is still present. Table
2.2 lists two different sensor classes: slowly-adapting (SA)
and rapidly-adapting (RA) receptors. The SA type is, e.g.,
necessary to estimate the amount of pressure one needs to
carry a glass without breaking or dropping it. It would be
impossible to hold a glass for an extended time if those re-
ceptors would stop firing after a while. The RA receptors
are most susceptible to vibration. If those would not adapt
to a rumpling car or train, a longer trip would be almost
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unbearable. Figure 2.2c illustrates the neural firing behav-
iors for the respective receptors to the same stimulus. The
SA receptors keep firing while the RA types only react to
changes in stimulus intensity, i.e., in its onset and offset
phase.

Receptive fields. The receptors can furthermore be differ-
entiated by the size of their receptive fields. Again there are Different sized

receptive fields result
in variable spatial
acuity.

two different types: type 1 with small and type 2 with large
receptive fields. The size of the field correlates to the den-
sity of the receptors as the last column of table 2.2 shows
for the fingertip. Consequently the spatial acuity correlates
to the density – two locations on the skin can only be distin-
guished as such if different receptors can pick up the stim-
uli. The receptive field of a receptor can be measured by
identifying a nerve for a certain skin area and by recording
its signals. Fingertips have a very high density of receptors
with small fields and therefore both the localization and the
differentiation is very good, i.e., in the area of 1–2mm. In
general, the lower skin layers contain receptors with larger
receptive fields whereas the receptors in the epidermis have
small receptive fields.

We can conclude that the spatial resolving power of the skin
is poorer than the eye’s but better than the ear’s. The tem-
poral resolving capacity is much better than the eye’s where
a succession of still images higher than 20Hz is already per-
ceived as moving. But it is much worse than the ear’s as
successive taps on the skin with a gap of less than 5ms can
hardly be distinguished as such.

Vision-Touch Interactions. The sensory information
gained from visual and tactile receptors needs to be inte-
grated to form one coherent perception. The intersensory Intersensory

integration.interactions during this integration process can accelerate
and, in case of conflicting information, decelerate the
process (e.g., Butter et al. [1989]). These interactions have
been investigated by perception researchers by comparing
data from unimodal with that of bimodal or multimodal
conditions. By presenting intersensory conflicts, i.e.,
non-consistent information from different sensory inputs,
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the weighting of the modalities can be inferred when
compared to unimodal reaction times (Ernst and Banks
[2002]).
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Chapter 3

Related work

“Great things are not done by impulse, but by a
series of small things brought together.”

—Vincent van Gogh

This body of related work is an intersection of different
areas of previous research projects. We roughly follow
the line of argumentation from the introduction. First we
present popular technologies for (multi-) touch input and
their implications and limitations for user interaction. This
is necessary as most of these approaches are not compatible
with our system design. Next, we will present some stud-
ies evaluating touch screens in comparison to mouse inter-
action for direct manipulation tasks. We then give a more
focused survey of research on haptic feedback for touch
screens and advance to evaluating studies on the effective-
ness of tactile feedback.

3.1 Touch Technologies

By now there are many different touch sensing technologies
available. Each only works in a certain environment and
most are not suitable for our approach. We will give an
overview here for a later discussion on the most suitable
technology for our setup.
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Capacitive sensing. Most of the mobile touch screen de-
vices available today, e.g., the Apple iPad, use capacitive
sensing. It is a very mature and reliable technology. Lee
et al. [1985] introduced the first multi touch tablet which
even included relative pressure sensing. Hardware-basedCapacitive sensing is

mature and reliable. sensing of pressure is not possible with capacitive sensing,
but Lee et al. interpreted changes of touch sizes as changes
in pressure. That way the tablet could be operated in a simi-
lar way as a mouse – navigate with light pressure to a target
and push harder to select. Later, Rekimoto [2002] created a
similar system to sense multi-finger gestures and tangible
objects placed on a surface. Due to the capacitive sensing,
the objects needed to be touched to become active and in-
voke changes in the capacitive field.

Zimmerman et al. [1995] also measured changes of small
electric fields caused by hands in an interaction space or en-
tire persons in an interactive room. Dietz and Leigh [2001]
(DiamondTouch) integrated an emitting electrode in a chairDiamondTouch can

distinguish between
users.

to sense multiple user inputs on a tabletop surface. A ma-
jor benefit of this technique is data about ownership of the
sensed touches. As of today, it is still the only technology
that can reliably relate touches to users.

The major drawback of capacitive sensing is the need to
operate the surface with bare fingers or special styli. AsCapacitive sensing

needs bare finger
contact.

soon as a non-conductive layer such as gloves is between
surface and finger the surface any input attempt fails.

Resistive sensing. With resistive touch screens users
have a wider choice how to enter data. The base technology
used is called force sensitive resistor (FSR) (Eventoff [1984]).
As the name already implies, it is pressure based and can
be used with arbitrary objects to induce that pressure on the
screen. The simplest implementations are called 4-wire sen-Resistive sensors

detect arbitrary
objects by pressure.

sors and are common, e.g, in touch screen ticket machines.
They depend on two flexible layers of resistive material that
are separated by spacer dots and connected to wire elec-
trodes at the edges. One of these layers is connected to a 5V
power source and the voltage induced on the other layer
is measured. The position of a touch is calculated by inter-
preting these two layers as a voltage divider.
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Figure 2: Discrete versus bilinear sampling. a) Area response of
one sensel of a discrete FSR sensor (left) vs. an IFSR sensor (right).
b) Reconstruction of pen position with a discrete FSR sensor yields
an error in position (left), while an IFSR sensor properly recon-
structs position with minimal error (right).

As a result, the IFSR has two notions of resolution. The first is
how close two touches can be before they can no longer be distin-
guished from each other. We refer to this as grid resolution. The
second measures the much finer positional resolution at which a
single point can be tracked. We refer to this as positional resolu-
tion. An IFSR allows grid resolution to be much lower than po-
sitional resolution. Compared to a discrete FSR sensor, an IFSR
sensor with similar positional resolution can be manufactured with
relatively inexpensive drive and A/D conversion electronics. Be-
cause of the lower grid resolution, IFSR sensors also require less
bandwidth to process and transmit the acquired data.

3.2 UnMousePad Construction

Figure 3: The UnMousePad is constructed by sandwiching to-
gether two sheets with electrodes at right angles. The electrodes
are covered with a thin continuous layer of FSR ink. A contrast-
enhanced image of FSR material at 20x magnification is provided.

We have built IFSR sensors in various form factors including credit-
card sized sensors, large disk-shaped sensors, transparent sensors,
and 12” x 16” sensors for two-handed operation. We affectionately
call our 8.5” x 11” form factor IFSR device (shown in Figure 1)
the UnMousePad. It is conveniently sized like a page of standard
letter paper. It has an 6.85” x 9.21” active sensing area consisting
of a 40x30 grid of sensels spaced at 6mm intervals – sufficient to
obtain two samples per finger width, and therefore to reliably dis-
tinguish between two fingers even when those fingers are very close
together.

The UnMousePad consists of two paper-thin 8.5” x 11” sheets of
PET (polyester) plastic attached together at the edges. On the inner
side of the top sheet is a circuit pattern consisting of 40 parallel ac-
tive column electrodes spaced at 6mm (with non-active drone elec-
trodes in-between at 1mm intervals). The circuit pattern is coated
with a thin, solid layer of FSR ink. As this ink dries, its exposed sur-
face hardens to form microscopic bumps (see Figure 3). Because
the sensor uses a solid layer of ink, it is easy to align it with the
electrode layer, reducing manufacturing cost. A printed wire runs
from each electrode to a connector area that is provided on one side
for interfacing with electronics. The inner side of the bottom sheet
has a similar pattern with 30 row electrodes which are perpendic-
ular to the column electrodes. A circuit board is connected to the
top and bottom layers which contains electronics that read from the
UnMousePad and send pressure images to a computer via USB.

3.3 Scanning the UnMousePad

Figure 4: One time-slice during a sensor scan. Red wire indicates
powered column electrode, blue wire indicates metered electrode,
and black wires indicate grounded electrodes. Pink area illustrates
bilinear sensitivity in metered region.

A micro-controller on the circuit board scans all row/column in-
tersections in succession. At any given moment of the scan, some
column i is connected to a positive voltage source (+3.3V for our
micro-controller) and some row j is connected to an A/D input port
on the micro-controller, which measures output voltage. Mean-
while, all other rows and columns are connected to ground (see
Figure 4).

Consider the highlighted (pink) region in Figure 4. If the sensor
is not being touched in this region, a steady stream of current will
flow from the positive voltage source to the neighboring grounded
electrodes to the left and right along the top FSR surface, but no
current will flow between the top and bottom surfaces.

When a user touches the UnMousePad in the highlighted region,
current is able to flow through to the bottom surface. Some of this
current goes to the nearest grounded electrodes on the bottom sur-
face above and below, and some of it goes through the metered elec-
trode to the circuitry that is measuring voltage (Figure 4). As the
position of the touch moves nearer to the intersection between the
positive voltage source and the metered output line (i.e. toward the
center of the highlighted region), the measured voltage increases.

The UnMousePad - An Interpolating Multi-Touch Force-Sensing Input Pad       •       65:3

ACM Transactions on Graphics, Vol. 28, No. 3, Article 65, Publication date: August 2009.

Figure 3.1: Schematic diagram of the Unmousepad [2009]:
two arrays of electrodes are sandwiched with a resistive
layer that provides interpolation on the analog layer to in-
crease the resolution to >100dpi

By using rows and columns of electrodes instead of con-
tinuous layers, several input points can be distinguished
(e.g., Joguet and Largillier [2007]). Recently Rosenberg and
Perlin [2009] introduced a method for high-resolution multi The Unmousepad

allows high
resolution multi touch
input.

touch input by introducing a continuous resistive layer be-
tween the electrode array which allows an accurate inter-
polation (see Figure 3.1 and sensing of lightweight objects
(5grams). Furthermore, by scanning each column/row in-
tersection consecutively, occlusion effects are eliminated
and arbitrary combinations of touches can be detected.
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Optical sensing. All vision based approaches rely on in-Optical sensing relies
on camera images. frared light in the area of 850–950nm that is tracked by a

camera equipped with an infrared bandpass filter to block
out all other wavelengths. Spatial and temporal resolution
of these systems solely depends on the camera used.

2.1 Multi-touch Tables 9

Acrylic
Air

Diffusing 
sheet

Camera
Projector

1

2(n2=1.0003)

(n1=1.49)

a) b)

Figure 2.1: a) light over certain angle φ1 stays insider the acrylic. b) the camera’s
view when multiple fingers touch the surface.

S NELL ’ S L AW :
The law explains the refraction o! ight rays. The ratio of
the sine of the angle o" ncidence to the sine of the angle
of refraction is a constant that depends on the media.

sin φ1

sin φ2
=n2

n1
,

where sin φ1 is the angle o" ncidence in medium 1 with a
refractive index of n1 and sin φ2 is the angle of refraction
in medium 2 with a refractive index of n2 (see Figure 2.1).

Definition:
Snell’s Law

However, when the finger touches the surface the light es-
capes at the finger-acrylic interface, becomes di#usively re-
flected by the finger as described in [White, 1965], and falls
into the camera with a mounted infrared pass filter beneath
the table (see Figure 2.1b). The white spots and their posi-
tion on the acrylic are then calculated from the image and
further processed as discussed in chapter 3.2—“The Multi-
touch Framework”.
A projector beneath the table displays onto a di#using sheet
mounted under the acrylic sheet. An air gap in between
allows the light inside the acrylic to stay total internal re-
flected (TIR). However, the thickness of the acrylic intro-
duces a disparity between the display and interaction sur-
faces impairing the interaction experience. In chapter 3.1—
“SLAP Multi-touch Table” we show how we avoid dispar-
ity. It explains in detail the construction of our table used
for SLAP.

Figure 3.2: Schematic diagram illustrating the total inter-
nal reflection of the light rays for a certain angle φ. Source:
Wagner [2009]

Frustrated Total Internal Reflection (FTIR). Multi touch
interaction probably had its biggest increase in popularity
with a talk of Jefferson Han at TED2006. The approach heFTIR is cheap and

scales well. presented is cheap and scalable, and can be reproduced by
everyone with basic electronic skills. Since then, a very ac-
tive community arose, developing simple to follow guides
on how to build such a system for a small amount of money.
It is also a popular technique for researchers who want to
track fingers in a very reliable way. The setup guarantees
bright blobs and high contrast for everything that is pressed
on the surface.

The basic setup as proposed by Han [2005] is shown in Fig-
ure 3.2. An optical waveguide (usually a sheet of acrylic) is
flooded with infrared light through its edges. The light re-
flects internally and fills the plate with infrared light. Upon
a touch, the internal reflection is frustrated and the light
falls out of the acrylic plate to a camera pointed at the sheet
from below.
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Moeller and Kerne [2010] proposed a design that measures
the loss of light at the edge opposite to the infrared LEDs
due to touches. The approach allows a thin form factor as
no camera from below is necessary. But it is also prone to
false negatives due to occlusion as are all systems that com-
pute touch information from a side view.

10 2 Related Work

2.1.2 Diffuse Illumination

Matsushita and Rekimoto [1997] introduced the Diffuse Il-
lumination technique with a computer augmented wall,
the HoloWall. Diffuse Illumination is now widely used in
multi-touch tables since it is cheap and easy to build. Sim-
ilar to FTIR an image is projected from below onto a dif-
fusing sheet under a transparent surface, such as acrylic.
Instead of flooding IR light into the acrylic, the IR light
comes from below the acrylic (see Figure 2.2). The light
goes through the diffuse projection layer. Objects directly
above the surface (between 0-30 cm) are visible to the cam-
era.
In contrast to FTIR, objects hovering the surface can be de-
tected and the distance of the object to the surface can be
estimated. Objects directly on the surface show detailed
contours whereas hovering objects have diffuse contours.
The distance can be retrieved from the grade of diffusion of
the object in the image.

Acrylic

Diffusing 

sheet

Camera
Projector

Figure 2.2: Infra-red light comes from below the table and
objects directly on and above the acrylic reflect it.
Figure 3.3: Schematic diagram for diffuse illumination
setup. Source: Wagner [2009]

Diffuse Illumination (DI). In contrast to the FTIR tech-
nology, diffuse illumination is perfect for tracking arbitrary
objects placed on the surface. The whole rear of the touch DI setup is very

sensitive to ambient
light.

surface is flooded with infrared light and objects can be de-
tected by light reflecting from their bottom. This is the tech-
nology used for the Microsoft Surface. Due to the flooded
light, the contrast is much lower than with FTIR. Hence, it
is a bit harder to reliably track fingers. But the main advan-
tage of this technology is to be able to track other objects
besides fingers such as the fiducial markers used for the
ReacTable project (Jordà et al. [2007])

Hodges et al. [2007] proposed a more compact design by
using a discrete array of light sensors and infrared light
emitters mounted behind a LCD. Although the thin form
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factor is a big advantage, it is also less scalable than a pro-
jector/camera based setup. Hofer et al. [2009] built upon
this setup by adding a FTIR sheet in front of the LCD. A flatImprovements on

basic FTIR and DI
setups.

but better scalable design was proposed by Jackson et al.
[2009]. They incorporated an array of fibers to channel the
light from below the touch surface to the side thereby gain-
ing a thin form factor. This design works with both DI and
FTIR setups.

Hilliges et al. [2008] proposed a system depending on a
malleable pouch containing inked water. The pouch is
flooded with phosporescent light that bounces off the inner
surface of the pouch when a touch occures.

Figure 3.4: Left: Milczynski et al. proposed to place a
marked malleable surface over a camera. The elastable sur-
face also provides passive tactile feedback. Right: camera
image of a very similar system by Vogt et al. [2004]

Other vision based approaches. Both, Vogt et al. [2004]
and Milczynski et al. [2006] (Figure 3.4) placed a malleable
surface marked with a point grid above a camera to detect
finger input by analyzing the distortion of the surface. Al-
though multiple fingers could be detected, the approach is
not scalable as the distortion decreases with increasing sur-
face size.

Other techniques. Steurer and Srivastava [2003] pro-
posed a discrete grid of either metal plates or hall sensors
to detect objects placed on the surface. The objects were
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passive, i.e., did not contain any power sources but were
equipped with either metal plates or magnets depending
on the type of grid used for sensing.

Figure 3.5 shows the market share of the different technolo-
gies for 2010. Resistive and capacitive sensing clearly dom-
inate the market.

Resistive 

Capacitive 
Optical 
Imaging 

Acoustic 

Others 

Figure 3.5: World-wide market share for 2010 of current
touch input technology. Note that almost all of those resis-
tive touch screens are single-touch panels. Source: Display-
Search 2010 Touch Panel Market Analysis
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3.2 Haptic Feedback

In this section we give a quick survey on previously pro-
posed systems. The area of haptic interaction is very wide
and researchers from many different disciplines contribute
to it. We focus here on haptic devices that are somewhat
related to touch interaction. The structure is similar to the
previous section as we will first present proposed systems
and then studies that investigate possible advantages of
tactile feedback.

Haptic interfaces can be classified as either providing tac-
tile or force-feedback devices. Force-feedback is directed to Force-feedback vs.

tactile feedback.proprioceptive perception, i.e., the devices communicates
force information to a user by limiting and resisting her
movements. Tactile feedback targets the mechanoreceptors
in the outer skin layers through slight pressure or vibration.
The most common actuators for tactile feedback are voice-
coil motors and piezoelectric actuators. While the possi-
ble feedback with voice-coils is rather limited – they have
a fixed vibration frequency – piezoelectric devices are more
flexible and can be thought of as small speakers utilizing
the sound pressure to create vibrations. Although it is pos-
sible to combine both in one system, there are currently no
available implementations (Roberts and Paneels [2007]).

Commercially available products. By now there are a
few commercially available high resolution force-feedback
devices like the SensAble Phantom Massie and Salisbury
[1994] (see Figure 3.6) or the HapticMaster by FCS Con-
trol Systems Van der Linde et al. [2002]. These systems Commercial systems

provide high
resolution
force-feedback haptic
space.

can simulate forces and resistance for movements, i.e., they
usually present a user with a pen like handle for interac-
tion and when a user moves it or exerts force on it, she
can feel forces and resistance. Due to the handle used,
these systems only provide a one-point access to a high-
resolution haptic space. Unfortunately they provide only
force-feedback and do not provide tactile feedback. Such a
combination would allow for much richer feedback.
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Figure 3.6: The SenseAble Phantom force-feedback device
depicted in a 3-D modeling scenario (Massie and Salisbury
[1994]).

Indirect devices. Poupyrev et al. [2004] gives indirect tac-
tile feedback through a pen by embedding TouchEngine ac-
tuators underneath the screen of a Wacom tablet. Similar to
the Phantom, a user also holds a handle/pen whereas here
she gets tactile instead of force-feedback. The Haptic PenHaptic Pen.
for stylus based touch screens Lee et al. [2004] is a simi-
lar approach although here the actuator is embedded in the
pen instead of the screen. These design suffer from their
indirectness. Tactile properties are perceived less precise
when explored through a probe instead of directly with a
finger Lederman and Klatzky [2009]. With actuated work-Actuated workbench.
bench (Pangaro et al. [2002]) and more recently Madgets
(Weiss et al. [2010]), the focus is different. They both use
an array of electromagnets to move tangibles on a table-
top surface. While the technical setup is similar to ours,
these can rather be interpreted as force-feedback devices
although the focus of this work lies on arranging tangibles
according to a visual overlay, e.g., for remote collaboration
purposes.
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Figure 3.7: Pneumatically created positive and negative
shapes to make buttons more tangible (Harrison and Hud-
son [2009]).

Shape and height displays. Several systems that can be
seen as shape or height displays aim to improve but-
ton interaction by giving these GUI elements a physical
form. Harrison and Hudson [2009] introduced dynami- Inflatable buttons.
cally changeable, i.e., pneumatically inflatable buttons on
a touch display (see Figure 3.7). While the level of inflation
can be adapted dynamically the overall outline of the but-
ton interface is fixed once the system is assembled.
With BubbleWrap (Figure 3.8), a textile-based electromag- BubbleWrap
netic haptic display (Bau et al. [2009]), the physical align-
ment of the buttons is also fixed. This system uses a small
electromagnet in each button that repels a small permanent
magnet to present a user with force-feedback when she tries
to push the button.
Relief, a scalable actuated shape display (Leithinger and Relief
Ishii [2010]), presents a user with an array of 120 aluminum
pins whose height can be manipulated by commercially
available electric slide potentiometers that also sense user
input (Figure 3.9). The pinarray is covered by a flexible
sheet to top-project visual information. Although localized
actuation is possible with this design, the possible feedback
is very limited due to the motor sliders used.
Wagner et al. [2004] proposed a small 6x6 pin-array shape
display mounted on optical mouse tracker. While this setup
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graphical items on touch screens to improve input 

efficiency. However, we believe that actuators 

employed in previous research suffer from two 

drawbacks: lack of dynamic range of sensation and lack 

of adaptability. 

Range of haptic sensations 

Most haptic actuators generate only a limited range of 

haptic sensations. For example, a vibration-based 

system, such as [6], has difficulty simulating the 

changes in shape and firmness that result from a 

button press. We are interested in the potential of 

using a single technology that provides both active and 

passive feedback: We can obtain active feedback by 

using vibration and obtain passive feedback by 

gradually modifying firmness and shape. This type of 

actuator not only produces richer haptic sensations, but 

can also enhance expressiveness by using haptic 

feedback to create symbols, such as Tactons[1]. 

Adaptability 

Systems such as SmartSkin[13] turn everyday objects 

into input surfaces. We are interested in the corollary, 

i.e. augmenting physical surfaces to provide haptic 

output. We need a lightweight, flexible material that 

can be wrapped around an object and placed next to 

the body, perhaps as a part of a bag, or laid onto the 

armrest of a chair or a desktop. 

Our first prototype, called BubbleWrap (fig. 1), is a 

textile-based electromagnetic haptic display that can 

vibrate, for active feedback, as well as dynamically 

change its firmness and shape, for passive feedback. It 
consists of a matrix of electro-magnetic actuators, 

enclosed in fabric, with individually controllable cells 

that expand and contract. This textile layer can be 

wrapped around a wide range of surfaces or objects.  

BubbleWrap could be used for a variety of applications, 

such as a flexible keyboard. Today’s physical keyboards 

are clearly efficient for entering text, but take up space 

and are impractical for small mobile devices. On-screen 

keyboards are practical but not very efficient, especially 

for touch typists. We could create a BubbleWrap 

keyboard that takes little space when not in use, but 

would inflate when needed, using changes in shape and 

firmness to simulate the keys and provide 

proprioceptive feedback as the user presses each key. 

We could also use vibration to notify users of input 

errors. 

 

Figure 1: BubbleWrap haptic display prototype 

The next section presents related work, followed by a 

description of the design of the first BubbleWrap 

prototype. We then present the results of a preliminary 

evaluation and conclude with a discussion and 

directions for future research. 
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Figure 3.8: BubbleWrap haptic display prototype (Bau et al.
[2009]).

can give localized feedback, it depends on indirect interac-
tion through the mouse tracking. A similar approach wasHaptic tabletop puck.
taken by Marquardt et al. [2009] with the Haptic Tabletop
Puck. Here, the user gets only one interaction point per
puck. As it is designed for use on an interactive tabletop,
the interaction is more direct than with the previous system
but still requires an additional device between the touch
screen and the user’s finger.
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Figure 3.9: Relief system with pins covered with Lycra
surface and top projected landscape (Leithinger and Ishii
[2010]).
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Figure 3.10: Haptic display for small touch screens with
a piezo actuator underneath the screen to give feedback
by slightly displacing the whole screen (Poupyrev and
Maruyama [2003]).

Mobile devices. For mobile devices current research can
be divided into two groups: systems that apply the feed-
back directly to the screen and devices which are equipped
with additional actuators at the sides or the back. One Active click.
of the first systems that suggested a design for vibrotac-
tile feedback for PDAs and touch screens was Active Click
(Fukumoto and Sugimura [2001]). It included different im-
plementations for both direct screen application and addi-
tional actuators at the back of an PDA. By mounting actua-
tors underneath the screen and hence displacing the whole
screen, they were able to produce simple affirmative feed-
back. A more sophisticated approach (see Figure 3.10) is
Ambient Touch and its follow-up TouchEngine (Poupyrev Ambient touch and

TouchEngine.et al. [2002], Poupyrev and Maruyama [2003]). The Pre-
SenseII (Rekimoto and Schwesig [2006]) system is a pres-
sure sensitive input pad with an actuator mounted un- PreSenseII.
derneath the touch surface. It aims to model tactile feed-
back to acknowledge button presses (see Figure 3.11 for de-
tails on how tactile feedback was mapped to user actions).
The mounting principle is the same as suggested for Ac-
tive Click, but they used layers of piezoceramic films to
create more complex signals and patterns. The additional
feedback proved to be an advantage but still, the feedback
was globally applied to the whole pad and hence limited
in expressiveness. ComTouch, a vibrotactile communica- ComTouch.
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For example, when a user is scrolling a list and its scroll 
speed is controlled by pressure; tactile feedback 
interval is used to indicate the scroll speed. Without 
looking at the screen, a user can recognize how fast the 
item list is scrolling. 

Bi-Directional Pressure Control 
PreSenseII treats pressure values in two ways, 
negative and positive. A zooming interface, for example, 
requires control of scale parameter in two directions 
(zoom-in and zoom-out). PreSenseII distinguishes 
these two modes by measuring finger-contact area 
based on capacitive sensing. Since PreSenseII is a 

combination of pressure sensor and capacitive 
touchpad, it is possible to measure finger contact area 
as capacitance change [3]. Figure 5 shows finger poses 
and recognized operation modes. When a finger is 
placed with the finger cushion touching the touchpad 
surface, finger pressure is treated as positive value 
(e.g., zoom-in). On the other hand, when a pointed 
fingertip touches the surface, the pressure is treated as 
negative (e.g., zoom-out) value. Users can quickly 
change these two modes by slightly changing finger 
pose on a touchpad. This feature is quite effective for 
operations that require bi-directional zooming with 2D 
scrolling (e.g., 3D navigation, map browsing). 

Figure 5. Bi-directional pressure 
recognition based on finger poses.   

figure 4. Muti-level button operation and corresponding pressure value traces. Note that two threshold values are used to 
separate states to avoid “chattering” around the boundary of states.    
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Figure 3.11: Pre-SenseII multi-level button operation and corresponding pressure
values (Rekimoto and Schwesig [2006]).

tion device (Chang et al. [2002]) creates directional feedback
through several actuators attached to the device. Hoggan
et al. [2007] also suggested a mobile device with multiple
high quality piezo actuators to locate feedback at the de-Multi-actuator PDAs.
vice and to encode more information in the feedback pat-
terns than just simple affirmations (see Figure 3.12). Yatani24 E. Hoggan, S. Anwar, and S.A. Brewster 

 

Fig. 1. The multi-actuator PDA used in experiment 

3   Experiment 1 – Potential Locations on the Hand 

The first experiment was conducted to evaluate the absolute identification of Tactons 
using two parameters: spatial location and rhythm. The aim of this experiment was to 
investigate the potential of using multiple locations on the same hand for tactile feed-
back from a mobile device, therefore providing data on how many and which of the 
locations would be effective. Headphones were worn by the participants to block out 
any residual sound from the device, to ensure that the participants were responding 
only to the tactile sensations and not to any audio leakage. 

The set of Tactons used in this experiment consisted of three different rhythms 
(Fig. 2) with each of the four spatial locations. There were therefore 12 different Tac-
tons presented 3 times to give 36 tasks in the experiment. Each lasted approximately 1 
second and the rhythms used were based on those from Brown et al. [4].  

 

Fig. 2. Two note, four note and six note rhythms used in the experiment (from [4]) 

Fifteen participants, all of whom were students at the University, took part in this 
experiment. Before beginning, all were given a tutorial to introduce the concepts of 
Tactons, rhythm, location, etc. Participants held the PDA in their non-dominant hand.   
In each task participants were presented with one Tacton and had to identify both 
attributes (the rhythm and the spatial location) encoded in it. They indicated their 
response by clicking on the corresponding radio buttons shown in Fig. 3. Once they 
had made their response they clicked the “Submit” button.  

3.1   Results 

During the experiment data were collected on the number of correct identifications of 
rhythm and location. Percentage correct scores were calculated for each individual 
dimension (rhythm and spatial location) and for the complete Tactons. To correctly  
 

Figure 3.12: Multi-actuator PDA as proposed by Hoggan
et al. [2007]

and Truong [2009] improved on this with SemFeel, a user
interface with semantic tactile feedback for mobile touch
screens. By attaching five actuators at the back of a PDA,SemFeel.
they looked into possible spatial feedback patterns and
whether users are able to distinguish them reliably. While
these systems already provide promising results the next
step is to continue these studies with a device that can pro-
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vide spatial feedback directly on the screen.

  

One is its simplicity. Currently available 3D sensors, 

such as those based on magneto-electric or ultrasonic 

sensing, require complicated position estimation 

method. In addition, using this approach makes the 

resulting tactile unit large and heavy and thus it cannot 

be comfortably mounted on a fingertip. In contrast, the 

opto-haptic approach does not explicitly sense positions 

and only requires a photo-detector for signal detection. 

Another advantage is response time. To create a good 

tactile feedback system, the delay between motion and 

feedback must be as short as possible. Currently 

existing 3D sensors such as magnetic-electric sensors 

have a 10-30 ms delay, which degrades the quality of 

tactile interaction. However, the opt-haptic approach, 

especially the Type-B approach, is quite simple and 

merely connects light modulation to vibration (Figure 6). 

There is virtually no sensing delay or communication 

delay between sensing and stimulation (which is less 

than few microseconds). As a result, the delay time 

becomes virtually negligible. 

The third advantage is the ease of creating applications. 

Application can define arbitrary “tactile” pattern by 

simply painting the corresponding region with a specific 

color or visual patterns. 

Basic Interactions 

Using this architecture, we expect the following three 

haptic-enhanced interactions to become possible.  

Defining target position: If a tactile area surrounds a 

target object, such as an icon, users can easily know 

when their finger is within proximity of the target. 

Using invisible rays also makes it possible to inform the 

user of a particular zone of a position in free space. 

Defining object boundaries: Object shapes can also 

create tactile boundaries tat users can feel this 

boundary by both visual and tactile feedback. 

figure 6. Comparison between opto-haptic approach and 

the other approach using traditional 3D position sensing. 

figure 7. Feeling the size of the projected object. 
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Figure 3.13: Two Senseable Rays actuators attached to fore-
finger and thumb to feel the size of the projected object
(Rekimoto [2009]).

Nail-mounted devices. Instead of arranging actuators in
a spatial fashion, they can also be mounted directly on the
finger of the user. Then, feedback can be provided accord- Nail-mounted

actuators.ing to the sensed position of the finger. SmartFinger by
Ando et al. [2002] is a nail-mounted tactile display build
around a voice-coil actautor. It depends on a photodetec-
tor at fingertip and a fingernail sensor recording pressure
changes through color changes underneath the nail to cre-
ate corresponding bump patterns. Note that it is a self-
contained general purpose device that reacts to edges, tex-
ture changes and finger pressure data, and is otherwise not
bound to a specific application. A similar approach was
taken by FingerSight (Galeotti et al. [2008]) although here
a camera is used to gain information from the visual en-
vironment. Rekimoto [2009] designed with SenseableRays
(see Figure 3.13) a similar feedback modality but used time-
modulated structured light from a projector to allow each
finger to determine its absolute 2-D position within the in-
teraction space. With a second projector the system can
even be extended to a 3-D haptic space. While all of these
systems enable localized feedback depending on the actual
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position of interaction, they require users to wear a special
hardware devices for each point of tactile feedback and are
limited to simple vibrotactile patterns.

Figure 3.14: The liquid haptic output pad by White [1998].
Left: final prototype with liquid filled bladder on top.
Right: the underlying array of electromagnets without the
bladder.

Rheology-based devices. The following systems all de-
pend on either electrorheological or magnetorheological
fluid. We will introduce the properties of these fluids in
chapter 4.1—“Magnetorheological Fluid”. This fluid can
be used for both force-feedback as well as tactile feedback
and we consider them particularly interesting for use in hu-
man computer interaction. The first systems were designedHaptic displays using

magnetorheological
fluid

solely as haptic displays (White [1998] used MR fluid while
Taylor et al. [1996] used ER fluid) without any input sens-
ing. White’s approach (see Figure 3.14) is already very close
to the design used for MudPad. Bicchi et al. [2002] and
Sgambelluri et al. [2006] took the design a step further and
developed haptic displays in which a whole hand could be
inserted to explore a 3-D haptic model. But without user
tracking these systems were not interactive.

Electrotactile devices. A different way of creating tactile
sensations is by directly applying static current to the skin.
The sensation is the same as the static electricity that can beTeslaTouch provides

localized feedback
on a touch screen.

felt with an ungrounded electric device. Still, the sensation
is very subtle and it is only perceived upon movement but
not for stationary fingers. For TeslaTouch Bau et al. [2010]
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(see Figure 3.15) combined a conductive foil with a touch
tablet to provide localized feedback to a user’s moving fin-
ger. Currently, it is only able to present the same signal on
the whole screen.
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Figure 1: TeslaTouch uses electrovibration to control electrostatic friction between a touch surface and the user!s finger.
 

 

ABSTRACT 

We present a new technology for enhancing touch inter-

faces with tactile feedback. The proposed technology is 

based on the electrovibration principle, does not use any 

moving parts and provides a wide range of tactile feedback 

sensations to fingers moving across a touch surface. When 

combined with an interactive display and touch input, it 

enables the design of a wide variety of interfaces that allow 

the user to feel virtual elements through touch. We present 

the principles of operation and an implementation of the 

technology. We also report the results of three controlled 

psychophysical experiments and a subjective user evalua-

tion that describe and characterize users’ perception of this 

technology. We conclude with an exploration of the design 

space of tactile touch screens using two comparable setups, 

one based on electrovibration and another on mechanical 

vibrotactile actuation. 

ACM Classification: H5.2 [Information interfaces and 

presentation]: User Interfaces
 
- Graphical user interfaces, 

Input devices and strategies, Haptic I/O. 

General terms: Design, Measurement, Human Factors. 

Keywords: Tactile feedback, touch screens, multitouch. 
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INTRODUCTION 

Interest in designing and investigating haptic interfaces for 

touch-based interactive systems has been rapidly growing. 

This interest is partially fueled by the popularity of touch-

based interfaces, both in research and end-user communi-

ties. Despite their popularity, a major problem with touch 

interfaces is the lack of dynamic tactile feedback. Indeed, as 

observed by Buxton as early as 1985 [6], a lack of haptic 

feedback 1) decreases the realism of visual environments, 

2) breaks the metaphor of direct interaction, and 3) reduces 

interface efficiency, because the user can not rely on famil-

iar haptic cues for accomplishing even the most basic inter-

action tasks. 

Most previous work on designing tactile interfaces for in-

teractive touch surfaces falls into two categories. First, the 

touch surface itself can be actuated with various electrome-

chanical actuators such as piezoelectric bending motors, 

voice coils, and solenoids [10, 27]. The actuation can be 

designed to create surface motion either in the normal [27] 

or lateral directions [4]. Second, the tools used to interact 

with a surface, such as pens, can be enhanced with me-

chanical actuation [9, 19]. 

In this paper, we present an alternative approach for creat-

ing tactile interfaces for touch surfaces that does not use any 

form of mechanical actuation. Instead, the proposed tech-

nique exploits the principle of electrovibration, which al-

lows us to create a broad range of tactile sensations by con-

trolling electrostatic friction between an instrumented touch 

surface and the user’s fingers. When combined with an in-

put-capable interactive display, it enables a wide variety of 

interactions augmented with tactile feedback. 

Tactile feedback based on electrovibration has several com-

pelling properties. It is fast, low-powered, dynamic, and can 
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Figure 3.15: TeslaTouch by Bau et al. [2010] uses electrovibration to control electro-
static friction between a touch surface and the user’s finger.

Ultrasound devices. The nonlinear phenomenon of ultra-
sound – acoustic radiation pressure – can be used to pro-
duce tactile sensations in thin air (Iwamoto et al. [2008]).
Although this also requires 3-D tracking, it is preferable to
design a tactile feedback in a system that does not require a
user to wear a special device.

Conclusion. This body of related work shows that there
is a definite interest in localized tactile feedback for touch
interaction. Some of the proposed systems already allow
the design of more complex feedback patterns which allow
to evaluate semantic qualities of spatially distributed feed-
back. But all these systems are limited in different ways (cf.
Table 3.2). Therefore we are proposing a design that com-
bines multi touch input with localized active haptic feed-
back simultaneoulsy at arbitrary screen locations. The sys-
tem allows us to enrich an entire GUI with a haptic layer to
allow for more natural interaction by emulating parameters
of widgets like buttons that are well-known from everyday
life.
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3.3 Performance studies

3.3.1 Evaluation of touch interaction

Touch screens are generally well liked and perceived as in-
tuitive input devices. They take the concept of direct manip-
ulation (Shneiderman [1983]) to an even more direct level
as they the visual and physical interaction space fall to-
gether. In the beginning of touch input research, the perfor-
mance in terms of speed and error rate was broadly inves-
tigated in comparison to mouse and keyboard input. Pot- Touch screen

interaction faster
than mouse for large
distances but slower
for small targets.

ter et al. [1988] evaluated different pointing and selecting
techniques. The main difference to mouse based input is
that for selecting a target it is usually unnecessary to navi-
gate to the object as it can be touched and selected directly
when no dragging is involved. Only if the wrong target
gets selected, which happens often with small and densely
displayed targets, users need a mechanism to correct their
choice. Potter et al. therefore suggested different selection
techniques such as land-on, first-contact, and take-off. They
were able to show that the take-off method lead to signifi-
cantly less errors than other methods.

Albinsson and Zhai [2003] proposed new methods for high-
precision touch input but came to similar conclusions for
small targets. Here, the actual performance in terms of
speed and error rate is worse than for traditional input de-
vices such as mouse (Sears and Shneiderman [1991]) and
keyboard (Sears [1991]). To acquire small targets on a touch
screen tactile feedback can be advantageous as it does not
suffer from occlusion like visual feedback and especially if
it is localized. For bigger targets it is similar or better as
long as the touchscreen is sufficiently precise.

3.3.2 Evaluations of tactile touch interaction

As until recently no devices capable of localized tactile
feedback were available, there are no studies comparing
their effectiveness to regular touch screens. There are a
few studies employing work-arounds where several actua-
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tors are attached to mobile devices to create spatial patterns
(e.g., Leung et al. [2007], Hoggan et al. [2008], Yatani and
Truong [2009]). Poupyrev et al. [2002] found that through
different vibration patterns information such as a user’s
scrolling rate and position on the screen can be communi-
cated and that interaction in general was faster with tac-
tile feedback. Leung et al. [2007] evaluated using haptic
touch screens under cognitive load and found both perfor-
mance and subjective benefits. Hoggan et al. [2008] alsoTactile feedback has

advantages in
certain situations.

showed that there is a significant difference between stan-
dard touch screens and haptically augmented touch screens
in terms of subjective workload. They also found that for
their setup there is no significant performance difference
between a tactile touch screen and a physical keyboard.

Then there are several studies on advantages of force-
feedback – as provided by the SenseAble PHANTOM – es-
pecially for navigating menus (Oakley et al. [2001]) or vi-
sualizations Pan¨ eels et al. [2009]). Other studies started
to look into the semantics that can be encoded by tactile
feedback (MacLean and Enriquez [2003] for knobs, Brew-
ster and Brown [2004] on the design of tactons (tactile icons),
Yatani and Truong [2009] for PDAs with five actuators at
the back.

All of these studies point to possible advantages on sev-
eral layers such as reduced error rates and memory load.
Hence, we propose a system that allows more extensive
studies in these areas.
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Chapter 4

Hardware Design

“The three most dangerous things in the world
are a programmer with a soldering iron, a hardware
type with a program patch and a user with an idea.”

—Rick Cook

Figure 4.1: The three prototypes.

The hardware development went through several itera-
tions in which prototypes in different sizes for different
purposes were built. The first one is a proof-of-concept We built three

prototypes.model with which we investigated the properties of the
fluid to evaluate if it is suitable for the intended purpose
of providing tactile feedback on a touch screen. The second
prototype is a first fully functional one-button travel ver-
sion to demonstrate the possible feedback characteristics
during the ACM Conference on Human Factors in Com-
puting 2010 where we submitted the project for the student
research competition (Jansen [2010]). The final prototype is
a tablet sized version that was eventually used to evaluate
the design.
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Before we elaborate on the actual system design, we explain
the properties of magnetorheological fluid and why we chose
this material.

4.1 Magnetorheological Fluid

MudPad depends on the unique properties of MR fluid
(magnetorheological fluid) – a Smart Fluid. The main char-
acteristic of a smart fluid is that one of its properties can
be manipulated by applying a magnetic oder electric field.Smart fluids can be

manipulated. For magnetorheological fluid that property is its viscosity
which can be switched from liquid to semisolid by apply-
ing a magnetic field. In the semisolid state it then behaves
like a Bingham plastic1 meaning that it is viscoplastic but de-
forms under stress.

Most industrial magnetorheological fluids are suspensions
of coated micron-sized iron particles in a carrier liquid. The
carrier fluid is usually based on mineral oil. The coating
helps to prevent the settling of the particles. The fluid used
for our first prototype was such an industrial fluid supplied
by Lord Corporation2 . While it was sufficient for a proof-
of-concept prototype, we looked for chemically more com-
pliant alternatives as we decided for a latex sheet as top
cover. Eventually we made our own fluid as none of theMixture of our MR

fluid. commercial available ones met our needs sufficiently. The
self-made fluid consists of 80% (by weight) carbonyl iron
particles3 suspended in glycerin which is easily available
through pharmacies. We can adjust the viscosity range be-
tween off and on state by varying the mixing ratio of the
fluid.

4.1.1 How it works

The main principle is very easy: the iron particles can freely
flow in the carrier (see Figure 4.2) and as soon as a magnetic

1A well-known Bingham plastic is, e.g., toothpaste.
2www.lord.com
3The carbonyl iron powder was kindly supplied by BASF.

http://www.lord.com/Products-and-Solutions/Magneto-Rheological.xml
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field is applied the particles align along the magnetic flux
lines, form chains, and the fluid stiffens. Figure 4.3 shows
how the particles behave when exposed to a homogeneous
field – they form lines which account for the increase in vis-
cosity. The base viscosity of the fluid in its off state depends
on the amount of particles. Up to about 80% (our stan-

Figure 4.2: MR fluid in its off state. The particles can freely
flow within the carrier and the viscosity is accordingly low.

dard mixing ratio) the viscosity is comparable to olive oil.
When in on state, the viscosity changes to an equivalent of
peanut butter. The effect is only local though and reversed
as soon as the field is removed. The reaction time, i.e., the
time span from on state to off state and vice versa, is in the
range of 1–2ms. Accordingly the state can be switched with MR fluid shows

increased viscosity in
magnetic field.

a rate of up to 800Hz which is well above the temporal acu-
ity threshold for human perception of vibrations (see Table
2.1).

Figure 4.3: MR fluid when exposed to a homogeneous mag-
netic field. The particles align align along the flux lines and
form chains.

As we mentioned earlier the particles used for industrial-
strength fluids are coated to prevent settling. We found
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that the settling of particles in our fluid was acceptable
as during use no settling occurred. When used daily theParticle settling.
settling was so minimal that the particles automatically re-
dispersed after short use. Noticeable settling only occurred
when the fluid was sitting for at least a few days. But even
then the particles easily re-dispersed upon shaking of the
fluid container. Hence, for our application the high price
for industrial-strength fluid (approx. 800$ per liter) is un-
justified.

4.2 First Prototype

Figure 4.4: The first prototype featuring a 4x4 array of elec-
tromagnets. It depends on optical input sensing.

For our first tests, we ordered pre-manufactured magne-
torheological fluid from Lord Inc. (MRF-122-2ED). To in-
vestigate the behavior of the fluid in a magnetic field, an
already existing array of electromagnets from a different re-
search project (Madgets Weiss et al. [2010]) was reused.
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MR �uid pouch

EL foil

magnet
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end-point
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camera
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projection surface
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Figure 4.5: Diagram of the first system design.

Figure 4.5 shows a schematic overview of the system de-
sign. We used laser-cut acrylic to create a small basin of
7mm depth, filled it with MR fluid and covered it with a
sheet of latex. The array of electromagnets is interweaved First prototype as

proof-of-concept.
Issues with optical
tracking.

with an array of optical fibers so that a camera positioned
below the magnets can peek through them to detect fingers
and markers on the surface (see 3.1—“Diffuse Illumination
(DI)”). Due to the clear acrylic bottom and the white latex
cover, a white blob is visible on the bottom when a fin-
ger presses down on the latex. However, as Figure 4.6 il-
lustrates, optical sensing proved to be unreliable. Mainly
a finger’s outline can be seen from below and due to the
rather low distribution of optical fibers such a setup leads
to a very low tracking resolution and many false-negatives.

The electromagnets are switched by two Arduino Mega Controlling the
electromagnets.boards. As one board only has 14 PWM outputs of which



36 4 Hardware Design

Figure 4.6: A touch from a finger on a MudPad overlay as
it is seen from below. The particles directly underneath the
finger do not get displaced completely.

two are occupied by the serial USB connection, we used
two boards to drive all 16 magnets independently from
each other.

4.2.1 Findings

This first prototype suggested that the fluid is a suitable
material to provide real-time tactile feedback. Its reactionMR fluid suitable for

tactile feedback. time is well below the human perception threshold so that
not only different levels of softness are feasible but also vi-
brations through the full frequency range of human tactile
receptors (see Table 2.2), i.e., frequencies up to 400Hz are
no problem and signals can be further varied through ma-
nipulation of duty cycles. For exact result extensive psy-
chophysical measurements would be necessary. However,
the optical sensing in combination with the small outlineOptical sensing not

suitable with MR
fluid.

of an finger/object placed on the surface proved to be too
low in resolution to be useful for touch screen interactions.
Hence, we redesigned the system and switched to a differ-
ent input sensing technique for the second prototype.
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4.3 Second Prototype

Figure 4.7: The second prototype is a fully functional travel
version and simulates one button to demonstrate the possi-
ble feedback modes.

By taking the findings from the first prototype into account,
we considered different sensing techniques that might be
suitable for input tracking with a MudPad overlay.

4.3.1 Discussion of Available Input Techniques

As we illustrated earlier (3.1—“Touch Technologies”) there
are many available techniques for multi touch input. Un-
fortunately, most of them are unsuitable in conjunction
with a MudPad overlay.
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The first prototype showed that a diffuse illumination ap-No optical sensing
due to low resolution. proach in combination with light reflected by the latex

cover is not a reliable sensing technique due to the low
number of fibers embedded in the array of electromagnets.
Hence, all optical approaches that depend on a line of sight
from below the touch area can be dismissed.

The easiest way to achieve multi touch sensing for a tabletNo capacitive
sensing due to the
fluid.

sized area is a capacitive touch screen as used for the Ap-
ple iPad. But a MudPad overlay interferes with the capac-
itive change induced by a finger touching the surface. A
quick test with an iPad showed that even for a thin version
(≈3mm) placed on the surface, no touches were detected.

We eventually decided on pressure based sensing as it isPressure/resistive
sensing combines
several interesting
properties.

robust against magnetic fields and, if constructed as pro-
posed by Rosenberg and Perlin [2009], capable of multi
touch sensing. Furthermore, due to it being pressure sen-
sitive, it allows to explore the haptic representation of an
interface by lightly resting a hand on the surface. Only
touches above a certain pressure threshold are interpreted
as such. Unfortunately, it is currently almost impossible to
acquire such a screen4.

4.3.2 System Design.

The main purpose of this prototype is to demonstrate what
kind of tactile feedback is possible. We therefore devel-
oped a one-magnet version with a 7x7cm MudPad over-
lay (see Figure 4.8). The acrylic sheet at the bottom of theForce-resistive

sensors work best. fluid pouch which was used for the first prototype is now
replaced by a flexible foil such as to allow pressure from
above to be transferred to the underlying pressure sensors.
Six force sensitive resistors act as pressure sensors and reg-
ister user input to trigger different feedback patterns. An
Arduino board polls these sensors and switches the elec-
tromagnet accordingly. The six sensors are mapped to the
following six functions:

4There is now an open hardware project that provides schematics to
build a simplified version. See www.sensibleui.com for details.
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FSR sensors

electromagnet

LED board

driver board

Arduino

battery pack

Figure 4.8: Prototype 2 explained without MudPad overlay.

1. magnet off

2. magnet on

3. button function, i.e., switch to off when pressed and
turn on again upon release (cf. Table 5.1)

4. slow regular vibration (15Hz)

5. irregular vibration (5-80Hz)

6. fast vibration (200Hz)

4.3.3 Lessons learned

This prototype confirmed that the fluid is indeed suitable to
create both force-feedback as well as vibrotactile feedback.
The small pouch size also made it easier to evaluate dif-
ferent fluid compositions. We found that fluids with more
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than 80% iron particles show a noticeable increase in their
off state viscosity whereas fluids with less than 60% parti-
cles show a not acceptable decrease in their on state viscos-
ity.

4.4 Third Prototype

Figure 4.9: The third prototype is a 10” version incorporat-
ing a 12x7 array of electromagnets. It is controlled by an
Arduino and uses a projector to top-project the GUI.

The third prototype is a fully functional version of the
proposed design. It was used for a quantitative studyFinal prototype to

evaluate the design. (6.1—“Quantitative Study”) and exhibited several times on
different venues (6.2—“Exhibitions”) to gather qualitative
feedback by possible users.

As Figure 4.10 shows, we built the system on an array
of 84 electromagnets which can be addressed individually.
Hence, we are able to create localized magnetic fields that
actuate the fluid only in the direct vicinity of activated mag-
nets. Most feedback patterns cannot be felt by a second fin-
ger placed beside the active finger. Only higher frequency
signals tend to spread a little so that they can be felt by an
adjacent finger. For touch input we eventually decided to
employ a 4-wire single touch screen as resistive multi touch
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Figure 4.10: The 12x7 array of electromagnets that actuate
the fluid.

screens were almost impossible to acquire at the time. As
the screen can be easily exchanged and is not part of the
proposed design, it sufficed to conduct the planned studies
to evaluate the system.

4.4.1 Output Resolution

The magnets are spaced 2cm from each other. Accordingly,
we can address 84 different locations on a 2x2cm grid at
the same time. Despite the sparsely distributed sources of Upt to 84 concurrent

feedback locations.magnetic fields, it is still possible to create haptic feedback
at arbitrary positions by superimposing the fields of sev-
eral adjacent magnets. Such a group of magnets represents
the actuation domain of a certain location. For a single finger
in such a domain the output resolution is still determined
by the input resolution as the feedback given is created ac-
cording to the input position and changes even when the
finger is moved within the actuation domain. However, for
several inputs within one actuation domain the individual
feedback patterns for these inputs would be mixed.
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Chapter 5

Application Scenarios

In this chapter, we describe possible scenarios in which lo-
calized tactile feedback can be useful. We start by describ-
ing the elementary building blocks out of which we then
design more complex feedback patterns. We present a few
examples for patterns designed for specific widgets that are
presently common on mobile touch screen devices. Finally,
we outline some concrete examples for designs of tactile
feedback for specific applications.

5.1 Elementary Building Blocks

The elementary blocks listed in Table 5.1 were identified
after constructing the second prototype. Informal tests Possible feedback

patterns can be
broken down in
elementary building
blocks.

showed that, although the viscosity of the fluid can be ma-
nipulated almost in a linear fashion, it is hard for users to
distinguish different levels. As one of our objectives is re-
duced memory load, we decided to exclude this property
for our feedback design. Accordingly, the fluid can only be
in two different states: fluid vs. stiff.

Interestingly, the transition from stiff to fluid can be per-
ceived distinctly (building block 2). Depending on the fluid
composition and the field strength of the magnetic field a
force-feedback effect can be produced. By switching the Button feedback.
fluid from stiff to fluid as soon as a touch event is recog-
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Magnet Signal Fluid State
UI Mapping UI Mapping

(System View) (User View)

Magnet Signal Fluid State
UI Mapping

(System View)
UI Mapping
(User View)

stiff
inactive areas,

i.e., no user input 
possible

prevent interaction

quick on/off 
transition

active UI elements, 
e.g., buttons

acknowledge user 
input

(rapidly) changing
vibrating

active areas, 
demanding user 

attention

communicate 
system processes, 
e.g., progress bar

fluid
active areas,

allow Interaction neutral

release

press

inactive areas,
prevent interactionstiff i.e., no user input

possible

Magnet Signal Fluid State
UI Mapping

(System View)
UI Mapping
(User View)

stiff
inactive areas,

i.e., no user input 
possible

prevent interaction

quick on/off 
transition

active UI elements, 
e.g., buttons

acknowledge user 
input

(rapidly) changing
vibrating

active areas, 
demanding user 

attention

communicate 
system processes, 
e.g., progress bar

fluid
active areas,

allow Interaction neutral

release

press quick on/off active UI elements, acknowledge user
transition e.g., buttons input

Magnet Signal Fluid State
UI Mapping

(System View)
UI Mapping
(User View)

stiff
inactive areas,

i.e., no user input 
possible

prevent interaction

quick on/off 
transition

active UI elements, 
e.g., buttons

acknowledge user 
input

(rapidly) changing
vibrating

active areas, 
demanding user 

attention

communicate 
system processes, 
e.g., progress bar

fluid
active areas,

allow Interaction neutral

release

press

(rapidly)
changing,
vibrating

active areas, communicate
demanding user system processes,

attention e.g., progress bar

Magnet Signal Fluid State
UI Mapping

(System View)
UI Mapping
(User View)

stiff
inactive areas,

i.e., no user input 
possible

prevent interaction

quick on/off 
transition

active UI elements, 
e.g., buttons

acknowledge user 
input

(rapidly) changing
vibrating

active areas, 
demanding user 

attention

communicate 
system processes, 
e.g., progress bar

fluid
active areas,

allow Interaction neutral

release

press

fluid
active areas

neutral
allow interaction

Table 5.1: Elementary building block from which feedback patterns can be con-
structed.

nized, the fluid surrounding the finger gives way and the
finger sinks in further. This effect is most suitable to simu-
late a button press and will be used whenever a button is
enriched with tactile feedback. Fast switching of the fluid is
interpreted as vibration. The fast reaction time of the fluid
allows a fine grained manipulation of the waveforms used
to control it.

5.2 Widget Mappings

Starting from these elementary building blocks, we de-
signed possible tactile feedback patterns for a few widgetsPossible mappings

for standard widgets. that are part of the standard widget set for Mac OS X or iOS
(see Figure 5.1 (Jansen et al. [2010a])). This set could easily
be extended to create mappings for all available widgets.

Although a tactile mapping for all widgets within a given
set is interesting to investigate possible advantages for stan-
dard GUIs, we rather focus on more specific mappings in
an application context. Hence, we did not implement these
widget mapping designs. Depending on the context differ-
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ent mappings for the same visual representation, i.e., wid-
get, might be sensible and analogously in a certain context
the same feedback pattern could be used for different wid-
gets.

time
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ss current date

(a) Date picker widget

time
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ve

d 
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(b) Progress bar widget

time

pe
rc
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ve

d 
ha
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ss

press
release

(c) Playback control buttons for a music player application

Figure 5.1: Example widgets and their tactile feedback
mappings.
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5.3 Possible Applications

Before we present concrete usage scenarios, we want to
make a distinction concerning the classification of possi-
ble feedback mappings. For MudPad multiple senses are
involved during interaction. Accordingly, feedback can be
designed in a multimodal or crossmodal fashion.

CROSSMODAL VS. MULTIMODAL FEEDBACK:
Crossmodal feedback presents the same information to
different senses, while multimodal feedback splits infor-
mation to present each part to different modalities. Inter-
sensory integration is usually easier for crossmodal pre-
sentation as no conflicts between modalities are possible.

Definition:
Crossmodal vs.
multimodal feedback

We now introduce a few concrete examples and suggest
possible mappings for each one (see Table 5.2 for a sum-
mary).

substitute additional

crossmodal keyboard
keyboard,

graph

multimodal
sequencer, background, graph,

secure keypad error prevention

Table 5.2: Categorization of example applications depend-
ing on whether information is substituted or added, and
whether feedback is designed cross- or multimodal.

5.3.1 Virtual Keyboard

Enriching a virtual keyboard with tactile feedback is prob-
ably one of the most intuitive applications for localized
tactile feedback. Figure 5.2 shows an implementation forVirtual keyboard with

tactile feedback on
the buttons.

the MudPad memory game demo (Jansen et al. [2010c]).
Upon finishing the game a player can add her name to the
high score by typing on this virtual keyboard. The feed-
back mapping used here is the force-feedback perceivable
when switching the fluid from on to off. Consequently, the
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Figure 5.2: Screenshot of a virtual keyboard for MudPad as
used within the Memory Game demo to enter high scores
(Jansen et al. [2010c]).

keyboard area needs to be activated when it gets displayed,
i.e., the magnets must be turned on. This kind of feedback
is crossmodal as the tactile feedback supports the visually
presented information such as a shadowing effect when
pressing a key and the appearing letters for each keystroke.

Error feedback. When the text entry is coupled with a dic-
tionary it is possible to adjust the feedback in a way that it
communicates to a user if the current entry is an item in that
dictionary (cf. Hoffmann et al. [2009]). The feedback for a Error prevention by

stiffening unlikely
buttons.

letter combination that cannot be completed in a word of
the English language could be switched to a buzzing sen-
sation to get a users attention, or the force-feedback could
simply be deactivated, i.e., the fluid does not turn to fluid
for wrong entries. Note that this kind of feedback does
not hinder a user to enter words which are not part of her
dictionary but simply draws her attention. However, here
the feedback is used in a multimodal way as the tactile in-
formation is not (necessarily) presented visually but addi-
tional.
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5.3.2 Graph Exploration

Figure 5.3: Example for a graph visualization that can be navigated with the help
of MudPad. Source: Stanford Digital Humanities Network Mapa

adhs.stanford.edu

A graph network as depicted above (Figure 5.3) can be nav-
igated with MudPad both as stand-alone or as additional
control. Because of the usual size and density of such visu-Exploring dense

graphs by touch. alizations the usage as an additional touch controller would
be more sensible (judging by the size of the current proto-
type). To get an overview over the distribution of nodes
one could imagine areas pulsing according the local den-
sity of information. Then, when a node gets selected, all its
direct neighbor nodes could be actuated to make it easier to
locate nodes of interest eyes-free.

file:dhs.stanford.edu/wp-content/uploads/2010/10/digital_humanities_network.jpg


5.3 Possible Applications 49

5.3.3 Music Sequencer

Figure 5.4: Screenshot of the GarageBand sequencer pro-
gram that comes with each Mac.

A music composition application such as depicted in Figure
5.4 can be augmented with tactile feedback in way so that
each instrument track gives a tactile representation of the
audio file it contains. The reaction time of the MR fluid is Tactile representation

of music tracks.fast enough to use audio waveforms as base for the feed-
back pattern. Note though that the tactile perception of
a finger tip is much more limited than the ear’s. Conse-
quently the audio waveform needs to be remapped to the
most receptive range of 0–400Hz. Then, an audio track can
be felt when it is touched regardless of it being currently
muted. Such a feature can be useful in a beat matching task
as is common for DJs. To preserve the metaphor of direct
manipulation this would be most useful when MudPad is
used as a stand-alone device where interaction happens in-
place.
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Figure 5.5: The secure keypad as proposed by Bianchi et al.
[2010]. It can easily be implemented with MudPad.

Touch screen interaction is rather public and prone to
shoulder surfing. Therefore users have to be very carefulEnabling touch

screens to enter
sensitive information
in a secure way.

to shield their hand while entering a password, e.g., at an
ATM. Due to the private nature of tactile interaction – it
is invisible to bystanders – it is most suited to communi-
cate secret information (cf. Bianchi et al. [2010]). One can
imagine receiving tactile hints to insert fake letters or num-
bers when typing a password on a touch screen. That way
shoulder surfers cannot spy out passwords or to be more
precise, they would need a much larger sample from the
same person to extract the real numbers. This can be imple-
mented for both a stand-alone or a separate control device.

5.3.5 Background Processes

Tactile feedback can also be used to communicate informa-
tion about background processes to users. As long as touchTactile bump instead

of system beeps. input is recognized by the system–as a measure that a user
will actually receive the feedback–information such as in-
coming mail, finished downloads, or completed computa-
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tions can be indicated by subtle tactile signals instead of
undirected audio or distracting visual feedback. Of course
in case of user absence the system needs to switch to a dif-
ferent modality if it is mandatory that the user receives the
message.
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Chapter 6

Evaluation

“Everything is vague to a degree you do not
realize till you have tried to make it precise.”

—Bertrand Russell

The interaction with MudPad differs from regular touch
screen interaction due to the soft and malleable input sur-
face. The quantitative study we present in this chapter was
designed to classify MudPad in regard to its performance
as an input device. Accordingly, we compare it to a regular
glass surface touch screen and a specialized input pad. Af-
ter presenting the study and our results in detail, we give
an overview over informal user feedback we gained from
various demonstrations of our third prototype.

6.1 Quantitative Study

This study was a pilot study to explore the effects of the
choice of input device and different feedback combinations
on typing speed, error rate and correction attempts. Our Objectives for this

study.intention is not an accurate classification of possible input
performance with MudPad. As it is the first system capable
of localized active multi-point feedback, we only want to
ensure to that there is no significant performance loss with
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MudPad to suggest it as a means to investigate the effects
of such a feedback device.

6.1.1 Study Design

We designed this study to investigate the following hy-
potheses:

1. The MudPad overlay has no significant influence on
the typing speed.

2. Tactile feedback provided by MudPad leads to fewer
errors.

3. Less corrections are necessary when tactile feedback
is provided.

The task. Each user was asked to enter numbers as fast
and as accurate as possible. They could correct their entries
when they detected an error. There were versions for left-Task: enter numbers

fast and accurate. and right handed users with the same distance between the
displayed number they had to enter and the virtual keypad
to type. The distance was chosen so that the keypad had
to be operated in an eyes-free fashion as keypad and dis-
played number were too wide apart to be kept in visual
focus at the same time. All participants were asked to only
use their index finger for typing. Each number consisted of
six digits and was presented in groups of two (see Figure
6.1). For each condition 30 numbers were presented accu-
mulating to a total of 270 numbers entered by each user.
The numbers were randomly distributed between 100000
and 999999 with no consecutive occurrences of the same
digits.

The variables. We controlled two independent variables

• IV1: input device used to enter the numbers with
three different values:
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Figure 6.1: Screenshot of the GUI presented to a right-handed user.

– physical number keypad,
– MudPad
– glass-surfaced touch screen

• IV2: feedback type with four different parameter val-
ues:

– none
– tactile
– auditive
– combined (audiotactile)

and measured three dependent variables

• DV1: time necessary to enter a complete number

• DV2: error rate, i.e., amount of mistyped numbers

• DV3: corrections, i.e., how often was backspace used.
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The conditions. By creating all possible combinations of
IV1 and IV2 we get nine different conditions to be tested.All combinations of

IV1 and IV2 result in
nine conditions.

The physical keypad provides auditive and tactile feedback
by itself, therefore only one condition is created for it. Each
user had to perform the task for the following nine different
combinations of IV1 and IV2:

1. Physical standard number keypad (6.2).

2. MudPad with GUI keypad without any kind of addi-
tional feedback (baseline condition).

3. MudPad with GUI keypad and audio feedback.

4. MudPad with GUI keypad and tactile feedback.

5. MudPad with GUI keypad and both, audio and tac-
tile feedback.

6. Glass touch screen with GUI keypad without any
kind of additional feedback (alternate baseline con-
dition).

7. Glass touch screen with GUI keypad and audio feed-
back.

8. Glass touch screen with GUI keypad and tactile feed-
back.

9. Glass touch screen with GUI keypad and both, audio
and tactile feedback.

With nine conditions, we decided to test 18 users and as-
signed each one to a group by using a latin square.

Feedback design. As the goal of this study is to compareNail-mounted
magnet to provide
tactile feedback on a
standard touch
screen.

the performance of the system with the MudPad overlay
to the use of a standard glass surfaced touch screen, we
needed a way to give tactile feedback on a glass touch
screen. We decided to use a small permanent magnet at-
tached to the fingernail of the forefinger (cf. Ando et al.
[2002], see Figure 6.3) to produce a somewhat comparable
sensation when pressing a button on the GUI keypad. The
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Figure 6.2: Setup for the physical condition.

Figure 6.3: Nail-mounted permanent magnet for tactile
feedback without the MudPad overlay.

array of electromagnets under the touch screen was used to
produce a small attractive force upon a button press.

The tactile feedback with the MudPad overlay makes use
of the fluid’s ability to change its viscosity. Per default (in Button feedback is

used for MudPadthe tactile condition), all buttons are stiffened and upon a
button down event the fluid gets liquid again thereby pro-
ducing a small pop effect.

The audio feedback uses standard Mac OS X system
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sounds. Each number button is mapped to the Tink sound,
the backspace button to Morse, and the Enter button to the
Pop sound.

Participants. The participants for this study were stu-
dents recruited through a posting in a mailing list. All
of them are computer science students aged 21–34. They
all participated voluntarily and were not compensated for
their time. The study took about 30min to complete.

6.1.2 Results

The data gained from this study was analyzed using a gen-
eral linear model for repeated measures. To compute av-
erage keystroke times only correctly entered numbers were
considered, i.e., the dataset was cleaned for this part of the
analysis.

Of our 18 participants we had to exclude the data from one
user as he/she was an extreme outlier who put up with anExclusion of extreme

outliers. extreme number of errors for the sake of a slight increase in
speed. While this hardly influenced the means for typing
speed, it had a huge influence on the results for corrections
and errors as his/her results were three times higher than
the average value.

Main effect for input device. To compute the main effect
of an input device, all individual measurements made with
that device are averaged irrespective the feedback type pro-
vided. For the number pad it is not possible to manipulate
the different feedback components, i.e., it always provides
tactile feedback and the mechanical movement of the keys
is audible. Thus, the combined feedback condition of MudPad
and the touch screen could be seen as the ”corresponding”
conditions for analysis. Therefore, we decided to evaluate
the data gained from the number pad twice – first in con-
trast to the respective combined feedback conditions for the
touch screen and MudPad and then again to the combined
means of all feedback conditions of MudPad or the touch
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screen. In the next paragraph, combined condition always
refers to either condition 5 or 9 defined on page 56 whereas
combined means refers to averaged values over conditions
2–5 and 6–9 respectively.

In direct comparison to the combined condition the data does No significant main
effect between all
three input devices.

not show a significant effect between the three input de-
vices for either average keystroke time, errors or correc-
tions. However, when the combined means of the other
input devices are used for evaluation, the results for er-
rors and corrections are around p=0.5 (see Table 6.1). As

Numpad vs
combined
condition

Numpad vs
average over all

conditions
Measure F(2,15) p F(2,15) p
avg keystroke .75 0.489 2.058 .162
errors 1.665 .222 3.811 .046
corrections 1.421 .272 3.352 .063

Table 6.1: F values and significance level for main effect of
input device on average keystroke time, errors, and correc-
tions.

Figure 6.4 illustrates, the average keystroke times hardly
differ. But a pairwise comparison1 of the input devices
shows an increase of about 20ms per keystroke for Mud- Keystrokes with

MudPad take 20ms
longer than with a
number pad.

Pad when compared to the number pad (p=0.056, see Table
A.4). However, there is no significant effect between Mud-
Pad and the touch screen for average keystroke times (see
next paragraph for a detailed comparison between Mud-
Pad and touch screen).

For the other two dependent variables we found that when Less errors and more
corrections with
MudPad.

compared with the combined condition the effect is not sig-
nificant, whereas it is for number of errors when compared to
the combined means (see Table 6.1). A pairwise comparison
(see Table A.5) shows that with MudPad the error rate per
30 entered numbers is in average 0.4 lower than with the
touch screen (p=0.012) while one more correction is made
(p=0.019, see Table A.6). The different results are illustrated

1Complete tables for all pairwise comparisons can be found in ap-
pendix A—“Statistical Data”.
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Figure 6.4: Average keystroke times for the three input de-
vices tested. We included two boxes for MudPad and the
touch screen to compare the results for the combined condi-
tion with those averaged over all feedback conditions.

by Figure 6.5 for errors and by Figure 6.6 for corrections.

Figure 6.5: Number of errors for all three input devices
with separate boxes for MudPad and touch screen for com-
bined condition and averaged values over all feedback con-
ditions.
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Figure 6.6: Number of corrections made for all three input
devices with separate boxes for MudPad and touch screen
for combined condition and averaged values over all feed-
back conditions.

Effects for different feedback types. We now present our
results for the combined effects of different feedback condi- Comparing various

feedback typestions for MudPad and the touch screen. As the feedback
for the number pad cannot be controlled individually, we
compare from now on only MudPad with a glass surfaced
touch screen.

Table 6.2 compiles the results of the multivariate tests. The
differences for the average keystroke time are highly signif-
icant (p=0.007), and again a pairwise comparison reveals
interesting details. As Figure 6.7 illustrates, audio feedback Tactile condition

slowest.led to shortest keystroke times while the tactile feedback con-
dition was the slowest. A pairwise comparison shows no
significant effect between tactile and no feedback (p=0.149)–
an unexpected result–and also no significant difference be-
tween no and combined feedback (p=0.817)–an even more un-
expected result. As audio feedback accounts for a significant
advantage against no feedback, we expected to see this ad-
vantage also for the combined condition.

The effect of both input device and feedback type on the
number of errors made is almost highly significant (p=0.012
for both) and shows that with MudPad more errors are de-
tected and corrected (see Figures 6.8 and 6.9).

The complete analysis can be found in appendix A—
“Statistical Data”.
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Figure 6.7: Average keystroke times for MudPad and touch screen grouped per
feedback condition.

Figure 6.8: Number of errors for MudPad and touch screen grouped per feedback
condition.
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keystroke errors corrections
Effect F p F p F p
input device F(1,16)=1.2 .285 F(1,16)=8.1 .012 F(1,16)=6.8 .019

feedback type F(3,14)=4.6 .007 F(3,14)=4.6 .007 F(3,14)=9.4 .000

input device ∗
feedback type

F(3,14)=1.4 .255 F(3,14)=1.8 .161 F(3,14)=2.7 .058

Table 6.2: F values and significance level for effects of input device, feedback type,
and cross effects on average keystroke time, errors, and corrections.

Figure 6.9: Number of corrections for MudPad and touch screen grouped per feed-
back condition.

6.1.3 Discussion

Our data supports the first hypothesis. We did not find a
significant effect of the choice of input device on the av-
erage keystroke time. In a direct comparison, typing with First hypothesis

supported by our
data.

MudPad is slightly slower (∼5%) than with a number pad.
But as number pads provide numerous haptic clues dur-
ing use, e.g., keys can easily be distinguished by touch, we
expected the number pad to perform better. The main pur-
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pose of this test was to establish if MudPad has a negative
influence on user performance in comparison to a standard
touch screen. We did not find a significant difference. Our
results support the first hypothesis, but as this test was only
a small pilot study additional tests would be necessary to
further validate this result.

The second hypothesis on less errors with MudPad is also
supported while the third one is contradicted. MudPad
does not prevent users from making errors–the tactile feed-
back is only provided in response to a user action. But the
higher number of corrections suggests that these errors get
detected more often when using MudPad. An additionalData suggests that

errors are detected
more often when
using MudPad.

benefit could be gained by implementing an error preven-
tion mechanism as proposed by Hoffmann et al. [2009]. As
MudPad allows to stiffen the surface, a dictionary based er-
ror prevention is possible. Hoffmann et al. proved such a
mechanism useful for their haptic keyboard. A future study
with MudPad could repeat their study.

In conclusion we can say that MudPad exhibits no improve-
ments for input speed but an increase in accuracy due to
easier detection of errors.
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6.2 Exhibitions

We had the opportunity to demonstrate our third prototype
at several occasions. In direct interaction with visitors com-
ing by to try it, we gained some insights into what most
of them liked about it and possible issues to improve. For
these presentations we developed a tactile memory game. It Tactile memory game

demonstrates tactile
feedback patterns.

is based on the common memory game where pairs from a
set of cards spread out on a table are successively turned to
find matching pairs. For our game we presented users with
an initial set of four buttons (see Figure 6.10 for a screen-
shot and Figure 4.9 for a running game, two buttons are
already matched and display a tick mark as a visual re-
minder). Each button is associated with a specific tactile

Figure 6.10: Screenshot of the tactile memory game with cur-
rently 16 buttons displayed. The button marked with an X
is currently selected and the game now expects a user to
press the button with the matching feedback pattern.

feedback pattern when pressed. Within each set users have
to find the pairs of buttons with the same pattern. When all
pairs are found the next level is reached and the number of
buttons is increased up to 20 buttons.
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6.2.1 Ars Electronica Linz September 2010

The Ars Electronica Festival is an annual event dedicated to
electronic art. With more than 90.000 visitors in total and
alone 15.000 during the open house day it is one of the most
important festivals for digital art world-wide.

MudPad was on display for three days including the open
house day. Especially during the open house day, we at-
tracted a very diverse group of visitors. We had many
children and their parents or grand-parents stopping by to
play the game. Even though the game is visually not very
attracting–apart from the buttons nothing is displayed–is
was well liked by all children and some spent up to 20min
playing it. The most common remark was that MudPad
has a very pleasant touch sensation. The soft surface is un-
familiar for a touch screen but was well accepted.

6.2.2 ACM Symposium on User Interfaces and
Software Technology New York October 2010

MudPad was then accepted as a demo at UIST’10 (Jansen
et al. [2010a]). It was presented for four hours during
the demo reception. We added a high score to our game
(see Figure 5.2) to demonstrate a keyboard implementation
where the button feedback (cf. Table 5.1) was used. As UIST
is a conference on user interfaces most visitors at our booth
were experts. Again the overall feedback was very positive.
Most testers enjoyed touching the surface and explored the
different feedback patterns. The keyboard draw special at-
tention, although many testers wished for a stronger feed-
back. In general we noticed that the tactile sensitivity varies
hugely among users. Some attendees reported being un-
able to detect anything.
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6.2.3 ACM Conference on Interactive Tabletops
and Surfaces Saarbrücken November 2010

We submitted a tech note on MudPad to the ITS’10 confer-
ence (Jansen et al. [2010b]) and also presented it there as an
accompanying demo (Jansen et al. [2010c]). The system was
again well received and won both the best note and best
demo award. Attendees showed great interest in localized
tactile feedback for touch screens. They appreciated Mud-
Pad as a first step to be able to explore this field. However,
to take full advantage of the variable viscosity they asked
for a broader range, i.e., the fluid should be more rigid in
its on state. Further experiments with fluid compositions
are necessary to fully explore the possible range.
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Chapter 7

Summary and future
work

“The beginning of knowledge is the discovery of
something we do not understand.”

—Frank Herbert

7.1 Summary and contributions

Touch screens are widespread as of today. It can be ex-
pected that they become even more ubiquitous not only
for mobile devices but also for all kinds of everyday ap-
pliances. While they are very popular and well liked, they Touch screens lack

tactile feedback.lack tactile feedback for user interactions. Their screens are
smooth glass surfaces and do not exhibit any tactile clues
whether user input was recognized.

In this thesis we presented MudPad, a touch interface with MudPad provides
localized active
haptic feedback.

localized active haptic feedback. Each screen area of Mud-
Pad can be controlled individually and simultaneously to
provide a specific tactile feedback pattern. As of today
MudPad is the only system capable of localized active hap-
tic feedback on a touch screen.

We developed the system design over several iterations and
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eventually evaluated the system formally. Our user study
suggests that the soft latex cover has no significant nega-User study suggests

positive effects. tive influence on user performance (measured as average
keystroke time). By interacting with MudPad users are
less likely to leave errors undetected. Furthermore, the soft
touch surface was well received and often preferred over a
glass surface.

We implemented a tactile memory game that makes use of
this feature and demonstrates the range of possible feed-
back characteristics. Additionally we suggested several ap-
plications that would benefit from this kind of feedback.

We believe that tactile feedback can improve touch screen
interactions on several layers. In a mobile situation, e.g.,
while walking, it can lower the mental load necessary to op-
erate touch screens. Confirmations about user actions can
be provided by tactile feedback thereby allowing eyes-free
interaction. For sensitive information such as passwords
tactile feedback can be used to implement a secure haptic
keypad (Bianchi et al. [2010]).

MudPad is a research prototype allowing to investigate the
range of possible applications and the usefulness of local-
ized tactile feedback. Due to its system design it is highly
unlikely for it to become ever commercialized. Nonethe-
less, it is valuable for research purposes as long as there are
no systems available to investigate localized active haptic
feedback for touch screens.
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7.2 Future work

To fully explore the range of applications for which Mud-
Pad could be used, the current single touch screen needs
to be replaced by a multi touch screen. The availability Upgrade touch

screen to multi touch.of such screens is currently extremely low with only very
few manufacturers asking very high prices. Recently, a Ko-
rean start-up announced kits based on the ideas presented
by Rosenberg and Perlin [2009]. The ability to simulta-
neously present different tactile feedback patterns on the
same screen–possibly for different users–can only be em-
ployed with a multi touch screen.

As we already mentioned in the conclusion on our exhi-
bitions, the full range of possible viscosities need to be
explored. We decided to prepare our fluid ourselves to Find better suited

fluid composition.achieve a chemically compliant fluid for our latex sur-
face. There are probably better suited fluids but the focus
of this thesis was not on specific properties of the fluid.
We stopped investigating different compositions once we
found a suitable mixture.

Most interestingly, there are many studies that can be con- Psychophysical
experiments to
measure range of
perceivable
feedback.

ducted with MudPad. First, it would be useful to measure
the actual physical forces exhibited by MudPad. Then psy-
chophysical studies on limits and ranges of perceivable feed-
back patterns would be helpful in designing appropriate
patterns for use in applications.

Then, new development tools are necessary to enable ap-
plication developers to easily add tactile feedback to their
applications. Currently there is no industry standard. Each Tools to help

developer add tactile
feedback to touch
screen applications.

vendor of tactile feedback devices supplies an individual
API. There are efforts to establish common open-source
APIs but they are currently not equipped to design a haptic
representation for an entire GUI. They are rather focused
on single actuators or on virtual haptic spaces. As of to-
day we are not aware of a suitable solution for touch screen
interfaces.
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Appendix A

Statistical Data

A.1 Descriptive Statistics

Table A.1: Descriptive statistics for average keystroke time.
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Table A.2: Descriptive statistics for number of errors.

Table A.3: Descriptive statistics for number of corrections.

A.2 Pairwise Comparisons

A.2.1 Main effect of input device
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Table A.4: Pairwise comparison of main effect on average keystroke time. Input
device 1 = numerpad, 2 = MudPad, 3 = touch screen.

Table A.5: Pairwise comparison of main effect on number of errors. Input device 1
= numerpad, 2 = MudPad, 3 = touch screen.

Table A.6: Pairwise comparison of main effect on number of corrections. Input
device 1 = numerpad, 2 = MudPad, 3 = touch screen.
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A.2.2 Effect of feedback type

Table A.7: Pairwise comparison of feedback type on average keystroke time. Feed-
back type 1 = audio, 2 = combined, 3 = none, 4 = tactile.

Table A.8: Pairwise comparison of feedback type on number of corrections. Feed-
back type 1 = audio, 2 = combined, 3 = none, 4 = tactile.
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Table A.9: Pairwise comparison of feedback type on number of errors. Feedback
type 1 = audio, 2 = combined, 3 = none, 4 = tactile.
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