Understanding Finger Input Above Desktop Devices

Chat Wacharamanotham  Kashyap Todi  Marty Pye  Jan Borchers
RWTH Aachen University
52062 Aachen, Germany
{chat, borchers}@cs.rwth-aachen.de, {kashyap.todi, marty.pye}@rwth-aachen.de

ABSTRACT
Using the space above desktop input devices adds a rich new input channel to desktop interaction. Input in this elevated layer has been previously used to modify the granularity of a 2D slider, navigate layers of a 3D body scan above a multi-touch table and access vertically stacked menus. However, designing these interactions is challenging because the lack of haptic and direct visual feedback easily leads to input errors. For bare finger input, the user’s fingers need to reliably enter and stay inside the interactive layer, and engagement techniques such as midair clicking have to be disambiguated from leaving the layer. These issues have been addressed for interactions in which users operate other devices in midair, but there is little guidance for the design of bare finger input in this space.

In this paper, we present the results of two user studies that inform the design of finger input above desktop devices. Our studies show that 2 cm is the minimum thickness of the above-surface volume that users can reliably remain within. We found that when accessing midair layers, users do not automatically move to the same height. To address this, we introduce a technique that dynamically determines the height at which the layer is placed, depending on the velocity profile of the user’s initial finger movement into midair. Finally, we propose a technique that reliably distinguishes clicking from homing movements, based on the user’s hand shape. We structure the presentation of our findings using Buxton’s three-state input model, adding additional states and transitions for above-surface interactions.
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INTRODUCTION
Sensing midair input in horizontal near-surface space has been used to augment keyboards, mice, and touchscreens. The horizontal near-surface space provides better ergonomics than vertical midair space because users can rest their arms or elbows on the desk surface. Additionally, users can quickly switch to existing desktop devices for already-efficient tasks, e.g., using the keyboard for typing. To facilitate this switching between midair and desk-based devices, we focus on midair near-surface input with bare fingers.

Designing interactions for the near-surface space is difficult because the lack of haptic and direct visual feedback leads to input errors. Physiological tremor can cause the finger height to be unstable. Previous work partitioned the space into multiple interaction layers and determined appropriate layer thickness for using a stylus in midair. However, the movement behaviour of free hands differs from that of holding a stylus.

Another problem of midair input is distinguishing the intention of finger use. A finger in the near-surface volume may be intended for different kinds of interactions, such as tracking a cursor or activating an object, akin to clicking with the mouse. Alternatively, the presence of the finger in the volume may be unintentional while homing towards physical devices on the desk. We show that these states can be reliably classified, and brought into compliance with Buxton’s three-state reference model for input [2].

This paper thus makes the following contributions:

- We determine an appropriate thickness for near-surface interaction layers through an empirical study.
- Based on an analysis of users’ finger velocity during near-surface input, we propose a method to dynamically place the layer, which prevents over- and undershoots upon entering the volume.
• We present a near-surface “engagement” technique (clicking) that minimizes inadvertent layer changes and unintended engagements upon leaving the near-surface space.

In the following section, we describe the challenges of designing an interaction technique in the near-surface volume, using Buxton’s model.

INTERACTION MODEL
Buxton’s three-state model can be applied to near-surface interaction (Fig. 1). Ideally, an input technique would allow three states, “out of range”, “tracking” and “engaged”, and the transitions between them. As we will see in the following paragraphs, certain characteristics of the midair volume make this hard to achieve.

First of all, we need to disambiguate the midair volume above the desk surface from desk-bound devices. This means that users should be able to switch between desk-bound devices and midair at will (Fig. 1 transition 2a). Therefore, the volume needs to be placed at a certain height above the surface. This height is defined as the orthogonal distance from the desk surface to the bottom of the volume, and requires careful consideration. A volume that is positioned too high leads to more exertion and makes the interaction more overt, whereas a volume that is placed too low can lead to ambiguous interaction with desk-bound devices. One method to avoid ambiguous interaction would be to use a toggle button or a quasimode, where the user holds down a designated key, thus “enabling” the midair space for interaction. However, these switches add an additional step, which can introduce mode errors. A press-and-hold mode would forbid bimanual input. Having a static starting height for the volume could cause the user to not move high enough (undershoot) when homing into the volume. In order to optimize for all these factors, we propose a dynamic solution for accessing the volume, derived from the movement behaviour of the human hand into midair space.

Once the user has reached the midair volume, he needs to be able to remain in this volume (Fig. 1 transition 1). This means that the volume needs to have a minimum thickness. Thickness is defined as the distance from the bottom of the layer to the top of the layer, and also needs careful consideration. On the one hand, a thin volume is more susceptible to drifting, which can cause erroneous, unintended input. The user is required to carefully stay within the layer, which slows down their interaction and may lead to frustration. On the other hand, a thick volume increases the distance the user has to move the hand when clutching out of the interaction area. This leads to slower input, fatigue and again, potential user frustration. Applications that use multiple layers for different semantics of interaction will have fewer possible layers, as the range of the human hand is limited. Increasing the thickness of the total volume requires tracking hardware that covers a larger area, and at the same time is more prone to catch unintended hand movement as an input signal. If we knew the minimum thickness in which a user can reliably remain without visual feedback, we would not be dependent on that visual feedback, which can clutter the screen and increase cognitive load. Therefore, we conducted a study in order to determine the smallest possible layer thickness that still allows the user to reliably interact with it.

Assuming access to the midair-layer has been achieved, and the user is able to stay comfortably within it, what remains is an engagement method that allows entering the engaged state, similar to depressing a mouse button (Fig. 1 transition 2b). Such an engagement method should be an explicit action to reduce the likelihood of accidental engagement. The engagement method should allow each hand to be in the engaged state separately, enabling bimanual input if necessary. It should occupy a minimal amount of fingers, so that ideally, multiple fingers could maintain the engaged state separately, comparable to multitouch interaction. Therefore, we study the characteristics of the human hand’s movement in midair space and derive a suitable engagement technique.

In the next section, we review the literature of midair interactions in order to draw lessons relevant to the design considerations of height, thickness and engagement method.

RELATED WORK
The third dimension, added through the near-surface space, has previously been exploited for input techniques. Marquardt et al. investigated continuing touch input when the hand is raised above the surface to reduce content occlusion [10]. Hilliges et al. tracked the shadow of the hands when hovering over the surface of a tabletop to use it as a proxy to interact with objects [5]. The height of the hand can also be used as a parameter for a transfer function which can be additionally applied to the 2D input, e.g., modifying the granularity of a slider on a touchscreen [10]. Yu et al. used midair layers parallel to a trackpad to select different C/D-ratios [22]. Near-surface space can provide an additional layer of information associated with the two dimensional input. This additional layer has, for example, been used for a stylus over the tabletop [17], or for magic lenses [16]. Subramanian visualized the information on the existing device (tabletop), whereas Spindler visualized it directly in the midair layer using a projection on the magic lens. The additional dimension above the keyboard can also be used purely for control, decoupled from any horizontal movement. For example, Benko visualized the output directly on the hand, so that the user could navigate through a stack of menus vertically [20].

Previous work has discovered the need for a suitable thickness when placing multiple layers in near-surface space, and recommendations exist. Spindler et al. studied how accurately people are able to maintain a paper lens in a specific layer with two hands while hovering, and while performing a horizontal search task [15]. They found that the minimum layer thickness for hovering is 1 cm, while the minimum thickness for horizontal movement is about 4 cm. Subramanian investigated different layer thicknesses for stylus interaction with arm support on the desk in an informal study and recommended 4 cm [17]. A follow-up with a formal steering study in 1D, 2D and 3D showed that 2 cm sufficed to minimize movement time [8]. However, only movement along one axis was investigated, and continuous height feedback of the stylus within the layer was provided.
Although free finger interaction seems to require a similar layer setup as previous work, the finger movement differs from the aforementioned techniques in some crucial aspects, therefore jeopardizing the applicability of their guidelines. While a minimum 4 cm thickness may apply for the bimanual usage of magic lenses while standing at tabletops [15], this thickness may not apply in a seated position, where only one hand is used. Although it is plausible that the thickness acquired by Kattinakere et al. [8] would apply to free finger movement, this assumption cannot be made, as a finger moves along a different trajectory than a stylus. The movement path of a finger is more curved than that of a stylus, making the path longer, and therefore more prone to drifts [4].

Additionally to the inherent differences of free finger interaction, several other factors differ from previous work. While Spindler’s setup increases the stability of the object by spreading the load over two hands [16], the stability is potentially reduced by the user having to hold the object in midair without allowing arms to be rested. The continuous visual feedback provided in Kattinakere’s study allows closed-loop adjustment of the height, potentially resulting in a more precise movement [8].

Another important factor of near-surface input is the engagement technique, analogous to clicking. Existing engagement techniques that have been proposed for midair input allow at most one input state per hand, and can be classified as follows. First, a hardware button can be used. This can be either on a separate device, e.g., Mysliwiec used one hand to point, the other to press a clicking-key [12], or be on the pointing device, e.g., Subramanian used a button on the stylus for clicking [17]. Second, the movement can be used to change state, like crossing in and out of targets (horizontal movement), or crossing midair layers (vertical movement) [17]. Finally, hand-shape gestures can be used to decouple the movement from the engagement. Wilson used a pinching gesture of index finger and thumb to click [19]. In order to improve the stability of the tracked cursor, Kato and Yanagihara tracked the knuckle position instead of the finger tip, making the pinching engagement independent from the movement [7]. Vogel used the striking of the thumb on the index finger to detect a click [18]. This was improved by Banerjee et al. to striking the middle finger instead of the index finger to enhance stability of the cursor movement [1]. Perhaps the most intuitive of all engagement techniques is to emulate tapping by using the same finger motion in the air [18]. This was ranked best by users because of the familiarity with mouse clicking [3]. Pyryeskin et al. performed a gesture elicitation for above multitouch-surface selection. Air-tapping (“push with a finger”) was the second most frequent gesture (26.6%), slightly less frequent than grabbing (35.2%), which occupies the whole hand [14]. Our paper takes a closer look at this index finger tapping, and addresses the shift of the finger that can cause erroneous input.

Before tackling the challenges of layer access and engagement, we will determine the required layer thickness for maintaining the tracking state in the next section.
4 movement sizes were used: (1) the users rested the wrist on the desk surface, and (2) the wrist had no support. Two types of configurations tested were (1) the users rested the wrist on the surface and (2) the wrist had no support. The two hand support port configurations were evenly distributed, in order to make sure that the movements vary depending on the direction, the eight boundaries within each configuration were used: 1, 2, 3, and 4 cm. The two hand support values used were 1, 2, 3 and 4 cm. The two hand support configurations tested were (1) the users rested the wrist on the desk surface, and (2) the wrist had no support. Two types of movement sizes were used: SmallMovement (1 cm) and LargeMovement (10 cm).

Data analysis
In order to make each row of the data represent the performance across all movement directions, we averaged the ManipulationTime across all movement directions in the same repetition. DriftCount was also summed across movement directions.

We used mixed-effect model analysis of variance (henceforth “ANOVA”) in which Thickness, MovementDistance, and SurfaceSupport are fixed effects and UserID is a random effect. We used Tukey HSD for post-hoc tests (henceforth “post-hoc test”). For all significant interaction effects, we performed the post-hoc tests for both main and interaction effects. The statistically significant results in the following section have the agreement of post-hoc tests up to the highest degree of significant interaction effects.

As expected, both DriftCount and ManipulationTime are not normally distributed. Appropriate transformations were applied before ANOVA and post-hoc tests. Neither Poisson nor Gamma-Poisson distribution fitted the DriftCount; therefore, it is aligned-rank transformed [21]. The ManipulationTime fits log-normal distributions, so we applied a $y = \log(x)$ transformation.

Due to the lack of normality, descriptive statistics (mean, median, and 95% confidence interval) derived directly from the data may not be an accurate representation, e.g., means of ManipulationTime are pulled higher by a long tail of the log-normal distribution. The resolution of the statistics could be too low, e.g., the median of many DriftCount conditions are 1 regardless of their distributions. Also, simple inverse-transforms of CIs may produce the interval that excludes the sample mean. Therefore, to provide useful estimates, we calculated the descriptive statistics by ordinary non-parametric bootstrapping (10,000 replicates). CIs were calculated with the bias-corrected and accelerated method (BCa).

We used the original scales for the charts and the descriptive statistics. Error bars denote 95% confidence intervals.

- DriftCount: Less drifts indicate that the user can reliably maintain the finger in the layer. This is the main measurement for determining optimal thickness. However, less drifts may result from the fact that the user carefully moves the finger during the test.
- ManipulationTime: Time taken for dragging the object from the initial boundary to the final boundary. This is measured only when the finger is within the given thickness and the object has been grabbed. This time excludes instances where the finger drifts outside the layer, causing the object to be released. Lower cursor manipulation time results from faster movement within the layer. This indicates that the user is more confident in moving the object in the layer.

In summary, the experimental design was: 8 participants $\times$ 4 Thickness $\times$ 2 SurfaceSupport $\times$ 2 MovementDistance $\times$ 8 boundaries $\times$ 3 repetitions $= 3072$ total trials.
Table 1: The significant main- and interaction effects to the both \textit{DriftCount} and \textit{ManipulationTime}.

<table>
<thead>
<tr>
<th>Effect</th>
<th>df</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>DriftCount</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>3</td>
<td>79.534</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Height</td>
<td>1</td>
<td>171.09</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize</td>
<td>1</td>
<td>162.01</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Thickness * Height</td>
<td>3</td>
<td>60.87</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize * Thickness</td>
<td>3</td>
<td>53.87</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize * Height * Thickness</td>
<td>1</td>
<td>110.95</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize * Thickness * Height</td>
<td>3</td>
<td>28.88</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>ManipulationTime</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>3</td>
<td>41.68</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Height</td>
<td>1</td>
<td>330.38</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize</td>
<td>1</td>
<td>215.10</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Thickness * Height</td>
<td>3</td>
<td>11.35</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize * Thickness</td>
<td>3</td>
<td>20.59</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>MovementSize * Height * Thickness</td>
<td>1</td>
<td>29.10</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>

Results and Discussion

Learning Effect

As expected, we found a statistically significant learning effect of repetitions on \textit{ManipulationTime} ($F_{3,441} = 4.91, p = .0023$). The post-hoc test indicated that only the first repetition stood out from the rest (16% slower in \textit{ManipulationTime}, Fig. 4). The faster movements suggest that the users were rapidly gaining confidence after one repetition whereas the drifts occurred independently of the users’ confidence ($F_{1,441} = 1.12, p = .3394$). The interaction effects between repetitions and other independent variables were not statistically significant. To rule out the influence of users’ confidence, we excluded the first repetition from the following analysis (resulting in 384 data rows).

Layer Thickness Analysis

The ANOVA results are shown in Table 1. As expected, we found significant main effects of \textit{Thickness}, \textit{SurfaceSupport}, and \textit{MovementDistance} on both dependent variables. Due to significant interaction effects, we will take a closer look at each condition to determine suitable thickness.

Movement with surface support

When the hand was supported by the desk surface, post-hoc tests found no statistically significant differences in \textit{DriftCount} and \textit{ManipulationTime} among the 2, 3, and 4 cm thicknesses. The users drifted more in the 1 cm layer ($M = 6.50$ times) than in the others (4.46 times). This difference was independent of the movement sizes (Fig. 5). The users also moved 29% slower in the 1 cm layer than the others. Post-hoc comparison in the \textit{SmallMovement} condition, which is the easiest condition, highlighted the worsened performance of the 1 cm compared to the 2 cm layer. When users achieved comparable \textit{DriftCount}, the post-hoc test indicated that the \textit{ManipulationTime} is significantly slower. In summary, when surface support is available, the near-surface layer can be as thin as 2 cm without worsening the user’s performance.

In contrast to [8], our visual feedback only indicates whether the finger is in the layer, too high, or too low. The similar result of the 2 cm thickness suggests that maintaining a finger in these conditions may not require continuous visual feedback of the finger height with respect to the layer.

Movement without surface support

When the hand and arm are not supported by the desk surface, the effect of \textit{Thickness} was different between \textit{SmallMovement} and \textit{LargeMovement}.

\textit{SmallMovement}: Post-hoc tests found no statistically significant differences in \textit{DriftCount} and \textit{ManipulationTime} among the 2, 3, and 4 cm thicknesses. Fig. 6 shows that drifts in the 1 cm thickness ($M_{1cm} = 10.79$ times) triples those of the others ($M_{2,3,4cm} = 3.25$ times). Longer \textit{ManipulationTime} in the 1 cm layer ($M_{1cm} = 1.17$ s vs. $M_{2,3,4cm} = 0.95$ s) suggests that users moved with significantly less confidence for this thickness.

Although the 2 cm result is similar to the hand-on-surface condition, the \textit{SmallMovement} in midair is only comparable to the \textit{LargeMovement} with surface support ($M_{DriftCount} = 4.33$ times and $M_{ManipulationTime} = 0.81$ s). \textit{SmallMovement} with surface support in the 2 cm thickness is slightly better than both ($M_{DriftCount} = 2.25$ and $M_{ManipulationTime} = 0.53$).

\textit{LargeMovement}: Post-hoc tests found no statistically significant difference in \textit{DriftCount} between the 3 cm and 4 cm thickness ($M_{3cm} = 9.58$ times, $M_{4cm} = 4.15$ times, Fig. 7). However, users were faster in the 4 cm ($M_{4cm} = 1.91$ s, $M_{3cm} = 1.10$ s). The 4 cm thickness in midair also performed simi-
Figure 6: Drift count and manipulation time for SmallMovement in midair. The 2 cm thickness yields similar performance to thicker layers, similarly to the hand-on-surface condition.

Figure 7: Drift occurrences and manipulation time for LargeMovement in midair. Although users drift by comparable amounts in the 3 cm and 4 cm layers, they were significantly faster in the 4 cm layer.

Will layers thicker than 4 cm be better? We repeated the study for 4 cm, 5 cm, 6 cm, and 7 cm thickness for large movements in midair. The test was done with a different group of participants (average age 25.84 years, 2 female). The increased thickness did not significantly improve DriftCount, $F_{3,77} = 0.27, p = .76$. However, the thicker layer allowed users to move more freely, therefore, significantly reducing the ManipulationTime, $F_{3,77} = 6.97, p = .0003$. However, each of the 1 cm thicknesses reduced the ManipulationTime by only 0.1s. This improvement is much smaller than the 0.8 s improvement from 3 cm to 4 cm.

In summary, for finger movement in the near-surface space without the arm touching the surface, we recommend 2 cm thickness for short movements (1 cm) and 4 cm thickness for long movements (10 cm).

STUDY 2: ELICITING USER’S MOTION DURING ACCESSING, ENGAGING, AND LEAVING THE MIDAIR LAYER

This elicitation study aims to determine how the user’s finger moves when homing into a midair layer, and how the characteristics differ from those of moving the cursor. Also, we wish to investigate how the hand parts behave during engagement (clicking and dragging). Some characteristics of the motion may be consistent enough for real-time detection of engagement gestures.

Apparatus
We refer to the Apparatus section of the first study. In addition to the positions of fingertip, wrist and elbow, we recorded the positions of the major knuckle and the opisthenar.

Participants
Ten unpaid right-handed participants (three female), without any known hand disabilities (severe tremor, etc.), with a mean age of 25 were recruited for the study. Any visual impairments were noted down prior to the test and it was confirmed that they had been corrected. All but two of the participants had a computer science background.

Task
Users performed a two-dimensional point-and-write task, similar to Ortega and Nigay for AirMouse [13]. They alternated between typing and pointing, controlling an on-screen cursor with their right index finger. A trial consisted of first typing some text, and then pressing enter with the right hand. After that, the user had to raise their hand into midair and point to the target, which they then clicked by tapping their index finger down and back up again, thus clicking the target. They then had to drag the target by pressing the index finger down and moving it to the next goal, while keeping the index finger down. Once the goal had been reached, they had to release the target by bringing their index finger back up into a normal pointing state. Once the target had been released, a new text field appeared, and the user homed back down to the keyboard in order to start typing again, and repeat the cycle.

No engagement or midair-access recognition algorithm was used in this study, so as not to taint the user’s data by a specific algorithm. Instead, a Wizard-of-Oz technique was used to trigger the state of the application based on the user’s finger motion. The user’s finger was mapped with a 1:1 absolute mapping.

Pilot studies showed that the users’ performance in term of overall duration was stable during the second to fourth repetition. Therefore, the test was conducted with 4 repetitions, with the first repetition marked as a training run. In summary, this resulted in 10 participants × 16 tasks × 4 repetitions = 640 total trials.

Results and Discussion
The results and discussion are divided into two parts. We begin by discussing the layer height, followed by a discussion about distinguishing between homing and engagement.
Layer Height

After having removed 13 erroneous trials from the data, a mixed-model analysis of variance with the user as a random effect resulted in no significant effect of repetition and target number. This implies that no learning effect was to be observed within the four repetitions. A three-way analysis of variance showed a significant effect of the user ($F_{9,617} = 102, p < .0001$). Levene’s test indicated unequal variances ($F_{9,617} = 1.93, p = .0452$) across users (Fig. 8).

The substantial variation among users suggests that an initial static height would require practice, as different users prefer different heights. There are two possible solutions to deal with this user preference. The initial layer height could be either personalized or dynamically calculated for every homing stroke. The effectiveness of the personalization method would depend on whether individual users stably home to the same height, with little deviation. The effectiveness of the dynamic method would require some characteristic measure, which could be used to reliably calculate the height every time. Next, we analyze the data for hints whether personalization or dynamic calculation is more suitable.

In order to judge whether personalization of the layer height would be a suitable technique, we analyzed the average standard deviation of individual users, and found it to be 1.5 cm. Even with the highly conservative estimation that users will reliably home the finger with a maximal deviation of 1.5 cm, the fluctuation exceeds more than half of the 2 cm layer thickness learned from the first study. Therefore, having a personalized static height is unlikely to result in a satisfactory user experience. Instead, determining the initial height dynamically for every homing stroke seems to be more suitable.

It remains to be analyzed which parameter is a suitable measure to determine the initial layer height. A strong correlation of the overall velocity to both the horizontal (Pearson’s $r(627) = .93, p < .0001$) and vertical peak velocity ($r(627) = .74, p = < .0001$) indicates that users move in both the horizontal and vertical direction while raising the finger. Therefore, using the motion vector alone would not suffice to detect the moving-to-midair gesture. However, a non-significant correlation between the horizontal and vertical valley velocity ($r(627) = .06, p = .13$) suggests that once the user stops raising his finger, the movement in the horizontal direction does not necessarily stop. Therefore, the vertical finger velocity is a good candidate for detecting lifting-to-midair.

Further mixed-model ANOVA of the vertical peak velocity, valley velocity and the difference between both revealed no significant main effect of repetition and target number. Three-way ANOVA revealed a significant main effect of the user for all variables (Table 2). This suggests the possibility of personalizing the velocity threshold for transition to the layer by detecting either the peak velocity or velocity difference. Analysis showed radical difference between the magnitude of the valley velocity ($M = 5.13$ cm/s, $SD = 1.79$ cm/s) and the peak velocity ($M = 138.37$ cm/s, $SD = 41$ cm/s). Therefore, it is possible to use a cut-off by velocity method to detect the transition to the midair layer. Based on the empirical rule, a threshold of 21.25 cm/s is suitable.

Distinguishing Engagement Gesture from Leaving Midair

We manually filtered erroneous movement (e.g., starting to drag without clicking) in the first test repetition for each user based on the 3D coordinate of the fingertip. In total, we have reliable data from 157 clicks, 153 Mouse-downs, and 148 Mouse-ups. For this analysis, the data is classified into the following movement phases:

- **Pre-depressing**: The movement between the click and the height (during the cursor wait). We used all points in this phase before the user initialized the high velocity to depress.

- **DragDepressing**: The high velocity downward stroke followed by a large movement amplitude along the planar direction. All the points within this movement phase with the overall velocity greater than above the 97.5% quantile (200 cm/s) are used.

- **ClickDepressing**: The high velocity downward stroke followed by the upward stroke during the phase that the user is assigned to click in midair. We used the same velocity criteria as in DragDepressing.

---

**Table 2: The significant main effect of participants, suggesting the potential to personalize the initial height.**

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_z$ (Peak-Valley)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UserID</td>
<td>9</td>
<td>9</td>
<td>2.27</td>
</tr>
<tr>
<td>RepetitionNo</td>
<td>3</td>
<td>554.2</td>
<td>0.45</td>
</tr>
<tr>
<td>TargetNo</td>
<td>15</td>
<td>554.2</td>
<td>.93</td>
</tr>
<tr>
<td>RepetitionNo * TargetNo</td>
<td>45</td>
<td>554.2</td>
<td>.48</td>
</tr>
<tr>
<td>$V_z$ (Peak)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UserID</td>
<td>9</td>
<td>9</td>
<td>2.58</td>
</tr>
<tr>
<td>RepetitionNo</td>
<td>3</td>
<td>554.2</td>
<td>0.50</td>
</tr>
<tr>
<td>TargetNo</td>
<td>15</td>
<td>554.2</td>
<td>.94</td>
</tr>
<tr>
<td>RepetitionNo * TargetNo</td>
<td>45</td>
<td>554.2</td>
<td>.50</td>
</tr>
<tr>
<td>$V_z$ (Valley)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UserID</td>
<td>9</td>
<td>9</td>
<td>10.03</td>
</tr>
<tr>
<td>RepetitionNo</td>
<td>3</td>
<td>554.2</td>
<td>2.28</td>
</tr>
<tr>
<td>TargetNo</td>
<td>15</td>
<td>554.2</td>
<td>1.05</td>
</tr>
<tr>
<td>RepetitionNo * TargetNo</td>
<td>45</td>
<td>554.2</td>
<td>.98</td>
</tr>
</tbody>
</table>
As expected, we found that knuckle angles (Fig. 9) are significantly different between Pre-depressing and DragDepressing ($t_{87} = 5.87$, $p < .0001$) along the movement direction. However, the differences of the knuckle angle in Pre-leaving and Leaving are not statistically significant ($t_{107} = -.1632, p = .1047$). This suggests that the change in the knuckle angle could be used to distinguish the engagement from the leaving gesture. Additionally, the difference of the knuckle angles between ClickDepressing and DragDepressing is also not statistically significant, ($t_{87} = 1.88, p = .0639$). This indicates that the knuckle angle can be used reliably, regardless of the duration that the finger dwells in the engaged state.

These results indicate that the angle between the fingertip, knuckle and palm do not significantly change when the users leaves midair space to the desktop devices. This feature allows us to distinguish the engagement from the leaving midair action.

**Limitation**
Our study used a keyboard as a representation of desk-based devices. Prehension research indicates that grip forms only after 75% of the movement [6]. While this suggests that our finding should generalize to device of different shapes, the influence of the affordance of each desktop device during leaving the midair space warrants further studies. Sensing the shape of the desktop devices may allow more accurate classification of the engagement gesture from the leaving midair action.

The small number of participants biased towards male may influence the results. However, we did not find statistically significant effect of gender or lower arm length. We surmised that the difference across users were greater (Fig. 8).

**DYNAMIC ENTRY HEIGHT**
 Analysing these three different behaviour patterns of users, while switching from on-surface to near-surface interactions, has helped us in devising an algorithm which does the following:

1. **Intention detection**: We can estimate whether the user wishes to either simply start near-surface interactions, browse through the stack of mid-air layers, or if the movement is unintentional, and the user wishes to perform other activities.

2. **Layer Positioning**: In the case of the user wishing to start near-surface interactions, we can intelligently position the first interaction layer dynamically. In the scenario where users browse through a stack of layers, the layers are positioned statically.

The algorithm is formulated in Fig. 10. For the velocity threshold $v_{\text{min}}$, we recommend the result from Study 2 (21.25 cm/s). From iteratively tuning the parameter, we found that 0.1 s is a suitable minimum duration $d_{\text{min}}$. Figure 11 illustrates the stages of this algorithm.

We performed 10-fold cross-validation of the algorithm with the data from Study 2. The results show 95.16% accuracy with stable $v_{\text{min}}$ thresholds among iterations ($M=19.41 \text{ cm/s}, SD=3.46$).

**Bimanual Hand Usage**
While using dynamic layer positioning, special care needs to be taken while designing for bimanual interactions. The implementation of the technique can vary depending on the usage scenarios:

**Symmetric Hand Movements**: When the application involves bimanual interactions, where both hands need to be coordinated, the positioning of the layers should be the same for both hands. Hence, to determine the exact placement of the layer, using dynamic positioning, the point of entry of the first hand into the interaction volume is considered, and the layer position is fixed with reference to this point.

**Asymmetric Hand Movements**: When the application involves asymmetric bimanual interactions, each hand has its own reference frame. In such a case, it is possible to position the near-surface layer independently for each hand. Hence,
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The DynamicHeight function is called to determine the height of the interactive layer while the finger is out of the interactive layer.

Constants:
- \( h_v \): default height of the lowest layer.
- \( t \): thickness
- \( \text{vmin} \): minimum velocity for a fast intended stroke.
- \( \text{dmin} \): minimum duration in for a slow intentional stroke.

Variables:
- \( C \): current frame number
- \( \text{Z}[0, C] \): array of buffered z-coordinates
- \( \text{V}[0, C] \): array of buffered z-velocities

Z and V are cleared everytime the finger leaves the tracking range

Helpers:
- \( \text{FireEvent}(i) \): fires above-surface interaction event using data at frame \( i \)
- \( \text{FindPeak}(M) \): returns the index of the highest peak in array \( M \)
- \( \text{FireEvent}(j) \): (Fire events retrospectively)
- \( \text{FindValley} = \text{INVALID} \)
- \( \text{Time} \)
- \( \text{Valley} \)
- \( \text{Threshold (vmin)} \)

\[ \text{FindMax} (\text{V}[0, C]) \]
\[ \text{FindMin} (\text{Z}[0, C]) \]

The DynamicHeight function is called to determine the height of the interactive layer while the finger is out of the interactive layer.

\[ \text{DynamicHeight}(C, \text{Z}, \text{V}) \]:
1. \( P = \text{FindMax} (\text{V}(0, C)) \)
2. if \( (P = \text{INVALID}) \)
3. return \( \text{INVALID} \)
4. if \( \text{V}[P] > \text{vmin} \)
5. \( L = \text{FindValley} (\text{V}(P, C)) \)
6. if \( (L = \text{INVALID}) \)
7. for \( i \) from \( P \) to \( C \)
8. \( \text{FireEvent}(i) \)
9. return \( z(P) - (t/2) \)
10. else if \( C > \text{dmin} \)
11. \( \text{FireEvent}(C) \)
12. return \( h_v \)
13. else
14. return \( \text{INVALID} \)

**Conclusion and Future Work**

In our studies, we wished to determine the parameters necessary for enabling three-state input in the near-surface space. Our results show that 2 cm is the minimum thickness necessary for maintaining the tracking state. Furthermore, we found that users do not automatically use a consistent height for accessing the midair volume. Therefore, we designed a dynamic algorithm that reliably detects access to the midair volume, based on the empirical data gathered from our second user study. Motions of the human hand when engaging the midair layer are consistent enough to differentiate between engagement and homing to the desk device. We therefore proposed an engagement technique that reliably detects engagement of the midair layer, based on the empirical data from our second study.

Clearly, our approach has some limitations. The above results are applicable when the user interacts with the midair layer in the middle of the desk surface. Other placements...
of the midair volume are possible, e.g., above the mouse to
the right hand side of the user. The movement in this area
uses different joint angles, therefore, the result we propose
in this paper may have limited generalizability. For example,
the thickness recommendations for maintaining the tracking
state may not apply when the arm is almost fully outstretched
to the far right.

As a next step, we will design and evaluate an interaction
technique that uses bare finger input in near-surface space,
containing our methods for midair access and engagement.
Furthermore, we will investigate whether our techniques hold
for multiple stacks of midair layers, and whether our tech-
niques for layer engagement are not only able to differentiate
between engagement and homing to the keyboard, but also
between engagement and accessing higher and lower layers.

Further future work could involve investigating slanted lay-
ers, e.g., caused by a keyboard that is slanted for ergonomic
reasons, and how they influence performance. However, the
performance influence should be during layer access, which is
already compensated by our dynamic height algorithm. The
thickness should not be affected. Whether the keyboard frame
is used as a frame of reference during orientation will be inter-
esting to investigate. Also, there is research that uses a slanted
touchscreen as a digital sketching board [11]. Investigating
the effect of orientation will be useful to such applications.
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