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Most multimedia data today is sampled and quantized
from analog sources. Even with sophisticated recognition
and indexing techniques it remains difficult to associate
human-centered, semantic content and structural informa-
tion with it. This prohibits many desirable, more advanced
interaction metaphors with the data than simple replay.

We propose that a human-centered model of both multi-
media data and suitable metaphors to directly and instan-
taneously interact with it is crucial to the design of more in-
teractive and “multimedia-aware” system and application
architectures.

We show how we implemented such a model for the me-
dia type ‘music’ in the system, a highly suc-
cessful interactive computer-based music exhibit in the Ars
Electronica Center in Linz, Austria. The system uses a high-
level semantic concept of musical information called “Mu-
sical Design Patterns”. Interaction with this representa-
tion, like spontaneous, computer-supported improvisation,
is supported in a novel way using just a pair of infrared
batons to control the entire exhibit. The system and its se-
mantic model offer a technologically and artistically inno-
vative approach that should be of interest to multimedia re-
searchers as well as educators, artists and performers.

multimedia semantics, interactive exhibit, music, impro-
visation, user interfaces, batons
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Have you ever tried to locate a certain MPEG movie
on your hard disk when all you have are filenames like
“bldng013.mpg”? We call this the

: While traditional, text-based data can usually at
least be full-text-searched (i.e., on a syntactic level), there
is hardly any way to get to the “contents”, or semantics, of
traditional, let alone multimedia data. Multimedia contents
are brought into the system by sampling and quantization
processes that are highly optimized on a syntactical level –
encoding, data compression, etc. –, but that act quite “brain-
less” on the semantic level: What is inside a video clip, au-
dio file, or other multimedia data object remains unknown.

The digitizing processes are not to blame, though: What
is missing is a model on a higher, semantic level that rep-
resents some information about the contents of the data
recorded. This information may be derived from syntac-
tical analysis (e.g., pattern matching) on the digitized data,
or it may incorporate external semantic knowledge about
the data into the system. Such a model would offer more
sophisticated ways to query the data, and to interact with it
in real-time, as appropriate to the medium.

Many ambitious research projects, e.g., [8], currently re-
construct multimedia semantics through syntactic analysis.
Results confirm, however, that this task is mostly inappro-
priately harder and less satisfactory than storing content in-
formation (semantics) at creation time.

Therefore, we will focus on a model that mainly uses
information made available when multimedia data is cre-
ated, supported by structural knowledge derived from data
analysis. We will describe such a model for musical data,
with suitable interaction metaphors to work with it. We will
show how we turned our model into a working system, the
interactive exhibit about computers and music.

To understand our approach, it will be helpful to know
something about the environment and its external con-
straints that influenced the design of our exhibit.
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3. State of the Art

2.1. The Ars Electronica Center (AEC)

2.2. The Knowledge Net Floor

3.1. Multimedia in User Interfaces
3.2. Semantic Models for Multimedia
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The in Linz, Austria, is a “technology museum of
the future” [11] discussing how technology will influence
our lives in the next century. Each floor deals with different
aspects of modern information technology, from new Inter-
net applications to 3-D virtual environments. It opened in
September 1996.

Our research group designed the second floor of the
AEC, called . It shows how computers and
networks may change learning and working environments.

Half of this floor contains our
with networked workstations on flexibly

configurable desks, interactive whiteboards, and equipment
for computer-supported cooperative work, video conferenc-
ing, etc. It is not only an exhibition area, but also a us-
able environment for meetings, seminars and other (tele-
)collaborative activities.

The other half contains individual interactive exhibits,
demonstration stations dedicated to specific subject fields
like new media, new user interfaces, and new learning ap-
proaches. is one of these stations.

Our primary goal when designing this floor was to de-
liver the following key to the visitor:

“Life-long learning” on the one hand, and the ideal of
the independent learner on the other hand, make learn-
ing and working converge into a process that we call
“cooperative information processing”.

This process can become more and
if computers support it sensibly.

More about Knowledge Net design and implementation
issues can be found in a different paper [15].

As computer scientists, we had one strong constraint on
our musical semantics model: It had to be exact and com-
putable enough to build a system on top of it. Moreover,
for an interactive exhibit, it had to be efficient enough for
real-time processing and interaction.

With our emphasis on a connecting a semantic model of
multimedia and interaction techniques to work with it, it is
useful to first give an overview of how multimedia and user
interfaces have related in the past.

The last ten years have brought about an extreme excite-
ment about on the one hand, and

on the other hand. But while multimedia
capabilities of systems available today have increased dras-
tically, multi-modal interfaces have developed much less
noticeable. This has lead to systems that can process and
present multimedia data on a basic level, but that do not of-
fer the user a semantic model and interface to interact with
this data in fundamentally new and meaningful ways. Also,
only few research projects actually work on encompassing
semantic models of multimedia data that include useful in-
teraction metaphors.

Of course, quite a number of excellent user interfaces
have been built which apply new media (for a good intro-
duction to multimedia user interfaces see, e.g., [1]). How-
ever, many of these systems represent expensive custom de-
velopments, often related to the design of entire computer
systems (hand-helds, info terminals, etc.). And if a system-
level multimodal user interface is design-centered around
the specifics of a certain “device” type, it does
neglect specifics of the media used in an application.

Another long-lasting deficiency in multimedia user in-
terfaces is the fact that software engineering has largely ne-
glected the shift from function-centered, algorithm-driven
software to software that is supposed to run in a closed
human-machine interaction loop.

It was not until 1994 that software engineering and HCI
communities first met in a workshop [19] to start merging
their knowledge, models, and processes. We responded to
this challenge with design methods and tools combining
human-computer activity models with traditional object-
oriented design, and with a modality-abstracting toolkit
that shields software development from dependencies of the
modalities and technology used [9].

This approach yields software products which can be
easily adapted to new modalities. It proved to be extremely
powerful for software to be used on a variety of devices with
appropriate modalities (e.g., a WWW browser that works
pen-based on pads, handwriting-enhanced on an organizer,
speech-driven when privacy and computing power allow for
it, gesture-enhanced when presenting to an audience, etc.).

The approach is not sufficient, however, if an application
is tightly bound to specific media by nature, and if the in-
teraction model is to take this into account. This is the part
of the problem space that we emphasize here. We will dis-
cuss some comparable projects further below, focusing on
interaction with musical data.

For this field, conferences like the series on “Multime-
dia Modeling” should provide an excellent source [3, 4, 6].
A closer look, however, indicates that, by and large, they
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3.3. Trends in Computer Music

3.4. Existing Models and Interaction Metaphors for
Musical Data

“The quality of perfor-
mance often overrides whether what is being performed has
come from a struggling genius, a commercial hack, chance
decisions, or even a computer program”.

digitized audio

MIDI

messages

provide models of the following domains only:

Synchronization models for temporal and spacial co-
ordination of different media “streams”; these models
deal with technical characteristics of the media, but not
with human-centered contents semantics.

Models for representing sampled digital signals,
adapted to processing challenges like compression,
transmission, quality enhancement, editing, etc. They
are even more technology-oriented.

Models for automatic recognition (speech understand-
ing, computer vision, etc.). While these are of course
centered around understanding “contents”, they seek
a match between signal representation and representa-
tion of an ontology of the “objects” in the domain (e.g.,
syllables, or talking heads). As argued before, this ap-
proach retrofits information into signals which rather
ought to be modeled and captured at the origin of the
media right away.

Models of general application domains, like teach-
ing (e.g., instructional strategies) or exploratory doc-
uments (such as hypermedia). Here, up to now media
are mostly “plugged in” as different, transparent ways
of conveying contents, without taking into account
their specific strenghts and weaknesses: Most mod-
els do not incorporate knowledge about “what medium
to use when”, let alone specify how to model a given
medium to elicit its strengths for the conveying pur-
pose.

All in all, the manyfold modeling attempts do not serve
our purpose very well. There is, however, increasing aware-
ness about this problem. A paper about computer music
[18], for example, expressed the “forgotten” importance of
interactive use of multiple media:

With the tremendous development in digital audio syn-
thesizing and processing systems, real-time playing of fixed
scores has become a feature of electronic music instruments
at the consumer price level. These systems usually lack,
however, a useful, more abstract model of the musical data
than is represented through the MIDI (Musical Instruments
Digital Interface) standard described below.

Modern computer music theorists, on the other hand,
have developed highly complex systems, trying to capture
the intelligence and creativity of musical composition, but
they are generally “batch-processing” systems that cannot

react to external stimuli and control input in real-time, and
aesthetically their results are mostly still far from compara-
ble to the work of mediocre composers, let alone truly gifted
ones.

Thus, most computer music is either a creative, real-time
playing activity where the computer just serves as univer-
sal instrument without a built-in semantic or didactic con-
cept, or it is a scholar’s activity with complex underlying se-
mantic models, but trying to let the computer “be creative”
instead of the human, with moderate results. We want to
bridge this gap.

The lowest level of modeling musical information in
computer-readable form is as , e.g., by sam-
pling an analog source. While this can be done with very
high perceived accuracy (consider the Compact Disc), it
does not create any model whatsoever of the actual contents
and structure of the music on a level above physical signals.
Interaction metaphors therefore are mostly derived from the
analog world, displaying signal waves, and offering signal-
processing operations like cut, paste, or maybe frequency
filtering and signal mixing, on the data. Higher-level opera-
tions are possible, but the model has to be built from scratch,
e.g., by creating “macro” libraries of sound files and using
them to “compose” some musical material. Moreover, data
volume is naturally large, with high demands on storage ca-
pacity and processing power.

, the Musical Instruments Digital Interface stan-
dard, was established in 1983, and has since revolution-
ized the world of electronic music. It creates a first layer
of abstraction from the unstructured digitized audio stream,
by introducing the concept of that are created for
each note as it is begun or ended. Those messages encode
just instrument, pitch, and velocity of the note, from which
the sound-generating hardware then recreates an audio sig-
nal as close to the original as possible.

Of course, this makes perfect reproduction of a natural
audio signal not generally possible anymore, for two rea-
sons: First, the (usually sampled) instrument sound may
not sound realistic. Second and more fundamentally, how-
ever, many remaining, hardly quantifiable performance pa-
rameters, like perceived brightness, expressiveness, playing
noise, etc., are not recorded in the MIDI stream. Special
MIDI controller messages can give additional vibrato and
similar information, but they remain “playing hints” for the
sound generator.

Nevertheless, MIDI offers fundamental advantages: It
reduces the data volume enormously (MIDI uses 31kHz
connections, mostly without noticeable delays). More im-
portant, however, is that it opens up new types of interaction
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4. The WorldBeat Exhibit
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with musical information. The most common application is
the , hardware or software to record, store, edit,
and play back sequences of MIDI events. Even though it
is usually designed like an analog tape deck, its features
are much more powerful because of the higher-level edit-
ing operations it offers that deal with notes, not audio sig-
nals. Since recently, computing power has even allowed for
mixing sampled and MIDI data and converting it into each
other, blurring the boundary between both representations.

Numerous interactive devices and systems have been de-
veloped to work with MIDI data; a good example are the

[16] that convert 2-D movements into MIDI
controller and/or note messages. They are described in
more detail in the next chapter. One of the first baton MIDI
controllers was developed by Mathews [14]. Marrin [13]
developed a digital baton with several additional built-in
sensors that react to pressure and other input, to control var-
ious parameters in musical performance. Roh et al. [17]
used an electronic drum pad as touch-sensitive input for an
exhibit about Indian drumming styles. Another example is
the concept presented in [10] which we
incorporated into our exhibit (see below).

Other systems focus more on the goal of modeling stylis-
tic information. One of the most prominent projects in this
area is Cope’s (Experiments in Musical Intelligence)
system [5]. It inherits aspects of a composer’s style by ex-
amining sample music files, and then composes new music
in this style. It is not, however, intended for interactive use
in the supportive way we envisioned.

A rather successful, though less ambitious, commer-
cial example is the software. Here, a few
mouseclicks are enough to start an accompanying band in
any of many predefined musical styles, and new styles can
be programmed. However, it is again purely batch-oriented:
Once chord progression and style have been defined, what
the system plays depends only on those fixed parameters.

The reason is that those systems are designed to accom-
pany a rehearsing player. Recently, even an improvisation
function was added to that particular system to rehearse ac-
companying, but it still does not offer computer-supported
playing where creative input from the user is processed in
real-time to modify it in intelligent ways.

With the increased performance of today’s workstations,
we now consider it feasible to explore the possibilities to
create interactive systems that have some even more ab-
stract concept of music semantics, at the same time still
being usable in real-time performance like traditional in-
struments with added intelligence.

This section summarizes the design rationale for our in-
teractive music exhibit as a whole, and gives an overview of

its implementation. It is inside this framework that we cre-
ated the module with its abstrac-
tion from simple MIDI data.

The environment dictated several con-
straints to : It had to be a computer-based, in-
teractive exhibit that showed how computers could be used
to experience new ways of playing, interacting with, and
learning about music. As such, it required an innovative,
non-technical, interesting appearance that supported coop-
erative, activity-oriented, and entertaining use as put for-
ward in our “message”. Nevertheless, its interface had to
fulfil the usual requirements – be consistent, intuitive, com-
prehensible, and usable by people with a wide range of
physical abilities – to an especially high degree, due to its
nature as an exhibit in a public space. Of course, this also
required robustness considerations.

On the functional side, we met these requirements by
deciding that WorldBeat would consist of several different
components, each addressing a certain aspect of computer
use in music in detail:

Visitors can play numerous virtual instru-
ments, using the computer to simulate other instru-
ments.

Visitors can conduct a pre-recorded MIDI
piece played back by the computer, influencing its
tempo and dynamics. The system is based on work
described in [12], and shows how humans can make
computers adapt to their own human requirements and
metaphors when interacting with them about music.

Visitors can try to recognize instru-
ments by their sound, using the computer to play an
interactive educational game.

Visitors can exchange MIDI compositions
with others around the world, or even play together
with them via the Internet, showing the use of networks
for distributed learning.

Visitors can hum part of a tune to
find the corresponding piece in a database. The sys-
tem uses pattern recognition algorithms based on an
idea presented in [10] to create a “musical” interface
to musical data.

Visitors can “customize” the
style of a generated Blues band, then improvise to this
accompaniment without having to fear wrong notes.
This component is described in more detail in this pa-
per.
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�4.2. Implementation

5. The Musical Design Patterns (MDP) Model

navigation:

conducting:

playing:
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user interface
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patches
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Musical Design Patterns

Figure 1. The infrared batons used in the
WorldBeat exhibit.

Figure 2. A visitor using the WorldBeat exhibit
in the Ars Electronica Center.

On the side, we met the requirements by
using two (see Figure 1) that deliver 2-D po-
sition information with an additional action button for spe-
cial functions. They are used for all interaction with the
exhibit, making the interface very consistent.

one wand replaces the pointing device;

one wand acts as conductor’s baton;

the wands are used to play virtual instruments;

both wands are used to play an “intelligent”
instrument that helps avoiding wrong notes.

The entire system was implemented and runs on an Ap-
ple Power Macintosh, using [7], a development en-
vironment for real-time MIDI applications. It uses a vi-
sual programming paradigm to build hierarchical networks
of MIDI-data-processing objects, or . We extended

with special patches, especially for the user interface
engine that manages all input and output of the graphical
user interface.

A typical usage scenario, then, would create the follow-
ing interaction with the system:

The user, standing in front of the exhibit (see Figure
2), holds the batons in her hands and points them at
the monitor. She presses the baton action buttons to
select links while navigating, or to trigger a special
musical function while playing. The current interac-
tion metaphor and meanings of button presses etc. are
always explained on-screen.

Both batons continuously send infrared signals, with
special signals when action buttons are pressed.

An infrared tracker below the monitor determines from
those signals the position and action button state of
each baton.

This data goes to the baton system base unit which
converts it to MIDI controller data, or MIDI notes us-
ing one of the built-in setups.

Controller data gets to the Macintosh where our
WorldBeat user interface engine triggers the corre-
sponding user interface and/or musical events, depend-
ing on the currently active WorldBeat component.

Notes to play are sent back to the sound card in the
base unit. Visual feedback is created by a cursor that
shows the current position on the screen as a light spot.

The baton interface, and general design rules for inter-
active exhibits, are presented in more detail in a different
paper [2].

As mentioned before, the com-
ponent offers the user the possibility to configure certain
parameters of an “electronic Blues band”, and then lets him
improvise to this band with computer support. We will have
a look at the underlying model of this component.

At its lowest level, the MDP model builds onto the MIDI
standard as a basis for working with concrete notes. That
way, it does not have to care about the concrete sound syn-
thesis etc. which is hidden by the MIDI definition: MDP is
a layer on top of MIDI.
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5.1. MDP Architecture

5.2. Design Patterns and Interaction Metaphors
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MDP consists of five conceptual parts:

a of predefined musical material;

a of musical concepts, or design pat-
terns, in general and for Blues in particular;

a that constantly determines the
current harmonic context of the music as it is created
from the database material;

a that constantly examines the cur-
rent infrared baton movement data and turns it into
meaningful control information for the remaining sys-
tem;

and finally the central which uses the
above components to run the interactive music session.

The harmonic analyzer uses a algorithm to
first decide on the root of a chord, after which it is easy
to determine the actual harmony. It sends any harmony
changes to the MDP processor.

The MDP processor then uses the knowledge base to find
a set of harmonically matching notes for the current har-
mony, and extends this into a mapping of user input mes-
sages to musical messages. Whenever it receives user input
from the UI analyzer, it uses the current mapping to deter-
mine the notes to be played. For quick access, most knowl-
edge is stored directly inside objects in a list-oriented
manner. They contain, for example, scales of matching
notes for each harmony, probability functions and markov
chain generators for accompaniment sequences, or patterns
for the bass line. These objects are part of the hierarchi-
cal patch network of the MDP component. Depending on
the type of information stored – e.g., whether it is time-
dependent or not – different object types, mainly set-like

and sequence-like , are used for storage.
Of course, it would be possible to hard-code the har-

monic information directly within the music database, and
save the real-time recognition – but this would hinder the
extension with new pieces, and make the system less univer-
sal. Precomputing the harmonies would make it less inter-
active and real-time capable. With our approach, however,
the MDP component could easily be extended to receive
harmonic input from, e.g., an unpredictable live performer.

Users work with the MDP component in two differ-
ent ways: First, they can interact with certain design pat-
terns stored in the knowledge base via a graphical interface

shown in Figure 3. Then, they improvise to the music us-
ing the above support system, probably the most important
design pattern of this component. The concepts made ac-
cessible include

Several Blues progression pat-
terns are stored in the database as mode sequences in
standard MIDI format. Sorted by harmonic complex-
ity, they are presented to the user. The pattern he se-
lects is used as starting point for the accompaniment
and the computations of the harmonic analyzer. The
user can thus experience directly its effect on accom-
paniment and improvisation.

These patterns are modeled as Markov chains,
but with a variable size of the transition graph: The set
of notes, determining complexity of the bass line, can
be changed by the user. Alternatively, he can select a
walking bass pattern to hear the difference in sophisti-
cation compared to computer-improvised bass lines.

The tempo of the “band” playing can be changed
in real-time via an on-screen slider to control the basic
MDP processor performance speed.

The of the drummer, another important
jazz music design pattern, is also directly accessible:
A slider controls where inside each beat the drummer
will put his intermediate cymbal hit (see Figure 3). The
slider setting gets fed into the knowledge base which
then tells the MDP processor when to trigger the next
intermediate beat. The knowledge base also contains a
pattern which automatically lets the bass player “pick
up” on this groove occasionally, for a more varied bass
line. Adjusting this parameter opens up an entirely
new way to understand this important, but hard to de-
scribe feature of jazz music: By sliding the drummer’s
intra-beat timing back and forth, visitors get an imme-
diate idea of the differences between a “straight” tim-
ing (like in a march), a triolic, or a “laid-back” timing
(as in jazz), which is quite hard to explain and under-
stand otherwise: “inter-active” learning by doing here
really makes the difference.

To demonstrate the importance of instrumenta-
tion as a design pattern in musical performance, the
solo instrument sound to use when improvising can
also be changed from a list of instruments with suit-
able playing metaphors at any time (vibraphone, xylo-
phone, marimba, piano, etc., see below).

The user can choose how much
support he wishes to receive from the MDP sys-
tem when improvising: Beginners usually choose
“computer-supported improvisation” in which the de-
sign pattern described above comes into action: The



5.3. Adaptivity

5.4. Extensions

6. Evaluation and Conclusion for Human-
Centered Interactive Multimedia Models

Figure 3. The main screen of the Musical
Design Patterns component in the WorldBeat
exhibit. The user is just changing the ‘groove’
parameter.

system determines a scale of matching notes to choose
from. However, improvising more freely is also possi-
ble (see Adaptivity below).

When satisfied with the accompaniment, the visitor can
play along with the Blues band. The playing metaphor is
defined in the user input analyzer. It can be arbitrary, but
we use a simple and natural mapping of “playing a xylo-
phone with two mallets”: The visitor stands in front of the
exhibit and makes downbeat gestures with the two batons in
his hands. Gesture velocity determines volume, horizontal
position determines pitch. That way, it almost behaves like
a “normal” xylophone.

However, in reality the underlying keyboard of the vir-
tual xylophone is constantly changing – each time the ac-
companying band changes to another chord, a matching set
of notes is computed, replicated over several octaves, and
put as “new notes” onto the invisible keys. This process
uses the built-in knowledge about musical theory, harmonic
context, and style-specific information like the pentatonic
Blues scale to infer a set of matching notes.

This results in an interesting experience for the visitor:
He has full control over three of the four fundamental de-
grees of musical freedom – rhythm (at which moment he
plays), dynamics (how loud he plays), and melody (whether
he plays high or low notes, runs, etc.). The system only
takes care of the harmonic dimension, carefully mapping
the keys played to the nearest harmonically sound note.

Musically experienced visitors might complain (and fre-
quently do) that this limits creative freedom of the per-
former – she cannot play any note she wishes, because the
system always maps her input to matching notes.

We catered for this by extending the user interface an-
alyzer to support different levels of user input process-
ing: Apart from the mapping described above, the user can
also choose to play a chromatic keyboard without harmonic
mapping. The keyboard has a standard piano layout (over
one octave only, so that the region for each “key” remains
large enough to hit it correctly in the air), with the black
keys being put above the white keys (like a “tipped-over
xylophone”). With this metaphor, users can play any notes
they wish to the accompaniment – of course, in this case
they are responsible for wrong notes. This shows, how-
ever, that computer-based interactive learning systems can
remain interesting and challenging for much longer if they
are adaptive or adaptable to the learner’s experience level.

We have defined further musical concepts that we are
currently implementing. For example, we will allow users
to play disharmonic notes for a short duration, however with
an automatic shift to the nearest harmonic note after that.
The goal is to allow slightly more experienced users to play
“sliding blue notes”. In addition, we have extended the scale
computation algorithm to create different sets of notes rela-
tive to the base note, depending on the modus the accompa-
niment is in. We are also working on another kind of sup-
port in the rhythmic dimension which quantizes the user’s
input to the next sensible timing point. We believe, how-
ever, that any rhythmic manipulation will be perceived by
users as much more noticeable and irritating than melodic
or harmonic manipulations, due to the interactive value of
immediate feedback. Nevertheless, such an approach could
be interesting for very slow music, and especially for people
with motorical disabilities.

The success of a system like WorldBeat must ultimately
be rated by the opinion of visitors that use it. During the
opening week, the authors watched thousands of users at the
exhibit, and talked to hundreds of them. Thanks to our user-
centered design approach, only minor changes were neces-
sary (see [2] for dertails).

It turned out that the MDP component was the most fa-
mous part of WorldBeat. With its interface that looks nei-
ther technical nor professionally musical, we managed to
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get people to improvise freely who insisted on being com-
pletely unmusical before, and who would never have played
on a traditional keyboard in front of dozens of other people.
Also, visitors of virtually all ages, and with a wide range of
physical abilities, have used the system, finding especially
the MDP setup very satisfying, and simply “fun”. Because
of the approximate nature of playing with the batons in mid-
air, users have never complained (or even noticed!) that they
are playing on a keyboard that changes its notes frequently.

The missing kinesthetic feedback was also accepted very
well, mainly because the baton hardware and fine-tuned
software create very prompt acoustic feedback without no-
ticeable delays in musical interaction.

MDP has obviously found a good balance between user-
induced, creative, free activity, and computer-based support
and guidance. We think that this middle course between
non-didactic real-time MIDI, and batch-oriented composi-
tion software is very promising, and will continue our re-
search in this area.

A survey of over hundred AEC visitors confirmed this:
WorldBeat was among the three most popular exhibits of
over one dozen major AEC stations. This is especially in-
teresting when taking into account that the two more famous
stations were between 10 and 50 times more expensive than
WorldBeat. This success can be put down to the fact that
we designed a system that delivers our message by putting
it into reality: Visitors can become active from the start,
they can use it together, and it wraps learning into an enter-
taining experience.

All in all, feedback suggests that WorldBeat, and espe-
cially the Musical Design Patterns component, is indeed a
novel type of system that gives access to multimedia data
in ways that were not known before. The MDP model, and
its translation into a set of interface metaphors, have proved
successful in this respect. This shows that new, good in-
teraction metaphors are crucial to the success of interactive
hypermedia exhibits. We believe that our system and its
semantic model of musical information will be of interest
to professionals from computer science, education, and the
performing arts, and hope to foster an interdisciplinary dis-
cussion of interaction-oriented semantic models of music
and other multimedia data.


